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THE AMERICAN RADIO
RELAY LEAGUE
The American Radio Relay League, Inc, is a
noncommercial association of radio amateurs,
organized for the promotion of interests in Amateur
Radio communication and experimentation, for
the establishment of networks to provide
communications in the event of disasters or other
emergencies, for the advancement of radio art
and of the public welfare, for the representation
of the radio amateur in legislative matters, and
for the maintenance of fraternalism and a high
standard of conduct .

ARRL is an incorporated association without
capital stock chartered under the laws of the
state of Connecticut, and is an exempt organiza-
tion under Section 501 (c)(3) of the Internal
Revenue Code of 1986 . Its affairs are governed
by a Board of Directors, whose voting members
are elected every two years by the general
membership . The officers are elected or
appointed by the Directors . The League is
noncommercial, and no one who could gain
financially from the shaping of its affairs is
eligible for membership on its Board .

"Of, by, and for the radio amateur, "ARRL
numbers within its ranks the vast majority of
active amateurs in the nation and has a proud
history of achievement as the standard-bearer in
amateur affairs .

A bona fide interest in Amateur Radio is the
only essential qualification of membership ; an
Amateur Radio license is not a prerequisite,
although full voting membership is granted only
to licensed amateurs in the US .

Membership inquiries and general corres-
pondence should be addressed to the
administrative headquarters at 225 Main Street,
Newington, CT 06111 USA .

Telephone : 203-666-1541 Telex : 650215-5052
MCI .
MCIMAIL (electronic mail system) ID : 215-5052
FAX : 203-665-7531 (24-hour direct line)

Officers
President : GEORGE S. WILSON III, W4OYI

1649 Griffith Ave, Owensboro, KY 42301
Executive Vice President: DAVID SUMNER, K1ZZ

Purpose of QEX:
1) provide a medium for the exchange of ideas

and information between Amateur Radio
experimenters

2) document advanced technical work in the
Amateur Radio field

3) support efforts to advance the state of the
Amateur Radio art

All correspondence concerning QEX should be
addressed to the American Radio Relay League,
225 Main Street, Newington, CT 06111 USA .
Envelopes containing manuscripts and corre-
spondence for publication in QEX should be
marked : Editor, QEX.

Both theoretical and practical technical articles
are welcomed . Manuscripts should be typed and
doubled spaced . Please use the standard ARRL
abbreviations found in recent editions of The
ARRL Handbook. Photos should be glossy, black
and white positive prints of good definition and
contrast, and should be the same size or larger
than the size that is to appear in QEX.

Any opinions expressed in QEX are those of
the authors, not necessarily those of the editor or
the League . While we attempt to ensure that all
articles are technically valid, authors are
expected to defend their own material . Products
mentioned in the text are included for your
information ; no endorsement is implied . The
information is believed to be correct, but readers
are cautioned to verity availability of the product
before sending money to the vendor .
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Empirically Speaking

Second Class Is First Class
(Compared to Third Class)
If all of our plans come together,

this issue of QEX will be the first one
mailed via second-class mail in the
US. (We're still working out the de-
tails with the Postal Service .) This is-
sue is being mailed from Newington ;
future issues will come to you directly
from the printing plant in Austin,
Texas . Most QEX subscribers pres-
ently receive their copy via third-
class mail . That class of service is,
um, variable in its efficiency . The
change to second-class mailing, while
somewhat more expensive, will allow
us to get QEX to you in a more timely
manner, and with fewer problems .
Those who receive QEX via first-class
mail will continue to do so, and we'll
continue to offer the first class option
for now, but we expect that many of
you will choose second class service at
renewal .

The change in mailing status is ac-
companied by the last of our sched-
uled major format changes, as QEX
becomes a full 32 pages each month .
We're also having the magazine
printed on a new type of paper . With
these changes, we bring to a close our
year-plus-long effort to remake QEX.
As we said in this space last month,
it's now up to you to supply the ar-
ticles to fill the new QEX!

How Technical Is
"Too Technical"

I've had a bit of feedback about the
series we're currently running, about
phase noise . Some readers seem to
feel it's "too technical," or at least
over their heads . We don't think so,
considering that the spectrum of
amateur skills encompasses graduate
engineers and scientists, as well as
pure hobbyists . But what do you
think? Should we find a place in QEX
for engineering-level material such
as this? Or is that kind of thing best
left to IEEE Transactions?

Our New Internet Connection
ARRL HQ has just upgraded its

Internet connection . Previously, we
connected to Performance Systems
International (PSI), a provider of
Internet services, via a 9600-bit/s
dial-up line that gave us a dynami-
cally assigned address . Since that ad-
dress could be different each time we
dropped the line and redialed, ARRL's
presence on the Internet was one al-
lowing only electronic mail . Our new
connection is still via a dial-up line,
but it's via a 14 .4-kbit/s, V .42bis mo-
dem and to a dedicated port that gives
us a fixed Internet address (38 .1.129 .1) .
In the coming weeks, we'll be settling
in with this new connection and
implementing limited FTP access-
limited because at only 14 .4-kbit/s, we
can't support much in the way of
1-Mbyte file transfers! But we will
support uploading of files and, of
course, will continue to have a mail
presence . We're excited about these
improvements ; they will let us com-
municate better with you .

This Month in QEX
A frequency counter is a useful tool,

and even more so if you can read back
the measurements with a computer,
as with the "Personal Computer Fre-
quency Counter," by John Nemec,
NS6Z .
In part 2 of 3, Ulrich L . Rohde,

KA2WEU, continues his discussion of
"All About Phase Noise in Oscillators"
by describing the mathematical tech-
niques used to model noise .
Darrel Emerson, AA7FV, has done

some fascinating work using DSP to
dig AO-13 ZRO test signals out of the
noise. He describes his techniques in,
"Digital Processing of Weak Signals
Buried in Noise ."
Finally, Zack Lau's (KH6CP/1) "RF"

column presents a challenge for the
reader. Zack has designed a 2-meter
power amp-most of the way through .
You have to provide the input and out-
put matching networks . If you find a
good solution, send it in to Zack . (If
you're stuck, send Zack an sase and
he'll show you his solutions .)-KE3Z,
email: jbloom@arrl .org.



A ccurate frequency measure-
ment is an important test and
alignment tool . Many ama-

teurs use a low-cost frequency counter
for this purpose, but stand-alone
counters aren't always adequate ;
sometimes, you need to make multiple
measurements. For example, to mea-
sure the frequency drift of your newly
constructed VFO, you have to take a
number of measurements at various
times after turn-on . Or, for the deter-
mination of an IF pass-band frequency
response, the frequency measurement
must be taken many times as a signal
is swept across the IF filters and the
IF output level is measured . You then
can make a frequency-response plot
which graphically illustrates the pass-
band characteristics . So, the fre-
quency counter must be a part of a
simple data-acquisition system where
data can be automatically taken, then
manipulated and plotted . To accom-
plish this, I constructed the high-
performance, PC-compatible frequency
counter described here .

Since I like to work with all types of
amateur equipment, from HF radio

2707 Estella Dr
Santa Clara, CA 95051

Personal Computer
Frequency Counter

A PC-based frequency counter provides
all kinds of measurement options .

John Nemec, NS6Z

receivers to UHF transceivers, I de-
signed a counter that provides :

•

	

user-selectable frequency resolu-
tion of 1 Hz or 10 Hz,

•

	

a frequency range of 0 to 1 GHz,
and

•

	

a PC add-in card interface .

Design of the Frequency Counter
System
The hardware design is relatively

straightforward . There are three major
parts of the system : the time-base gen-
erator, which generates the counting
gate; the frequency counting chain ;
and the PC interface, for counter con-
trol and data reading via software . I
selected components with the maxi-
mum functionality, such as integrated
counter chips . This reduces wiring and
keeps cost low . Using field program-
mable gate arrays (FPGA) would have
substantially reduced the number of
components, but they require high-
level-language design tools and pro-
gramming equipment which are not
available to most amateurs. Those
who do have access to such resources
could redesign most of the system into
one or two FPGAs .

Software controls most aspects of
the measurement operation via regis-
ters on the counter card . A control reg-
ister allows the counting chain to be

cleared, arms the gate circuit to ini-
tiate a single gate pulse, and allows
reading of the status and count values .

Circuit Operation
The frequency counter is little more

than a long counter chain which can
be read, cleared and gated . The gate
enables or disables the signal to be
measured at the input to the counter
chain. Operation starts with the
counter cleared . The gate is opened for
a specific time period which is accu-
rately controlled, say one second .
While the gate is open, the counter
chain counts the cycles of the input
signal . Then, after the gate closes, the
counter chain is at a count value which
is the number of cycles that occurred
in the time interval during which the
gate was open. The counters are then
read by the software to obtain the
count value . Dividing this number by
the time that the gate is open gives the
frequency . After the counters are read,
they are cleared in preparation for
another count . The entire measure-
ment cycle is constantly repeated to
give a real-time measurement of fre-
quency .
The interface to the PC, shown in

Fig 2, is via the ISA expansion bus,
which is the standard set of slots on a
PC. The I/O port address range of the
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counter card is set by the decoding
logic. U14 and U13 enable the card
only when I/O addresses 300 16 to 303 16
are addressed . U10 and U15 generate
strobe signals to enable reading and
writing of the counter's registers .
During reads of the card, U16 drives
data from the card's internal data bus
(IBO-7) onto the PC expansion bus . At
all other times, U16 drives expansion-
bus data onto the card's data lines .
The gate generator uses a 10-MHz

crystal oscillator, U5, as its reference .
This is divided down to 100 kHz by U3,
then applied to a Philips HEF4750
CMOS frequency synthesizer, U2 .
Only the frequency-divider part of
this IC is used in this circuit . It con-
sists of a prescaler followed by a divide-
by-N divider . The prescaler is config-
ured to divide by either 10 or 100, as
controlled on pin 23 of U2 by a bit of
the control register (see Table 2) . This
bit effects 10- or 1-Hz resolution selec-
tion. The divide-by-N circuit is config-
ured to divide by 1000 . Thus U2 di-
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vides by a total of either 10,000 or
100,000, as selected by the software .
The resulting output of U2 (pin 26) is
a 1-Hz or 10-Hz signal .
The counter is divided between

the front-end section and a Philips
HEF4534 CMOS counter, U4. U4 pro-
vides 5 decades of BCD counting, with
the four bits of each decade appearing
successively on the outputs of the IC .
U8 provides the sixth decade, with the
seventh, least-significant decade pro-
vided by either U21 or U22, in the
"front end" circuit of Fig 1 . One of the
control-register bits (pin 6 of U12)
provides a master counter-clear signal
to each of the counter devices . This
signal, along with the gate signal from
U6, controls counter operation .

The front-end circuitry contains two
counter chips, each if which is con-
nected to its own input circuitry . U20,
controlled by a bit of the control regis-
ter, selects between the two counter
chips. One of these chips, U21, counts
the DIRECT input, which is conditioned
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Fig 1-Schematic of the counter front-end daughter board . Use 0 .1-µF capacitors (not shown) from V cc to ground at all IC
sockets .

U17-74F14 hex Schottky inverter IC.

	

U19-SAA1164 1-GHz prescaler IC (see

	

U20-74LS157 quad two-line-to-one-line
U18-NE521 dual high-speed

	

text for substitutes).

	

mux IC .
comparator IC .

	

U21,22-74F160 decade counter IC .

by U18A, a high-speed comparator .
The PRESCALER input is applied to
U19, a 1-GHz, + 64 prescaler IC . Its
output is converted to TTL levels by
U18B and applied to U22 for counting .

Since the frequency counting chain

Fig 2-Schematic of the PC-based
counter board. Use 0 .1-µF bypass
capacitors (not shown) from VCC to
ground at all IC sockets .

U1-(not used)
U2-Philips HEF4750 frequency

synthesizer IC .
U3-74LS390 decade counter IC .
U4-Philips HEF4534 5-decade fre-

quency counter IC .
U5-10-MHz oscillator (see text) .
U6-74LS74 dual D flip-flop IC .
U7-74LS04 hex inverter IC .
U8-74LS160 decade counter IC .
U9,11-74LS244 octal buffer IC .
U10-74LS32 quad OR gate IC .
U12-74LS374 octal D latch IC .
U13-74LS30 8-input NAND gate IC .
U14-74LS02 quad NOR gate IC .
U15-74LS139 dual 4-line decoder IC .
U16-74LS245 octal bus buffer IC .
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is seven decades long, 1-Hz resolution
(using a 1-second gate) with the
DIRECT input can be achieved up to a
frequency of 9 .9 MHz. For higher fre-
quencies, 10-Hz resolution (a 0 .1-
second gate) must be used, or the
counter will overflow . (More resolu-
tion could be obtained by adding an-
other counter to the frequency count-
ing chain .) With the PRESCALER input
selected, and with a 1-second gate, the
resolution is 64 Hz . This resolution is
usable up to just under 640 MHz (the
9 .9-MHz limit discussed above times
the prescaler ratio of 64) . For frequen-
cies above 640 MHz, a 0 .1-second gate
must be used, giving a resolution of
640 hertz .

PC Software
The program for running the fre-

quency counter is written in Pascal
and is shown in listing 1 . It can be
downloaded as file (QEXFQ194 .ZIP)
from the ARRL BBS (203-666-0578) or
via the Internet from ftp .es .buffalo .edu
in the /pub/ham-radio directory .

The main program begins by setting
the control byte to FF16 . This asserts
the counter clear signal . The control
byte is then changed to select the in-
put source and gate time . After a
delay, the control byte is modified
again to remove the counter clear bit .
Immediately after this, the gate is
armed and the gate status register is
monitored to verify that U6 has been
set. Once verified, the gate status reg-
ister is monitored, waiting for the end
of the gate period . This sequence en-
sures that the gate has been opened
and subsequently closed. Once this is
completed, a valid frequency count is
contained in the frequency counting
chain .

The "getcount" procedure is called to
read all of the counting chain contents .
First, the two '160 decade counters-
U21/22 and U8-are read and the
results placed into two locations of the
input-data array ("data") . Next, the 5

6 QEX

decades of data in U4 are read . Read-
ing U4 is done by the "scanclk" proce-
dure. This procedure toggles the
HEF4534 scan clock input (pin 10 of
U4) to advance the internal multi-
plexer through all of the five decades,
placing the output of each one in turn
on the device data output pins . (The
scan clock is generated in software
because the HEF4534 is too slow to
respond directly to the PC I/O bus .)
First the most significant digit is read,
then the master reset for the HEF4534
scan (pin 9 of U4) is removed and the
"scanclk" procedure is called to ad-
vance the HEF4534 output to the next
digit. The process of toggling the scan
clock and reading the data is repeated
for the remaining decades . All seven
decades of count result are now con-
tained in the input-data array as BCD
digits .
If the direct input has been selected,

the BCD digits are used directly . If the
prescaler is selected, the BCD digits in
the array are combined into a single
real (floating point) variable, "freq,"
which is then multiplied by 64 to ac-
count for the prescaler. Note that the
software has been written so that the
0 .1-second gate is automatically se-
lected whenever the prescaler is se-
lected .

At start-up the program looks to see
if a key has been pressed on the key-
board. If not, the program bypasses
the writing of a header on the console
and only displays the newly acquired
frequency measurement value . If a key
has been pressed, the program reads
the keystroke . If the key is Fl or FIO,
the program selects the 1-second gate
or the prescaler input, respectively . If
the key is "x" the program exits . Any
other key is ignored. The program con-
tinuously loops, taking counter read-
ings and displaying the results .
For those readers familiar with

Pascal programming, the flow of the
program should not appear difficult .
Note the line {$C-,U-I at the beginning

Table 2-Control Register Bits

Bit

	

Function

DO

	

0 = 1-second gate, 1 = 0 .1-second gate
D1

	

0 = PRESCALER input, 1 = DIRECT input
D2

	

1 = clear counter chain
D3

	

U4 scan master reset
D4

	

(not used)
D5

	

U4 scan clock
D6

	

(not used)
D7

	

(not used)

of the program listing . This may nor-
mally be omitted but is required for
certain revisions of Borland's Turbo
Pascal to allow the recognition of the
Boolean function "KeyPressed ."

Operation
Operation consists of connecting the

signal to be measured and then run-
ning the control software program,
FREQCNT. You can use the F1, FlO,
and "x" keys to control the counter .
The direct input consists of a series

1-kil resistor with two back-to-back
diodes to ground. This represents a
moderate impedance to sources . False
readings can occur if the input signal
amplitude is insufficient . In tests ofthe
frequency counter, a 7-MHz signal
from a grid dip meter caused a reading
of 3 .5 MHz at low amplitudes . Audio
frequencies also are difficult to mea-
sure; the rise times of audio signals
are so slow that the high-speed com-
parator responds to noise near the zero
crossing point . This causes a higher
reading than the frequency of the sig-
nal present . I made no attempt to cor-
rect for this in the design, since my
intended application is RF work. There
are several possible ways to condition
audio frequency signals for measure-
ment, including adding hysteresis, or
by using a low performance compara-
tor. Note, too, that the direct input may
always display at least one count, even
though no signal is present . This is due
to the offset in the NE521 comparator .
The polarity of this offset may be such
that the gate signal is present at the
comparator output . This places a 1 in
the least significant counter . If this is
bothersome, the one may be subtracted
from the result in software, or a small
amount of bias may be injected into the
comparator input to prevent the gate
from passing through when no signal
is present .

The 1-GHz prescaler input is termi-
nated in 50 0 and connected to the
SAA1164 through a capacitor, per the

Table 1-Frequency Counter Registers

Address (hex) RIW Register
300 R Least-significant decades
301 R U4 data
302 R Gate status (MS B)
303 R (not used)
300 W Control register (U12)
301 W (not used)
302 W (not used)
303 W Gate arm



Listing 1

{$C-,u-}
program freqcnt ;
const basoaddr = $300 ;
type count = array[0 . .6] of byte ;

procedure scanclk(control :byte) ;
var qc : byte ;
begin

qc := control AND $DF ; (scan clock low}
port[baseaddr] := qc ;
qc := control OR $20 ; {scan clock high}
port(baseaddr] := qc ;

end ;

procedure getcount(control :byte ; var data :count) ;
var xc,dc,dct : byte ;
begin

xc := control ;
dc := port[baseaddr] ;
data[1) := dc SHR 4 ;
data[0] := dc AND $OF ;
dc := port[baseaddr + 11 ;
data[6] := dc AND $OF ;
xc := xc AND $F7 ; {remove scan master reset}
port[baseaddr) := xc;
scanclk(xc) ;
dc := port[baseaddr+ 11 ;
data[5] := dc AND $OF ;
scanclk(xc) ;
dc := port[baseaddr + 1] ;
data[4] := dc AND $OF;
scanclk(xc) ;
do := port[baseaddr + 1 ] ;
data[3] := dc AND $OF ;
scanclk(xc) ;
dc := port[baseaddr + 1 ] ;
data[2] := dc AND $OF ;
port[baseaddr] := control ;

end ;

var is integer ;
d, control : byte ;
data : count ;
gate, prescale,lz,dsj : boolean ;
freq, pp : real ;
xk: char ;

label start ;

begin
prescale := False ;
gate := True ; (True => short gate}
dsj := True ;

start :
if KeyPressed then

begin
read(Kbd,xk) ;
if (xk = Char(27)) then

begin
dsj := True ;
read(Kbd,xk) ;
if (xk = Char(68)) then prescale := NOT prescale ;
if (xk = Char(59)) then gate := NOT gate ;
if (xk = Char(60)) then Halt ;

end ;
if (xk ='x') then Halt ;
if prescale then gate := True ;
end ;

control := $FF ;
if gate then control := control AND $FE ;
if prescale then control := control AND $FD ;
port[baseaddr) := control ;
control := control AND $FB ;
delay(1000) ;
port[baseaddr] := control ; {remove clear}
port[baseaddr + 3] := $80 ; (arm gate)
repeat
d := port[baseaddr + 2] ;
d := d AND $80 ;

Pascal Source Code Listing

until (d = $80) ;
repeat
d := port[baseaddr + 2] ;
d := d AND $80 ;
until (d = $0) ;
getcount(control,data) ;
if dsj then begin
CIrScr ;
Writeln('

	

Frequency Counter') ;
Writeln ;
Writeln('

	

F1 1 Second Gate/ 0 .1 Second Gate') ;
Writeln('

	

F10 Direct Input/ Prescaler') ;
Writeln('

	

x

	

]=xit') ;
Writeln ;
Writeln ;
Writeln ;
Write('

	

Input source :') ;
if (prescale) then write In('prescaler (50 Ohm)') else writeln('direct') ;
Write('

	

Gate:') ;
if (gate) then writeln('0 .1 second') else writeln('l second') ;
Write('

	

Maximum Input Frequency :') ;
if (prescale) then writeln('1 (jHz') else
if (gate) then writeln('40 MHz') else writeln('9 .9 MHz') ;

dsj := False ;
end ;
GotoXY(1,14) ;
CIrEol ;
Iz := False ;
if (gate AND NOT prescale) then
begin
Write('

	

) ;
for i := 6 downto 3 do

begin
if ((data[i] = 0) AND NOT Iz) then write('')
else begin

write(data[i]) ;
if (i = 5) then write(',') ;
Iz := True ;

end ;
end ;

write(data[2],' .') ;
for i := 1 downto 0 do write(data[i]) ;
writeln('

	

kiloHertz') ;
end ;

if ((NOT gate) and (NOT prescale)) then
begin
Write('

	

) ;
for i := 6 downto 1 do

begin
if ((data[i] = 0) AND NOT Iz) then write('')
else begin

write(data[i]) ;
if ((i = 6) OR (i = 3)) then write(',') ;
Iz := True ;

end ;
end ;

writeln(data[0],'

	

Hertz') ;
end ;

if (prescale) then
begin
freq := 0 ;
pp := 1 ;
for i :=0to6do

begin
freq := freq + pp*data[i] ;
pp := pp* 10 .0 ;

end;
freq := freq'64 .0/1000000 .0 ;
if (gate) then freq := freq*10 .0 ;
Write('

	

') ;
writeln(freq :10 :4,'

	

MegaHertz') ;
end ;

goto start ;
end .
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manufacturer's recommendations .
The guaranteed operating range for
this device is approximately 70 MHz
to 1 GHz, with an input voltage be-
tween 10-mV rms and 200-mV rms .
The word approximately is used here
since the operation is not guaranteed
at low amplitudes at the low- and high-
frequency extremes . For details, refer
to the manufacturer's data sheet . The
SAA1164 oscillates when no input sig-
nal is applied. Therefore, a frequency
indication will be obtained in the
prescaler mode with no input applied .
This frequency is usually in the
700-MHz to 900-MHz range . Since
the input to the prescaler is not pro-
tected, care should be taken so that
the device is not permanently dam-
aged by excessive input voltages .
Attenuators should be used when
large amplitude signals are to be mea-
sured. Other prescaler chips that are
pin-compatible with the SAA1194 may
be used, although I haven't tried them
myself. These include the Motorola
MC12073 and the Plessey SP4632 .

Construction and Checkout
The high-frequency circuitry of Fig 1

is built on a small daughter board .
This board is a double-sided board
consisting of a Vc , plane on one side
and a ground plane on the other side .
Isolated plated-through holes provide
device mounting . Other holes provide
connections for V ., and ground and
for 0.1-µF bypass capacitors at each
device socket . The -5-V supply is con-
nected as an individual wire with
appropriate bypass to ground at both
the SAA1164 and NE521 sockets . Fol-
low high-frequency construction tech-
niques . Keep leads short and use
point-to-point wiring (no wire-wrap) .
This daughter board is mounted to the
main PC plug-in board with screws .
The main board can be constructed
using normal wire wrap techniques .
There is nothing critical about this
circuitry . The daughter board is con-
nected to the main board through a
ribbon cable mated to two connectors,
one on each board .

Initial check-out can be performed
with the board out of the PC, with +5
and -5 volt supplies applied . In this
way, simple shorts can be detected
without endangering the PC . Examine
pin 26 of the HEF4750 for the gate
signal with a VTVM or logic probe . If
no signal is present, use a logic probe
or oscilloscope to trace the signal from
the 10-MHz oscillator through the
HEF4750 .

Install the board in the PC for the

8 QEX

remaining checkout. Again using a
logic probe, check the outputs of U15
and the direction output of U10, pin 3 .
A simple BASIC or Pascal program
allows reading or writing the ad-
dresses of Table 2. (Or use DEBUG .)

Next, various values should be writ-
ten to the control register, U12 . All
zeros with a walking 1 should be used
to check each bit's appearance at the
correct output at U12 and at the cor-
rect destination in the rest of the cir-
cuit. With this completed, all that re-
mains is to check out the frequency
counting chain . Using a clip lead, con-
nect the PC I/O channel oscillator
source (pin B30 of the edge connector)
to the DIRECT input of the frequency
counter card . Invoke the FREQCNT
program to measure the frequency.
For an ISA bus interface, this should
be 14,318 .18 kHz. If nothing appears,
the counter chain may be nonfunc-
tional . If a very different number ap-
pears, it is possible that the read cir-
cuitry is miswired .

Applications and Additions
For greater accuracy, the user may

wish to replace U5 with a tempera-

ture-compensated crystal oscillator,
an oven-controlled crystal oscillator,
or some external standard . If U5 is a
standard crystal oscillator, I recom-
mend that you check its accuracy by
measuring a signal of known fre-
quency. If the measurement is inaccu-
rate. U5 can be replaced, or you can
add an adjustment in software to scale
the measurement . This should be
checked periodically to adjust for crys-
tal aging .

The control register, U12, contains
unused outputs which could be tied to
the set and reset inputs of U6 (pins 10
and 13). This would allow direct con-
trol of the gate so that the counter
could be used as an event counter.
The software can be modified for

additional features, too . For example,
the inverse of the frequency-the
period-can be displayed . The fre-
quency counter can also be made part
of a data acquisition system . For this
purpose, the program can be modified
to be a procedure called by a supervi-
sory program. The measured fre-
quency data can then be combined
with other data to be analyzed or
plotted .

	

00



Calculation of Oscillator Noise
Linear Model

W e will assume that the oscilla-
tor is composed of a linear
amplifier with gain A and a

high-Q resonant circuit, as illustrated
in block diagram form in Fig 3b . 1 The
gain of the resonant circuit has been
normalized to unity at the resonant
frequency f,, . The amplifier gain must
be unity or greater in order for the cir-
cuit to oscillate. Let S represent the
amplifier noise referred to the ampli-
fier input. The white noise, N, per unit
bandwidth at the amplifier input is
given by

N=Ni +NQ =FkT

	

Eg19

where Nt is the thermal noise, NQ is
the noise contributed by the amplifier,
and F is the amplifier noise factor .
Therefore, the ratio of noise power per
unit bandwidth to signal power, P, is
FkT/P s , which is a component of S e . In
addition, amplifiers generate an addi-
tional flicker, or 1/f phase noise, about
the carrier frequency due to carrier
density fluctuations in the base resis-
tance . A plot of S, shown in Fig 3c,
demonstrates that for frequencies
near the carrier, Se has a 1/f spectrum .
At high frequencies the spectrum is

I Notes appear on page 16 .
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flat and equal to FkT/P s, the thermal
noise floor. The frequency, ff, below
which the spectrum has a 1/f shape de-
pends on the characteristics of the in-
dividual amplifiers . For the circuit of
Fig 36 with positive feedback andA=1,
the closed-loop steady-state transfer
function between the amplifier output
and the amplifier input is given by

B(jco)=

	

1
where

H(jw) =

1-H(jcu)

1

Eq 20

1+ jQ

	

Eq 21
w()

	

CU ~

Since H(jw) is a high-Q filter, and we
are interested in describing the noise
power distribution about the center
frequency, wo , H(jc)) can be replaced by
its low-pass equivalent,

1
H L ('iw)

1+j(01 COL Eq 22

where

wL°2Q

	

Eq 23

is the low-pass equivalent band-
width . The noise spectral density,
S0 ( (o ), at the output of a filter with a
transfer function G(jw), in terms of the
spectral density of the input
noise,Si((o), is given by

S0(w) = Si(w)IG(w)I
2 Eq 24

P..

FkTB
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V. RMS 2

	

t VnRMs1
fo
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fo +fM

a D
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J FRT
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o -~
1 Hz fo + fm

010%

,0t*;4, I

Fig 3a-Modulation medium that adds
phase noise to carrier .

January 1994 9



So = so

L(fm) 2

s, in (fm)

Phase
modulator

1
I1-H(w) 12

	 SB	

1-	
1

1+j(t)/(0L

S d (1+w2 /wfl

CO 2 /wf

2

=SB
1+ -

w

1-- . 1 -
1-,/w l wL

1+
1

(oin \ 2
Qtood

wo

Noise-free
amplifier

output

FkT
1+ fe

Psao .
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where We is the reactive energy stored in L and C,
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se out (W, e (fm)

Resonator

GB

Eq 25

which can be written using Eqs 5, 19 and 23 as,

Sc,(co\= FkT 1+ wo
p

	

4Q 2w 2

	

Eq 26

which is the expression proposed by Leeson for describing
the noise at the output of an oscillator .

As mentioned in Part 1, there are various types of noise,
and so far Leeson's model does not contain an allowance
for the flicker noise . We will, therefore, modify our equa-
tion into

Eq 27

This equation describes the phase noise at the output of
the amplifier of the oscillator .

Fig 4 shows the difference in oscillator noise depending
on the Q of the resistor . In accordance with Note 16, we
will expand Leeson's equation further for an actual oscil-
lator to show how the noise performance can be optimized .
Loaded Q can be expressed as

Qload = (0,
We

_

	

w oWe
Pdiss,totol

	

Pen + Pres + Psig

reactive power

	

Eq 28

Fig 3b-Block diagram of the feedback model of an oscillator consisting of a phase modulator, noise-free amplifier and
resonator .

so, the equivalent phase noise of the closed-loop system is

Fig 3c-Noise power versus frequency of a transistor
amplifier with an input signal applied .

We =: 2 CV1

	

Pres (J°W
	 e

	

Eq 29
Wool

2

	

2
wo	 Pin

	

1

	

Psig

	

we F1,To
1+2	 + -+- 	1+-

4wm woWe Qunl woWe ~

	

wm

	

sav

lnput power over

	

( flicker e ffect
reactive power

r

L(f„r) = 12

fe

	

fo

resonator Q

signal power over
reactive power

1 /f noise at carrier

Thermal noise floor

f

phase perturbation

This equation is extremely significant because it con-
tains most of the causes of phase noise in oscillators . To
minimize the phase noise, the following design rules ap-
ply :
1 . Maximize the unloaded Q .
2 . Maximize the reactive energy by means of a high RF
voltage across the resonator, and obtain a low LC ratio .
The limits are set by the breakdown voltages of the active
devices and the tuning diodes, and by the requirement to
avoid a forward-bias condition of the tuning diodes .
3 . Avoid saturation at all cost, and try to have either lim-
iting or AGC without degradation of Q . Isolate the tuned
circuit from the limiter or AGC circuit . Use antiparallel
tuning diode connections to avoid forward bias .
4 . Choose an active device with the lowest available noise



figure . Currently, the best bipolar
transistor is the Siemens BFQ81, and
the lowest-noise field-effect transistors
are U310 and 2N5397, up to 500 MHz .
The noise figure of interest is the noise
figure obtained at the actual imped-
ance at which the device is operated .
When using field-effect transistors, it
is preferable to deal with the equiva-
lent noise voltage and noise currents
rather than with the noise figure,
since they are independent of source
impedance. The noise figure improves
as the ratio between source impedance
and equivalent noise resistance in-
creases . In addition, in a tuning cir-
cuit, the source impedance changes
drastically as a function of the offset
frequency, and this effect has to be
considered .
5 . Phase perturbation can be mini-
mized by using high-impedance de-
vices such as field-effect transistors,
where the signal-to-noise ratio of the
signal voltage relative to the equiva-
lent noise voltage can be made very
high. This also indicates that in the
case of a limiter, the limited voltage
should be as high as possible .
6 . Choose an active device with low
flicker noise . The effect of flicker noise
can also be reduced by RF feedback. An
unbypassed emitter resistor of 10 to 30
ohms in a bipolar circuit can improve
the flicker noise by as much as 40 dB .
In a later example we will study such
an oscillator .

The proper bias point of the active
device is important, and precautions
should be taken to prevent modulation
of the input and output dynamic ca-
pacitance of the active device, which
will cause amplitude-to-phase conver-
sion and therefore introduce noise .
7 . Finally, the energy should be
coupled loosely from the resonator
rather than from another portion of
the active device, so that the resona-
tor limits the bandwidth . A crystal
oscillator using this principle is de-
scribed later .

Equation 29 assumes that the phase
perturbation and the flicker effect are
the limiting factors, as practical use of
such oscillators requires that an isola-
tion amplifier be used .

In the event that the energy is taken
directly from the resonator and the
oscillator power can be increased above
0 dBm, the signal-to-noise ratio can be
increased above the theoretical limit
of -174 dB, due to the low-pass filter
effect of the tuned resonator . But, this
is mainly a theoretical assumption
that does not represent the real world .
In a real system, this noise perfor-
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Fig 4-Noise sideband of an oscillator at 150 MHz as a function of the loaded Q
of the resonator .
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Fig 5-Noise sideband as a function of flicker frequency .
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mance cannot be obtained . In an oscil-
lator stage, even a total noise floor of
-170 dB is rarely achieved .
What other influences do we have

that cause the noise performance to
degrade? So far, we have assumed that
the Q of the tuned circuit is really de-
termined only by the LC network and
the loading effect of the transistor . In
synthesizer applications, however, we
find it necessary to add a tuning diode .
The tuning diode has a substantially
lower Q than that of a mica capacitor, The loading effect of the tuning di-
or even a ceramic capacitor . As a re- ode is due to losses, and these losses
sult of this, the noise sidebands can be described by a resistor parallel
change as a function of the additional to the tuned circuit .The tuning diode
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loss . This is best expressed by adjust-
ing the value for the loaded Q in Eq 27 .

There seems to be no precise math-
ematical way of predeterming the
noise influence of a tuning diode, but
the following approximation of the Q
that results from adding the tuning
diode to the resonator seems to give
proper results .

Eq 30
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the influence of various tuning diodes and increased noise as a function
of modulation sensitivity .

is specified to have a cutoff frequency,
fm,,,, which is determined from the loss
resistor and the value of the junction

	

High Q Oscillator
capacitance as a function of voltage (ie,
measured at 3 V) . This means that the

	

Phase pertarbation

voltage determines the Q and, conse-
quently, the noise bandwidth .

	

S8
It is possible to define an equivalent

noise Raeq that, inserted in Nyquist's
equation

YKT
V„ = V-44 KT, R4f

	

Eq 31	 Pavs

where KT=4.2x10-21 at about 300°K,
R is the equivalent noise resistor, and

	

f,
f is the bandwidth, determines a noise
voltage across the tuning diode . Prac-
tical values of R aeq for carefully se-
lected tuning diodes are in the vicinity

	

Resulting phase noise
of 1000 92 to 50 kQ .

	

A
For R aeq=10 k :

	

L(f w)

2x10-000

	

3
V„=~4x4. 21 x10,
The resulting noise voltage is

1.265 x 10 -8 V'JHz
This noise voltage, generated from

the tuning diode, is now multiplied by
the VCO gain, resulting in the rms fre-
quency deviation

A rms) = K. x (1. 256 x 10 -8 V )
in a 1-Hz bandwidth

	

Eq 32
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Fig 7-Comparison of noise sideband
performance of a crystal oscillator, LC
oscillator, cavity-tuned oscillator, switched
reactance oscillator, and YIG oscillator .
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ed
= f

1
2 (1.265 x 10 -s rad)

in 1-Hz bandwidth

or, for a typical oscillator gain of
100 kHzN,

9d =
09f	179 rad in 1-Hz bandwidth

m

For f,,, =25 kHz (typical spacing for
adjacent-channel measurements for
FM mobile radios), 9,=7 .17x10 -8 . This
can be converted now into the SSB sig-
nal-to-noise ratio

0L(fm)=20loglo 2
_ -149 dBc / Hz

This is the value typically achieved
in the Rohde & Schwarz SMDU gen-
erator or with the Hewlett-Packard
8640 signal generator and is consid-
ered state-of-the-art for a free-running
oscillator . It should be noted that these
two signal generators use slightly dif-
ferent tuned circuits ; the Rohde &
Schwarz generator uses a helical reso-
nator, whereas the Hewlett-Packard
generator uses an electrically short-
ened quarter-wavelength cavity. Both
generators are mechanically pretuned,
and a tuning diode with a gain of about
100 kHzN is used for frequency-modu-
lation purposes or for the AFC input .
It is apparent that, because of the
nonlinearity of the tuning diode, the
gain is different for low dc voltages
than for high dc voltages . The impact
of this is that the noise varies within
the tuning range .
In many applications, VCOs are re-

quired to span large frequency ranges .
This can be accomplished either solely
with a tuning voltage, or by using
switching diodes to select ranges via
different tuning diodes or fixed reac-
tances .
In low-energy-consuming circuits,

the VCO frequently is divided into
a coarse-tuning section and a fine-
tuning section, both using tuning
diodes. In the coarse-tuning range,
this results in very high gains, such as
1 to 10 MHz/V, for the diodes . The
noise contribution of those diodes is
therefore very high and can hardly be
compensated by the loop . For low-
noise applications, which automati-
cally mean higher power consumption,
the use of switching diodes rather
than high-gain tuning diodes is un-
avoidable .
Let us now examine some test re-

sults . If we go back to Eq 27 and Fig 4,
they show the noise sideband perfor-

Eq 33

mance as a function of Q, where the top
curve of Fig 4, with Q L=100, repre-
sents a somewhat poor oscillator, and
the lower curve, with QL=100,000,
probably represents a crystal oscilla-
tor where the unloaded Q of the crys-
tal was in the vicinity of 3x10 6 .

Fig 5 shows the influence of flicker
noise . Corner frequencies of from 10 Hz
to 10 kHz have been analyzed, and
it becomes apparent that at around
1 kHz the influence of flicker noice is
fairly dramatic, whereas its influence
at 20 kHz from the carrier is not sig-
nificant .

Finally, Fig 6 shows the influence of
the tuning diodes on a high-Q oscil-
lator. Curve A uses a lightly coupled
tuning diode with a Kp of 10 kHzN ;
the lower curve is the noise perfor-
mance without any diode . As a result
the two curves are almost identical,
which can be seen from the somewhat
smeared form of the graph . Curve B
shows the influence of a tuning diode
at 100 kHzN and represents a value
of -143 dBc/Hz, up from -155 dBc/Hz,
already showing some deterioration .
Curve C shows the noise if the tuning
diode operates at a 1-MHzN VCO
gain, and the noise sideband at 25 kHz
has now deteriorated to -123 dBc/Hz .
These curves speak for themselves .

It is of interest to compare various
oscillators . Fig 7 shows the noise per-
formance of a 10-MHz crystal oscilla-
tor, 40-MHz LC oscillator, the HP 8640
cavity-tuned oscillator at 500 MHz,
the 310- to 640-MHz switched reac-
tance oscillator of the HP 8662 oscilla-
tor, and a 2- to 6-GHz YIG oscillator
operating at 6 GHz .

The above theory of the linear ap-
proach has clearly indicated that the
key factors for success in building a
low-noise oscillator are :

1. Use a high-Q resonator, referring to
the loaded Q .
2 . Obtain the highest possible output
from the oscillator while maintaining
the smallest possible large-signal
noise figure of the transistor .
3. Minimize the flicker noise and/or
AM-to-PM conversion .

Fig 8 shows the carrier-to-phase-noise
ratio versus the frequency offset from
the carrier for low- and high-Q resona-
tors . It is necessary to look at this plot
to understand that the breakpoint for
the corner frequency of the flicker fre-
quency can move around as the Q
changes. Remember also that Q is a
function of loading the resonator with
the transistor, and therefore the high-

est open-loop gain should be used .
Oscillators are frequently multi-

plied up to the actual desired output
frequency . For microwave applications,
frequencies between 2-10 GHz are of-
ten required. Fig 9 shows a phase noise
comparison of YIG and varactor tuned
oscillators normalized to a center fre-
quency of 6 GHz . This represents the
state-of-the-art in tunable oscillators ;
of course, crystal oscillators, oscilla-
tors with ceramic resonators and di-
electric resonators have much better
performance .

Nonlinear Model
The usual active device in an oscilla-

tor is either a bipolar transistor or a
member of the FET family . Depending
on the frequency range, FETs used for
oscillators are either "N" junction
FETs, MOS devices or GaAs FETs . In
the case of bipolar transistors, the
model of choice for nonlinear analysis
is the Gummel-Poon bipolar transistor
model, typically used in a modified
version .

For the FET family, several nonlin-
ear models are available . In the case
of the GaAs FET, popular models are
the Curtice-Edenberg, the Raytheon-
Stutz, TOM, and Materka models . For
MOS devices we choose a MOS level-3
Spice type model. These models are
typically found in nonlinear circuit
simulator programs such as Compact's
Microwave Harmonica . These active
devices are modeled by a variety of
nonlinear elements such as diodes and
voltage- and/or current-dependent ca-
pacitances which are the major form of
nonlinearities . The device changes as
a function of bias, and therefore the
noise figure at each bias point is differ-
ent. At high current levels, the noise,
of course, will increase significantly .
This requires the generation of a bias-
dependent noise model which then is
available for applications such as mix-
ers and oscillators . A detailed intro-
duction into this theory was presented
in my previous paper . 2

General Concept of Noise
Contribution

In the evaluation of a noisy two-port
network, it is important to know the
amount of noise added to a signal pass-
ing through a network .

S1 ° -4 Network ---~ Sout

	

Eq 34Ni .

	

Nout

An important parameter for ex-
pressing this characteristic is the
noise factor (or noise figure) .
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Hybrid VCO
Si BJT &

Si Varoctors

Monolithic VCO
GaAs MESFET &

GaAs Planar Varoctor

Fig 9-Phase noise comparison of YIG
and varactor-tuned oscillators normal-
ized to a center frequency of 6 GHz .

Fig 10-Noiseless FET with noise
sources at the input and output .

Noise Factor = F = S;,, / N i „

Sout / Nout
Eq 35

Noise Figure = NF = 10 log (F)
The sources of the internal noise in

a general circuit are :
•

	

noise from linear elements
•

	

thermal noise related to the admit-
tance of the elements .

A noise network can be treated as a
noiseless network with equivalent
noise current source at each external
port, such as is shown in Fig 10 . The
correlation of the noise current
sources of a linear network is related
to the Y matrix of this network :

C,L (c)) =
n
KBT6 (o[Y(c)) +Y * ((0)l Eq 36

The intrinsic noise sources of an
active device (MESFET, BJT, . . .) can
be separated into a noiseless FET with
noise sources at the input and the out-
put as shown in Fig 11 .
The intrinsic noise model can be

expressed by the four measured pa-
rameters :

Fmin - Minimum noise figure
R,z - Equivalent normalized noise

resistance = r,f50

1 4 QEX

C„(w)= 2KBT&w
n

Fig 11-The intrinsic noise sources of an active device (MESFET, BJT, . . .) can be
separated into a noiseless FET with noise sources at the input and output .
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Fig 12-The major parameter used to describe the flicker noise is f&-corner
frequency .

MG,) - Magnitude of the optimal
noise reflection coefficient

PG,, - Phase of the optimal noise re-
flection coefficient .

From these four parameters, the
Van der Ziel noise model of the GaAs
FET, as an example, can be derived as :

w2C, .
~' R -iaCgs ,IPRC

gin
j weg.,• J PR C

	

g,,, P

Eq 37
This conversion for all active devices

like FETs and bipolar transistors has
been implemented in linear simula-
tors like Compact's Super-Compact
and Microwave Harmonica . In addi-
tion, we have to add the flicker noise
contribution of an active device . Fig 12
shows the flicker noise as a function of
frequency .

Large Signal Condition of the Active
Device

We now look at the noise model of an

Noise-free
two-port

active device when pumped by an LO .
The noise sources and equivalent-
circuit model parameters are modu-
lated by the LO. Fig 13 shows the
variation of some parameters as a
function of the LO power .

The noise correlation matrix of the
device is now modulated by the LO .
This means variation in the noise cor-
relation component and nonlinear pa-
rameters such as :
R, P, C . g,,,, CGs , . . . = F (VC, Vdy )

Eq 38

In addition, for FETs, as an ex-
ample, the flicker noise is modulated
by the drain current using the follow-
ing equation :

~1
1, 1 2
2~=2KBT&oQ Jf

	

Eq 39

For the bipolar model we use a simi-
lar approach .

Calculation of the Phase Noise
Spectrum of the Oscillator
For the calculation of the phase

noise spectrum of the oscillator a nu-
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Fig 13-The voltages and currents of
devices are determined by the harmonic
balance calculations .

L(f„)
Near-Carrier Noise

Far-Carrier Noise

i

N(1/f, Cn)

Fig 15-The mixing arrangement
within the oscillator whereby the carrier
frequency (fo ), assumed noiseless, gets
modulated with the various noise
sources .

merical approach is considered to pro-
vide nonlinear analysis. It can be
shown that the phase noise is com-
posed of two parts .

• The near-carrier noise consists of
contributions from the perturbation of
the oscillating frequency caused by the
noise sources at each side band fre-
quency. This part is the major noise
source at near-carrier frequencies .

• The far-carrier noise consists of
contributions from each sideband
noise source through sideband-to-
sideband transfer functions . This part
is similar to a mixer noise calculation
and is the major noise source at fre-
quencies far from the carrier .
Fig 14 shows that the oscillator

noise consists of the near- and far-
carrier noise .

The Noise Figure of the Mixing
Circuit

In order to calculate the noise figure,

Power
1

T o

(Noise Sources)

Fig 14-Oscillator noise consists of the
Fig 16-Summary of noise sources mixed to the IF. The noise at each sidebandnear- and far-carrier noise .

	

frequency contributes to the noise at the IF through frequency conversion .
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Fig 17-Summary of IF noise contributions .

we assume that the pumped active de-
vice acts like a mixer circuit ; we need
to calculate the total internal noise of
the circuit at the "IF" frequency .

Noise Analysis Step 1
Using a nonlinear simulator, we per-

form a harmonic balance analysis to
determine the steady state of the
mixer. Fig 15 shows the mixing ar-
rangement .
The harmonic balance calculation of

the nonlinear simulator determines
the Fourier coefficients of the voltages
and currents of the circuit . Any re-

r i

IF Noise

ceiver configuration (eg, LNA's, IF,
AMP, etc) may be considered .

Noise Analysis Step 2
We next have to calculate the trans-

fer functions of the sideband signals to
the IF-band signal . Fig 16 shows a
summary of noise sources mixed to the
IF. The noise at each sideband fre-
quency contributes to the noise at the
IF through frequency conversion .
Fig 17 shows a summary of the IF

noise contributions in a general non-
linear mixer circuit : note the large
number of contributing elements
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which make up the total noise at the output. The calcula-
tion of dN is performed by Eq 42 where the intermediate
steps are given in Note 6 . (See also Notes 3-14 .)

IVt(fd) z )+ (IV,
(fd) 2-2 Re{\Vl(fd)Vu*(fd))eXP( 2 J(Do)

\~Sm~2(fd)) _

Eq 40

((VI(fd)I 2 )+KIVu(fd)I
2
)+2Re{(Vi(fd)Vu (fd))eXP( 2 J(Do)}

~IaAI 2 (fd)) = 2

	

IVoI 2
Eq 41

dN((oIF ) = RIFITo pCL (wIF + pwo )ToP
P

+RIF Y, TOP Y,
HP-SCdC (0)IF + swo )H S_ q

P,q

	

_ s

+RIFIYp
P1q
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f IV,, ((0IF ) 12)

~Vu ((OIF)Vl(wIF))

q

(VU(wIF)Vl (oIF))

(VI (o IF )I 2 )

s*YQ

Eq 42

In Eq 42, Tax are the sideband-to-IF conversion matrices,
Hx are the spectral modulation components of the device,
the p,q,r, and s are sideband spectral indices, RIF is the IF
load, Y is a conversion admittance matrix between the LO
noisy source and the IF load at the IF frequency, and wIF is
a small frequency deviation in the neighborhood of the
baseband frequency . The first term represents the noise
contribution of the linear network, the second term is the
noise contribution from the modulated non-linear devices,
and the third term is the noise contribution of the noisy LO .

Calculation of the Total Carrier Phase Noise Spectrum
Under the assumption that the noise signals are small

compared to the oscillator signal, the noise analysis is car-
ried out as a perturbative analysis . The manner in which
we determine the contributions is as follows :

3Ok( (0 )1 , )
_ ( k2 /

w2)[TF(NU(w)NU(w)
+ )TF +

+TF(NL(w)NL+((O))TF+

+2 Re{TF(NIT (w)NL+((0))TF+}]

	

Eq 46

In the linear case, the assumed simplification did not
consider the AM/PM conversion and the change of the
loaded Q as a function of the oscillator condition. The ap-
proach shown here is the exact solution for the calculation
of the oscillator phase noise . Further details about the
mathematical approaches are found in the literature cited .

Part 3 of this series will present some example circuits
designed using these techniques .
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JHHbxH --NH(w)
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Digital Processing of
Weak Signals Buried in Noise

3555 E Thimble Peak
Tucson, AZ 85718
email: aa7fv@amsat .org (Internet)
74010,2230 (Compuserve)

You think you can copy code in the noise? Read this!

[Editor's note: This article first ap-
peared as a paper in the Proceedings
of the AMSAT-NA Eleventh Space
Symposium . I

T his article gives an example of
digital signal processing (DSP)
applied to the reception of very

weak CW signals buried in noise .
Using a very modest receiving an-
tenna, the technique gave perfect re-
ception of experimental CW transmis-
sions from WA5ZIB via OSCAR 13
(AO-13) at ZRO level A, or 30 dB be-
low the satellite beacon. Various DSP
algorithms are used, and examples are
shown of visualizing and searching for
very weak signals buried in noise . The
techniques are appropriate to low-
power moonbounce (EME) communi-
cation, and have been used to search
for weak leakage radiation from the
defective OSCAR 13 Mode-JL trans-
mitter .

Introduction
A few times a year, ZRO tests are

conducted with AO-13 on downlink
frequencies in the 70-cm (Mode JL)

Darrel Emerson, AA7FV/G3SYS

and 2-m (Mode B) bands . 1 In these
tests, CW blocks are sent with trans-
mitted power decreasing in steps of
3 dB from a level (ZRO level 0) initially
equal to the normal AO-13 beacon,
down to a level 27 dB below the beacon
(ZRO level 9) . These tests present a
challenge to improve receiving perfor-
mance by trying to monitor the weak-
est possible signal level . Until 1992
only 2 stations, W7ID and DF7IT/
DLOWH, had received the ZRO level -9
transmission perfectly at both down-
link frequencies (see Note 1) . As an
additional experiment, in the spring
of 1993 an even weaker signal (ZRO
level A) was transmitted at a power
level 30 dB below the normal AO-13
beacon . 2

The receiving equipment I used for
the ZRO tests was very modest ; the
antennas were circularly polarized
crossed Yagis, a 10-element array on
2 m and an 8-element array for 70 cm .
The receiver was a transverter feeding
an HF rig with a 250-Hz bandwidth
crystal filter and an optional active
audio filter . On a good day, I could
sometimes receive ZRO level 7 . By ear
I have never been able even to detect
the presence of the level-9 signal,
either on Mode B or Mode JL .

1 Notes appear on page 24 .

My home computer has a Thunder
Board card from Media Vision, which
is compatible with the well-known
Sound Blaster board. My teenage chil-
dren usually use the board for game
sound effects, but it also can digitize
8-bit audio at sample rates between
4 kHz and 22 kHz . I decided to use the
Thunder Board digitizer to record the
ZRO signal from AO-13 through the
audio output of my receiver, and to
apply software processing to try to pull
the weaker ZRO signals out of the
noise. I have not yet tried to make the
software run in real-time ; this gives
the great advantage that all program-
ming can use a high-level language,
with emphasis on making it easy to
experiment with-and often reject-
new data-processing algorithms . No
thought was given to computing effi-
ciency, which would have been a prime
consideration for a real-time system .
The AO-13 ZRO tests are ideally

suited to this DSP project . The total
amount of information to be retrieved
is very small-one new 5-digit number
at each ZRO level . This means that
many different algorithms can be tried
without becoming swamped with prob-
lems of data storage or computer
processing time . There is relatively
little fading or interference on the
satellite link, so the noise statistics
should be very predictable, allowing
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some straightforward statistical tests
and analysis . The results were very
successful : perfect copy was obtained
even with the ZRO level-9 or level-A
signal completely undetectable by ear .
The sensitivity achievable with DSP
techniques is quite remarkable .

Data Acquisition
The DSP technique described here

has been applied very successfully to
both Mode JL and Mode B ZRO trans-
missions from AO-13 . The example
here is from the Mode B ZRO transmis-
sion by Andy MacAllister, WASZIB, on
24 April 1993 . The separate phases of
this project are, in principle, quite
simple and straightforward, but as
always there are minor complications .
The data acquisition should have been
easy enough; plug the receiver audio
output into the Thunder Board digi-
tizer, tune the receiver to the right fre-
quency in USB mode, point the an
tennas at AO-13, and wait for the
ZRO tests to begin . However, the fol-
lowing details were found to be impor-
tant :

1 . Interference . At this level of sensi-
tivity, interference from the computer
was always a problem . I tried different
computers, in different rooms of the
house. The solution was to turn all
computers off during the ZRO trans-
missions, and record the data on to an
analog audio tape recorder . After the
ZRO transmissions were over, the tape
would be played back and digitized,
using the standard .VOC file format to
store the digitized data .

2 . Recorder quality . The quality of
analog audio recorders varies enor-
mously. The critical parameters are a
low frequency of dropouts, good tape
speed stability on record and playback,
and the absence of significant harmon-
ics of the 60-Hz power frequency . I
tested several different machines be-
fore choosing the most suitable .

3. Automatic gain or level control
(AGC or ALC) . Many analog audio re-
corders, and the Thunder Board digi-
tizer, have an ALC loop to set the input
level . This is very undesirable for re-
cording the ZRO signal . I chose a re-
corder without ALC and carefully set
the audio input level to the digitizer to
be low enough to avoid ALC action on
all but the strongest signals .
4 . Receiver filter bandwidth and fre-

quency control . In early tests I used
maximum available selectivity in the
receiver before digitization, including
a 50-Hz bandwidth active audio filter .
But the received frequency generally
varies more than 50 Hz during a ZRO

1 8 QEX

test because of changing Doppler shift
and other frequency drifts . Since steady
drifts are easier to track in the data
analysis than discrete frequency jumps,
and because a digital analysis band-
width of 8 Hz or less is used for the
final analysis, Doppler tracking in dis-
crete steps as large as 5 Hz would be
unacceptable . It was found to be bet-
ter to use a larger receiver band-
width-250 Hz or more-and to rely
entirely on digital processing to nar-
row down the selectivity and to track
the frequency drifts .

6 . Digitization rate and disk space .
The lowest sample rate available on
the Thunder Board is 4 kHz, which is
much faster than the minimum sample
rate strictly needed for a 250-Hz band-
width. One full ZRO test can use 6 or
7 Mbytes of disk space for the .VOC file
of raw data ; the analysis may need
much more space than this for inter-
mediate stages of processed data .
Computer disk management needs
continuous attention .

Data Analysis
The various principles of digital sig-

nal processing are well known ; a good
summary and bibliography can be
found in Note 3 . The signals in this
project are all weak, initially buried in
noise . Processing is not attempted in
real time, so programming convenience,
rather than computer efficiency, is
important . These factors guided the
choice of algorithms . The software was
written in FORTRAN specifically for
this project, and consists of many
stand-alone program modules that can
be linked together at a higher level by
procedure files. Where appropriate,
existing subroutine libraries were
used . 4 . 5

The DSP analysis tools used include :
Fast Fourier Transform (FFT)
Matched filters
Tracking Finite Impulse

Response (FIR) filter
Convolution
Cross- and auto-correlation
Correlation coefficient and rela-

tive probability analysis
Polynomial curve fitting, inter-

polation
Data averaging to improve S/N

ratio

The data display tools include :
2-D gray-scale graphical dis-

play of time & frequency in-
tensities

Line and X-Y plots of spectra
and time sequences of data

The list of tools makes the analysis
sound much more complicated than it
really is. The principles are very
simple . There are two distinct phases
of the data analysis :

1 . Finding the signal-the weaker
ZRO levels cannot even be detected by
ear, and

2. Retrieving the information from
the modulation, once the basic signal
has been identified .

The ZRO Signal
In finding and decoding the ZRO

data, as much use as possible is made
of prior information about the signal .
The stronger ZRO signals (say ZRO
level 0 to level 5) are heard easily and
can be studied with very simple data
processing . Both the Mode-B trans-
mission from WA5ZIB and the Mode-JL
signal from N5EM clearly use machine-
generated CW. The precise speed and
timing of the CW transmissions were
derived from the stronger ZRO levels .
Much of the later data processing uses
this predictability of machine-sent
CW to distinguish signal from noise in
a way very similar to that described
many years ago for the reception of
coherent CW, but in this case with
synchronization derived from known
characteristics of the signal itself. 6
Although the ZRO data are sent in

CW at a nominal 10 WPM, the charac-
teristics of the CW from WA5ZIB on
Mode B are very different from those
of N5EM on Mode JL . The WA5ZIB
CW is at a strict 10 WPM in all respects,
in timing of dots, dashes, interchar-
acter and interword spaces . The CW
from N5EM was found to be sent in the
Farnsworth manner; the individual
characters were sent at 13 WPM, with
longer intercharacter spaces to keep
the average CW speed at 10 WPM .
This is critical to the data analysis .
There is an interesting implication for
the relative limits of sensitivity ; be-
cause the individual CW characters
from N5EM are somewhat faster, the
matched filter used to recover N5EM's
signal needs to be wider, letting in
more noise, with shorter averaging
times possible for the post-detection
signal. This gives about 1-dB S/N pen-
alty to the ultimate sensitivity achiev-
able on the NSEM signal, compared
with the true 10 WPM data sent by
WA5ZIB .

For each ZRO level, there is typi-
cally a short transmission of unmodul-
ated carrier as WA5ZIB or N5EM
adjust the transmitter power level,
followed by three 5-figure groups
identifying the ZRO level, then the



three 5-digit groups to be copied . For
example, a level-9 transmission might
consist of :

99999 99999 99999 12345 12345
12345
where "12345" represents the unknown
5-digit number group to be copied to
prove reception at this level. If the
"99999 99999 99999" sequence-or
"AAAAA AAAAA AAAAA" for the
level-A test-can somehow be detected
in the noise, then the known timing of
the machine-sent CW can be used to
predict precisely when the first dot
or dash of each "12345" or unknown se-
quence begins .

Identifying the Signal
Perhaps fortunately, it is much

easier to detect the presence of a weak
signal than to decode its modulation .
Fig 1 shows an example test spectrum
generated by digitizing the 983-Hz
keyed audio tone output from an elec-
tronic keyer sending a repeating se-
quence of "1234567890" in CW at
10 WPM . The raw test data were subdi-
vided into overlapping 2-second blocks,
each containing 8192 data samples . A
fast Fourier transform (FFT) was then
made of each block, converting the raw
numbers sampling the signal in time
into a sequence of numbers describing
the frequency spectrum of that block
of data . Power spectra derived from
many such 2-second blocks were aver-
aged together to produce the average
power spectrum, with a frequency
resolution of about 0.5 Hz, shown in
Fig 1 . It shows that the highest energy
density in this CW sequence is con-
tained within less than 1 Hz of the
central carrier . The sideband peaks at
± 4 .2 Hz and ± 12 .5 Hz result from
regular sequences of dots (eg, a "5"
in CW at 10 WPM resembles 5 cycles
of square-wave signal at 4 .17 Hz) .
These sidebands repeat at intervals of
8 .33 Hz, gradually diminishing in am-
plitude away from the central carrier .
The recognition of CW characters is
only possible from the CW sidebands .
However, for the first stage of ana-
lysis, only the detection of a signal-
not interpretation of the modulation-
is needed . The focus initially is on
searching for the central spike of
energy, allowing the use of a very nar-
row filter to improve the detection sen-
sitivity .

Fig 2 shows a gray-scale represen-
tation of the changing frequency spec-
trum received from AO-13 during part
of the ZRO level-9 transmission, and
the entire ZRO level-A test transmit-
ted by WA5ZIB on 24 April 1993 . Each

	 ~
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Fig 1-Average spectrum of a keyed 983-Hz tone from an electronic key sending a
repeating sequence of "1234567890" in CW at 10 WPM . This shows that the highest
energy density is within <1 Hz of the central carrier frequency .

horizontal row of the plot represents a
separate power spectrum ; the spectral
intensity is represented by varying
shades of gray, with white indicating
higher power. Each row is derived
from a Fourier transform of 0 .5 sec-
onds of data, which yields a frequency
resolution of 2 Hz . There are -200

Fig 2-A 2-D gray-scale representation of power spectra against time . The horizon-
tal axis is frequency and covers a frequency span of 390 Hz ; the vertical axis is
time, increasing from bottom to top, and covers 100 seconds of data . Each pixel
corresponds to the intensity in 2 Hz of bandwidth averaged over 0.5 seconds of
time, with higher intensities shown white . The end of the ZRO level-9 signal shows
as the faint white vertical line in the lower part of the plot . The ZRO level-A signal is
just visible as an extremely faint near-vertical line extending between the "Start
ZROA" and "End ZROA" labels .

rows in this plot, covering 100 seconds
of digitized data ; time increases from
bottom to top. A total range of 390 Hz
is represented, with frequency in-
creasing from left to right. Each pixel
of the plot represents the average in-
tensity in a 2-Hz band, averaged over
0.5 seconds of time . The purpose of the
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display is to show the presence of any
weak signal without attempting to
decode the modulation .
The broad background of speckled

dots in Fig 2, covering most of the plot,
is due to receiver noise ; the edge of
the receiver's IF filter causes the
gradual roll-off in noise intensity in
the right of the plot. At the start of the
data-at the bottom of the plot-
the ZRO level-9 transmission is in
progress and shows as the vertical
white line . After about 20 seconds of
data, the ZRO level-9 signal gives way
to the level-A signal, which shows as a
much fainter white line continuing
upwards beyond the level-9 signal .
This signal slopes slightly to the right,
corresponding to a changing Doppler
shift of the signal received from the
satellite, combined with any other re-
ceiver or transmitter drifts . About 12
seconds before the end of the data rep-
resented here, near the top of the plot,
the signal returns to higher power .
After 2 or 3 seconds, WA5ZIB adjusted
his transmitter to full power and be-
gan the "End of test" CW message; si-
multaneously, the frequency dropped
lower by a few hertz . The CW modula-
tion sidebands show for the final few
seconds of data-the very top of Fig 2 .

This type of representation of weak
narrow-band signals buried in noise is
very powerful . By ear, no trace what-
soever of the ZRO level-9 signal could
be detected, yet it appears very clearly
in the lower part of the gray-scale plot,
with a clear detection of the even
weaker level-A signal . This type of dis-
play has been used by astronomers en-
gaged in the search for extra-terrestrial
intelligence (SETI) . The human eye is
particularly good at discerning weak
coherent patterns, such as faint lines,
otherwise hidden in noise .
Apart from just detecting the weak

ZRO level-A signal, Fig 2 also allows a
determination of the rate of frequency
drift of the received signal . The
gradual shift to the right of the line
showing the ZRO signal in Fig 2 sug-
gests a frequency drift of about 15 Hz
during the level-A transmission . Since
the decoding of the CW modulation
will use a matched filter of nominal
bandwidth of 8 Hz, a correction has to
be made for this drift. The frequency
drift results from a combination of
changing Doppler shift and any insta-
bilities in the transmitter, satellite
transponder, and receiver ; a combined
oscillator drift of less than one part in
a hundred million is enough to be very
noticeable, but is probably inevitable .
Peaks of signal along the weak ZRO

20 (SEX

level-A transmission shown in Fig 2
were picked out, and a simple 2nd or
3rd order polynomial was fitted to the
points to give an empirical analytic
expression for the instantaneous fre-
quency at any moment during the ZRO
level-A transmission . Later stages of
signal analysis use this .
One last piece of information from

Fig 2 concerns the short-term stabil-
ity of the signal . The ZRO level-9 sig-
nal shows that there may be a fre-
quency jitter of about 2 Hz in the re-
ceived signal with a timescale of one
or two seconds . Similar plots of the
stronger ZRO level signals show the
effect much more clearly . This fact
alone shows that there would be little
gain in going to even higher resolu-
tion, say to better than 2 Hz . Plots
similar to Fig 2 but with 0 .5-Hz fre-
quency resolution were made, and
these confirmed that there was no im-
provement in detection sensitivity .
Any of the local oscillators in the
Earth-satellite-Earth link could be
responsible. The frequency jitter is
also a phase jitter ; an attempt to apply
a phase-coherent detection algorithm
was unsuccessful . If the RF phase of a
given dot or dash element could be pre-
dicted from the average phase of the
signal before and after that dot, taking
into account the known slow but steady
drift in frequency, then coherent de-
modulation could be used . In principle
this could gain 3 dB in S/N ratio . It was
found that the phase jumped ran-
domly on a time comparable to the
duration of a CW dot or dash, so the
RF phase of any given CW dot could

not be predicted from the average
phase of the neighboring signal . Thus
nothing would be gained over normal
incoherent (square-law) detection of
the filtered signal .

Decoding the Signal
So far, the ZRO level-A signal has

been identified, but no modulation in-
formation has been retrieved . To de-
code the CW modulation, a matched
filter is required that allows the CW
sidebands to pass, without admitting
unnecessary noise . Fig 1 shows the
typical spectrum to be expected from
the CW signal. A digital matched
filter was made based on the spectrum
of a single dot element, widened a little
to allow for the small but unpredict-
able frequency jitter found in the sig-
nal, and tapered a little to allow for the
anticipated waveform shaping at the
transmitter and to reduce the far-out
frequency response . Fig 3 shows the
response of the central 40 Hz of this
filter to a steady 980-Hz tone . The first
and successive sidebands of this
matched filter coincide exactly with
the narrower sidebands observed in
the CW spectrum of Fig 1 . In both sig-
nal (eg, Fig 1) and filter (Fig 3), there
are minima in the response at ± 8 .33,
16 .67, 25 .0 . . . Hz . The filter (voltage)
passband shape is a slightly modified
sin(x)/x function ; the width between
3-dB points is 7 .4 Hz, but the filter
sidebands extend much further . The
filter admits the same noise power as
a perfectly rectangular filter width of
8 .33 Hz. Elsewhere in this article it is
simply referred to as an 8-Hz filter .
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Fig 3-The central 40 Hz of the response of the DSP filter used to recover the CW
modulation from the ZRO transmission . This filter was made to track the changing
signal frequency .



The matched filter was imple-
mented as an FIR filter, but one that
tracks the signal in frequency . It was
used to extract the ZRO level-A signal
visible as the faint near-vertical track
in Fig 2 . The filter effectively averages
the signal over the duration of one dot
period (120 ms), but with some over-
sampling it was made to give a mea-
sure of the ZRO signal every 40 ms .
The output, after demodulation with a
perfect square-law detector, is plotted
in Fig 4 . This shows the end of the
period of the ZRO level-9 signal, fol-
lowed by the first few seconds of the
ZRO level-A signal . The filter has
tracked the slowly changing frequency
of the signal seen in Fig 2, using a
passband (Fig 3) that includes the
important CW sidebands. Fig 4 shows
the expected drop in average intensity
from the level-9 down to the level-A
signal, but the noise is still too high to
permit discrimination of single dots or
dashes, or even the gaps between indi-
vidual CW characters .
To obtain an estimate of the real

S/N ratio of the ZRO level-A signal,
and to give confidence that the signal
really is there, I made an average
power spectrum . To do this, the same
FIR 8-Hz filter was used to generate a
complete power spectrum of the signal
every 40 milliseconds, tracking the
frequency drift . (The filter could
equally, and more efficiently, have
been implemented using multiple
FFTs .) These 1000 or more spectra
were averaged to give the mean power
spectrum of the ZRO level-A signal,
shown in Fig 5 . This very clearly shows
the weak ZRO signal at 835 Hz sitting
on a general plateau of receiver back-
ground noise . A total frequency span
of nearly 200 Hz is shown, but above
about 890 Hz the response rolls off due
to the passband of the receiver IF
filter. In the 8-Hz passband, the mean
power of the ZRO level-A signal is only
2 .2 dB above the background noise
floor .

Some much more sophisticated tech-
nique than trying to identify indi-
vidual dots and dashes is needed to
decode data such as that shown in
Fig 4. One possible algorithm uses
cross-correlations of the noisy data
with known patterns ; the more com-
plex and the longer the known pattern,
the more likely it is to find a good
match to an identical pattern buried
in noise within the data . The cross-cor-
relation, or convolution, of a data ar-
ray x(j) with another array y(i), where
i ranges from-n /2 to +n /2, may be de-
fined by :
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Fig 4-The detected output power, using the 8-Hz bandwidth matched filter, of the
end of ZRO level 9, followed by the start of ZRO level A . The signal is too noisy to
be able to discern individual dots and dashes .
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Fig 5-An average power spectrum covering the period of the ZRO level-A trans-
mission made using a tracking FIR filter to allow for the drift in frequency .

will be positive, increasing the result-
ant summation, giving a high value for
the correlation function at that point .
If the two arrays are uncorrelated,
some of the cross-products will be posi-
tive, but some negative; on average,
they will sum to something close to
zero, giving a very low value for the
correlation function at that point .
As an example, Fig 6 shows a convo-

lution of the CW pattern for "AAAAA
AAAAA AAAAA" with an identical
model pattern without noise . There
are three strong peaks, corresponding
to where the patterns match, or corre-
late, best . The main peak, labeled (1),

i=+n/2
Z(j) = E x(i+j) .y(i)

i=-n/2

That is, the two arrays are put side
by side, and the adjacent cross-products
are summed . This gives one point of
the cross-correlation function. One of
the arrays is then displaced by one
element, and the new adjacent cross-
products are summed, to give the next
point of the cross-correlation . This
process is repeated until the entire
cross-correlation pattern has been
computed. At any point (j) in this pro-
cess where the two arrays match well,
most of the cross-products [x(i+ ) • y(i)]
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corresponds to perfect alignment of
the two patterns . The subsidiary peaks,
marked (2) and (3) show somewhat
weaker correlation; they correspond to
where one pattern is shifted in time by
exactly one whole 5-letter group . Two
of the three 5-letter groups still match
perfectly .
Fig 7 shows a convolution of the

same CW pattern for "AAAAA AAAAA
AAAAA" with the ZRO level-A data of
Fig 4. The result (a cross-correlation
function) shows three main peaks of
correlation, labelled (1), (2) and (3),
corresponding-albeit with added
noise-exactly to the labelled peaks of
the model data shown in Fig 6 . The
final confirmation comes from mea-
suring the separation in time of these
peaks ; this agrees, to within a few
milliseconds, with that predicted from
the known timing of WA5ZIB's CW,
derived earlier from the stronger ZRO
levels . The position of the expected
"AAAAA AAAAA AAAAA" sequence in
the ZRO level-A data has been found
without having to identify individual
dots and dashes at all . This time infor-
mation is critical ; we can now calcu-
late the exact start of the first dot or
dash of the unknown ZRO level-A data
using the identification of the ex-
pected "AAAAA . . ." sequence as a syn-
chronization pulse .

Initially, using this precise timing
information, an attempt was made to
decode the ZRO level-A data, letter by
letter, as would have been done with
true coherent CW . Although this
worked well for ZRO level 9, the
weaker level-A data needed a more
powerful algorithm . A brute force ap-
proach was adopted, making trial
cross-correlations of the data with all
possible combinations of a 5-digit se-
quence. There are only 100,000 pos-
sible combinations! Starting with the
CW pattern for "00000 00000 00000,"
then "00001 00001 00001" and work-
ing through to the final "99999 99999
99999" all possible combinations were
tried to see which gave the best match,
or relative degree of correlation, at the
required instant. This requires very
precise knowledge of and stability in
the sending CW timing . When several
possible, or most likely answers had
been identified from this correlation
technique, a convolution of the best
candidate answer with the raw data
was made to produce another plot with
peaks equivalent to (1), (2) and (3)
shown earlier in Figs 6 and 7 . In this
case, it was found that the separations
of these peaks were not quite identi-
cal, but implied a drift in apparent CW
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sending speed from 10 WPM in the
first 5-digit group down to 9 .95 WPM
during the 3rd and last group. This
may not seem like much, but it is
enough to cause loss of synchroniza-
tion with the timing of dots and dashes
near the end of the data .

Finally, more trial cross-correlations
were made taking this drifting CW
speed into account . Correlations for
each trial 5-digit number were calcu-
lated with additional time offsets in
steps of 40 ms, over a 1-second inter-
val. The revised candidate answers
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Fig 6-A convolution of the CW pattern for "AAAAA AAAAA AAAAA" with an
identical model pattern without noise . The highest peak (1) shows the perfect
match .
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Fig 7-A convolution of ZRO level-A data with the CW pattern for
"AAAAA AAAAA AAAAA." The peaks marked (1), (2) and (3) correspond to the
similarly labeled peaks of the model data shown in Fig 6 .

I

were then listed in order of relative
correlation magnitude . Fig 8 summa-
rizes the results ; the maximum corre-
lation amplitude found for a given
5-digit number is plotted against the
time at which that maximum correla-
tion occurs . The best -100 of the
100,000 trials are shown . It is encour-
aging to see that the strongest correla-
tion occurs within a few milliseconds
of the predicted start of the data . The
most probable answers are also clus-
tered at start times separated by
intervals of 0 .24 seconds, which is



the duration of a CW dot-space combi-
nation. The 5-digit number showing
the highest correlation amplitude
was submitted to WA5ZIB as the ZRO
level-A report. There was a small
celebration at AA7FV when Andy
MacAllister confirmed that this was
the correct number!

Other Applications

Moonbounce
One obvious application of these

techniques is to low-power moon-bounce
(EME) communication. For this to be
successful, conventions need to be
agreed on the detailed format of trans-
missions: the precise speed, timing,
and the synchronization sequence (eg,
CQ CQ CQ . . ., or repeated call signs) .
It is essential to use machine-sent CW
or other modulation . Although the pro-
cessing described here has been for
CW, similar techniques can be applied
to most forms of modulation. An addi-
tional 3-dB gain in S/N with CW could
be realized by using frequency-shift
keying (FSK) instead of on-off keying .
With signals buried so far in the noise,
active error-correction modes, such as
AMTOR, bring little gain in sensitiv-
ity on their own, but could be combined
with these DSP algorithms . The gain
in sensitivity achievable with the pro-
cessing presented here depends on the
exact circumstances (CW speed, etc),
but is at least 10 dB when compared to
the human ear alone .

OSCAR 13 Leakage Radiation
DSP algorithms were used in August

1993 to search for possible leakage
radiation from the 436-MHz exciter of
OSCAR 13. The Mode-JL downlink
transmitter of AO-13 failed in May
1993 . 7,8 The cause of failure is not yet
known, but if any weak signal from the
Mode-JL exciter could be detected, for
example via leakage though the defec-
tive power amplifier, this might help
the understanding of the problem .
During August 1993, the S-band bea-
con and the L-band beacon (ie, the
L-band exciter) were both switched on
simultaneously for part of AO-13's
orbit (see Note 7) . An unsuccessful at-
tempt was made to detect low-level
leakage from the Mode-JL exciter dur-
ing these periods .
Data were recorded with the an-

tenna pointed towards AO-13 and the
Doppler-corrected 70-cm beacon fre-
quency centered within the 2-kHz re-
ceiver passband . More than 850 power
spectra, with 8-Hz frequency sampling
and covering - 100 seconds of raw data,

mv
L

3
CC-20

.
x 1
tr

-3 00 .

Fig 8-Relative correlation of the most likely matches of different 5-digit numbers
to the ZRO level-A data . The predicted start time is 227.0 s; correlations were
computed every 0 .04 s from 226.5 to 227 .5 s .
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Fig 9-A comparison of the receiver noise-power spectrum looking at OSCAR 13
with similar spectra looking at blank sky . All spectra have a frequency resolution of
8 Hz. Spectrum (a) is derived from 0 .125 seconds of data and is dominated by
random noise. (b) shows the result of average 852 such spectra, allowing for
changes in Doppler frequency ; the random noise has been reduced dramatically .
(c) shows a single spectrum looking away from the satellite, with (d) showing the
average of 868 such spectra . Any weak emission from OSCAR 13 would show up as
small differences between the average ON (b) and OFF (d) spectra .

were generated using the FFT algo-
rithm . An example spectrum is shown
in Fig 9(a); it is dominated by random
noise. Each spectrum was individually
shifted in frequency to allow for the
Doppler drift of -0 .3 Hz/second . These

data start (seconds)

Doppler-corrected spectra were then
averaged together giving a combined
spectrum which showed the receiver
noise passband with any possible ad-
ditional energy from AO-13 superim-
posed; an example of the average spec-
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Upper limit : 11 microwatts EIRP
from Oscar 13, at 28,000 km .

trum is shown in Fig 9(b) . The overall
receiver passband shape is shown very
clearly. A similar spectrum, generated
from data taken with the antenna
looking at blank sky, was also gener-
ated. Figs 9(c) and 9(d) show a single-
component OFF-satellite spectrum
and the corresponding average spec-
trum. In both averaged spectra, the
random noise has been reduced by the
square root of the number (-850) of
spectra averaged together . Any weak
emission from OSCAR 13 would show
up as slight differences in the ON-
satellite and OFF-satellite spectra .
The two averaged spectra were sub-
tracted and the spectrum difference
was normalized to give uniform sensi-
tivity across the 2-kHz passband, cali-
brated as a fraction of receiver system
noise. This analysis removes fre-
quency-dependent offsets and gain
variations in the spectrum, which re-
sult mainly from ripples and slopes in
the receiver IF passband . The final
result is shown in Fig 10 . There is a
small residual dc offset of about -4%
of the average system noise, which is
consistent with a gain change of -0 .2
dB between the observations on AO-13
and on blank sky . The intention is to
search for a narrowband emission
from AO-13, so this offset is unimpor-
tant . The raw data had been recorded
while AO-13 should have been sending

Fig 10-A spectrum of the radiation at 436 MHz from AO-13, when the Mode-JL
exciter was turned on and should have been sending RTTY . Maximum leakage
radiation from AO-13 is less than 11-µW EIRP in any 8-Hz band .

r7

RTTY, so leakage radiation would ap-
pear as a pair of spikes in the spec-
trum, separated by the FSK shift of
170 Hz. No such signals are seen with
an upper limit (3 times the RMS noise
along the spectrum) equal to 12% of
the system noise within any 8-Hz
band. For this experiment the total
system noise temperature was be-
lieved to be 140 K, and the antenna
gain 14 .5 dBd ; these values were con-
firmed by careful observations of solar
noise. The upper limit can then be cali-
brated in terms of EIRP from the sat-
ellite, which was at a range of 28,000
km ; details of the calculation are given
in the Appendix. The corresponding
limit for leakage radiation from AO- 13
is less than 11 microwatts EIRP in any
8-Hz band . For an RTTY transmis-
sion, power is on average split equally
between the two FSK tones and the
modulation sidebands . Allowing for
this, the maximum total EIRP from
AO-13 is less than 44 mierowatts . Sev-
eral additional spectra similar to Fig
10 were produced, covering a total fre-
quency span of ±2 kHz from the ex-
pected beacon frequency, allowing for
Doppler shift . No significant emission
from AO-13 was found in any of these
spectra to the same upper limit of
11 pW EIRP in any 8-Hz band . There
are always uncertainties and errors in
measurements like this, but it is rea-

sonably certain that the total 70-cm
leakage radiation from AO-13 must be
well below 100 µW EIRP .

The sensitivity to narrow-band ra-
diation could be improved with longer
averaging times, or, if the receiver had
been sufficiently stable, by using
higher selectivity than the 8 Hz used
here. The overall frequency stability of
receivers and transmitters may limit
the ultimate sensitivity attainable .

Summary
This article has shown the applica-

tion of some DSP techniques to the
recovery of very weak CW from
OSCAR 13, giving 100% copy of the
ZRO level-A test at 30 dB below the
AO-13 beacon. The procedure can al-
low reception of signals very much
weaker than the background noise
level, and gives 10 dB or more advan-
tage over the human ear . Although the
example given is for CW, similar tech-
niques are applicable to other modes
of modulation . Finally, by averaging
power spectra together, DSP algo-
rithms have been used to set a limit
of less than 44 pW EIRP for the total
leakage radiation through the defec-
tive 436-MHz power amplifier from
OSCAR 13 at a range of 28,000 km .
With longer averaging times, and if
the receiver and transmitter are suffi-
ciently stable, higher frequency reso-
lution could improve the sensitivity to
narrow-band signals even further .

All the analysis so far has been car-
ried out off-line . A future project is to
adapt the algorithms and software to
real-time processing and display .
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Appendix: Calculation of EIRP from OSCAR 13
The upper limit of antenna temperature from radiation

from AO-13 is 12% of the receiver system noise :

Ta < 0.12 x T,Sy,

Measurements on the receiver, and of solar noise, give :

TS,3 = 140 K

so that

Ta < 16.8K

The power picked up in area A by the antenna, with
bandwidth B=8 Hz, and k = Boltzmann's constant = 1 .38
X 10-23 is :

P,=k .Ta .B

=1 .38 x10-23x16 .8x8=1 .85x 10-21 W

This corresponds to a voltage V at the receiver terminals
of

V = 0.0003µV in 5052

The wavelength X at 435 .651 MHz is 68 .8 cm .
The antenna gain is 14 .5 dBd, ~16.5 dBi, or G=44 .7 . The

capture area A of the antenna is :

A=G .k2 =1.68m24 .lt
The total effective power P radiated from OSCAR 13, at

a distance D=28,000 km is then :

P<P, • 4 AD2 =10.8x10 -6 W

P < 11uW 00
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Designing a 2-Meter Power
Amplifier

I got an interesting request : some-
one wanted a book that would help
them design antennas, but one that
would do so without presenting any
completed designs . In a way, this re-
quest makes sense ; design is some-
thing you learn by doing, rather than
by reading about completed designs .
Of course, the usual problem is that
the areas authors get fuzzy about are
the tough parts of the design-the
parts you need to get right to get it to
work-rather than the straightfoward
stuff a beginner can tackle. In the
spirit of letting the reader do design,
rather than just read about it, this
month I've decided to let you complete
the design I've started (a 2-meter
power amplifier) . I'm pretty sure I've
converted the problem into a straight-
forward textbook exercise, rather than
an indoctrination into the "black
magic" of RF. But I'll also highlight
two challenges for the experts to
tackle .
One of the most common amateur

amplifier design techniques is to take
a design from a data book and modify
it for use in the nearest amateur band .
One such design, described in a recent
article, uses the MRF137, a Motorola
TMOS FET . 1 . 2 This approach has its
dangers, however. A close reading of
the article and an analysis of the sta-
bility of the circuit reveal that it can
quite easily become an oscillator, in-
stead of an amplifier . Perhaps the cir-
cuit from the data sheet wasn't the
best one to copy .

'Cunningham, J, AA4AW, "A 2 Meter FET
Amplifier for Your Handheld," 73, Oct
1992, pp 20-24 .

2Motorola RF Device Data Volume 1, Fifth
Edition, First Printing, 1988, p 2-378 .
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Looking at the MRF137 data sheet
shows that the chosen circuit was de-
signed to maximize both gain and
drain efficiency by not wasting any
power in feedback loops or shunt resis-
tances . The circuit was optimized for
showing how well the transistor can
work as an amplifier, not how it is best
configured as a practical, stable ampli-
fier .

By making an amplifier stable, I am
referring to a design that will not os-
cillate, no matter what impedances the
input and output are terminated with .
The most critical frequencies in stabil-
ity analysis are those far away from
the design frequency, since most ama-
teurs take great care in making sure
that everything is adjusted for a low
SWR at the operating frequency . Thus,
in-band, the terminations are usually
quite good . Intuitively, you would ex-
pect good stability with good termina-
tions-power from the amplifier just
disappears into the terminations . On
the other hand, power reflected from
poor terminations might be expected
to reinforce oscillations, if returned
with the proper phase. Looking at sta-
bility from a designer's standpoint,
you might consider an uncondition-
ally stable sub-circuit as a useful
building block . Even if the design im-
pedances aren't 50 ohms, you can
match them however you wish without
having to worry about making the
amplifier unstable . This is a popular
technique : dividing a difficult problem
into several simpler problems .
Fig 1 shows a revised MRF137 am-

plifier, which includes a few added
refinements to make the amplifier
more practical . First, I added a drain-
to-gate feedback resistor for stability .
According to computer simulation,
reasonable amounts of parasitic reac-
tance within this feedback path-such
as that from the inductance inherent
in real resistors-do not noticeably af-
fect either the performance at 2 meters
or the stability across the spectrum .
Next, since I was interested in devel-

oping a no-tune amplifier, I raised the
input impedance by inserting a series
resistor, rather than using an L-C
step-up network . An L-C step-up net-
work would tend to produce more gain,
though how much one can get depends
on the stability or lack thereof of the
transistor . But such an efficient net-
work would also complicate the design
by increasing the interaction between
the input and output networks, which
is one of the disadvantages of shunt
feedback. Computer modeling is prob-
ably the only practical way for most
amateurs to design stable amplifi-
ers-though it's possible to achieve
stability on the bench with some
rather exotic test equipment .
The modeling was done at a higher

supply voltage than that actually used .
The MRF137 is nominally a 28-volt
device, and that is the supply voltage
for which computer models of the de-
vice are available . I wanted to run the
circuit from a voltage-doubler power
supply with a 12-volt input . This gives
only about 23 volts for the supply .
Using a higher supply voltage for the
analysis usually means that the pre-
dicted gain is a few dB higher that is
actually realized at the lower voltage .
The predicted stability also tends to be
worse than actual when this is done,
though there are undoubtedly excep-
tions . By the way, since stability
analysis is done using a small-signal
model, you might wonder how appli-
cable it is to a power amplifier, which
is sometimes used in a nonlinear fash-
ion. Usually, it does quite well, be-
cause stability is often enhanced by
the gain compression encountered
under large-signal conditions .
Though unconditional stability is

pretty well defined with respect to
linear amplifiers like this one, it gets
more complex for class-C amplifiers .
Bench testing for stability is a tedious
process. How can you test for instabil-
ity under varying source and load con-
ditions at particular frequencies? If
I were looking to cause trouble, I'd



C1 -A leaded capacitor may be used if
its series inductance is 5 nH or less .

C6-An electrolytic capacitor of equal
or greater value may be used here .
Install with proper polarity.

O1-MRF137 power transistor. Mount
on a suitable heat sink . (Pages 6-20 to
6-23 of the ARRL Handbook describe
heat sink design.) For SSB/CW
contesting, a 3° C/watt heat sink works
fine .

probably start measuring such an
amplifier with a sharp filter, such as a
tuned cavity, on the input and an
unterminated output . I'd then vary
the lengths of the input and output
lines to present a variety of source
and load impedances . Oscillations are
detectable by sharp jumps in the do
supply current as the input power is
varied . A spectrum analyzer, used as
a broadband receiver, will do even
better, if you have one available . I'd
also guess that the worst-case input
level was that which gave maximum
gain-the point on the output-versus-
input curve with the steepest slope . At
low input levels, the gain of the amp
is often less than 1 (that is, less than
0 dB), while at high input levels
you might expect the amplifier to
injection-lock onto the input signal .
Worst-case stability is therefore usu-
ally between these levels .
A current-limited supply is essential

for stability measurements, as is a
good heat sink . Otherwise, you might
end up replacing expensive RIP tran-
sistors . If you are trying to stabilize a

U1
78L05

4 :1
Matching
Network

Rb3
5k

1 :4
Matching
Network

Rb2-5-kit, 10-turn trimmer potentiom-
eter. I had no problems using a 10-kit
pot. However, 5 kit will result in a
regulator load of 1 mA, which is the
minimum load over which the regu-
lated voltage is specified in the
National Data Power IC's Databook,
1993 Edition (page 1-198) .

Rf-Feedback resistor, 1200 Q, 2 W . Up
to 50 nH of series inductance in this
loop should cause no problems . Metal-

commercial product, you might con-
sider getting a fan to help out the ex-
isting heat sink by blowing air across
it . If you have a choice of transistors,
you should look for one rated to with-
stand a 20- or 30-to-1 mismatch on the
output .

Your Turn
Your job is to design the input and

output networks . The input network
has to convert the transistor input
circuit impedance from 12 .5 ohms to
50 ohms, while the output network
should convert 50 ohms to the im-
pedance necessary to obtain a clean
10 watts of output. Ten ohms with a
few ohms of capacitive reactance is
probably a good starting point .
Perhaps the most straightforward
way is with L-C step-up networks,
which you will undoubtedly have to
tune for proper performance . Air-
dielectric trimmer capacitors have
the lowest loss, while mica-dielectric
capacitors also do quite well at VHF .
Plastic-film capacitors aren't recom-
mended .

Fig 1-Schematic of the almost-completed 2-meter amplifier . You supply the matching networks! (Note that the measured drain
supply voltage is a bit less than the nominal 23 volts .)

oxide film resistors work just fine . Do
not use a wirewound resistor here .

RFC1-11 turns no . 20 enameled wire,
close wound, with 0 .19-inch inside
diameter .

U1-78L05 5-volt regulator IC . A less
common 78L08 8-volt regulator would
accommodate variations in gate
threshold voltage, which range from 1
to 6 volts, for 25 mA of drain current,
with the MRF137 .

The astute reader will notice that I
didn't say you should match the tran-
sistor output impedance to 50 ohms .
Unfortunately, as in noise matching,
the optimum load impedance is often
different from that obtained by conju-
gate matching . Typically, you deter-
mine this by first calculating the re-
sistance for optimum power transfer,
based on the supply voltage and the
desired power output . (Actually, you
might fudge the power output value,
since a linear amplifier typically
works a lot better at half the maximum
power output.) Next, you might apply
a correction based on the parasitic re-
actances of the device, such as the
output capacitance . Most important,
realize that this is just a starting
value, subject to change depending on
how well the amplifier works!
With the proper networks, you

should see about 10 watts output for
2 watts input, with intermodulation
distortion (IMD) products down at
least 40 dB when biased at 1 amp .
0.5 amps of bias current is probably
more reasonable, except that I wanted
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the signal to be as clean as practical . A
low pass filter of at least 5 elements is
suggested to meet FCC spectral purity
requirements . If you get stuck, an sase
will get you a schematic of the input
and output networks I used, though
you will have some difficulty getting
the parts .

Haven't Had Enough?
Use of broadband matching net-

works or transformers for input and
output matching are also a possibility,
though this may be too much of a chal-
lenge. The input impedance ratio is a
convenient 4:1, which means a trans-
mission-line transformer would work

well if you had 25 Q-coax. And paral-
leling coax theoretically would work,
although it might not really be practi-
cal . On the other hand, I've not found
a suitable broadband output matching
circuit, even using exotic parts . I've
seen several push-pull examples of
VHF amplifiers with broadband
matching, but I don't recall any single-
ended examples . At microwaves, it
might make more sense just to tweak
the output lines for maximum output,
rather than bothering with calcula-
tions . This is particularly true of de-
vices which you know little about, such
as FETs optimized for frequencies you
aren't interested in .

A real challenge would be to design
a high-efficiency, low-noise 28-volt
power supply that runs from 12 volts .
Ideally, it would monitor the input RF
signal to determine the optimum bias
current . A simpler task is to just de-
sign a high-efficiency voltage doubler .
You might wonder-why not just run
the amplifier directly from 12 or
14 volts, instead of bothering with a
voltage converter? The most serious
reason is the increase in 3rd-order
IMD-it can go from excellent to poor
(better than -40 dBc to worse than
-30 dBc) . In addition, the gain gener-
ally drops, though this often isn't a
problem at lower frequencies .
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Upcoming Technical Conferences

West Coast VHF Conference
April 29-May 1, 1994, Sheraton Ho-

tel in Cerritos, California .
For more information, contact :
Gracey Hastings, KK6CG, and
Bob Hastings, K6PHE
854 Bernard Drive
Fullerton, CA 92635 .

Central States VHF Conference
July 29-30, 1994, Wilson World Ho-

tel, Memphis, Tennessee
Contact :
Dave Meier, N4MW
3205 Covington Pike
Memphis, TN 38128
tel 901 382-4912 .

Microwave Update `94
Will be held sometime after Labor

Day, in Estes Park, Colorado .
Contact :
William McCaa, N(RZ
PO Box 3214
Boulder, CO 80307 .

1994 ARRL Conference on
Digital Communications

A definite date has not been set at
this time, however an August time-
frame is being planned . It will be held
in the Minneapolis/St . Paul area . The
event is being sponsored by the
TwinsLAN ARC .
Contact :
Carl Estey, WAOCQG
276 Walnut Lane
Apple Valley, MN 55124,
tel 612 432-0699 .
Internet :
estey@skyler .mavd .honeywell.com;
packet :
WACQG@WACQG.#MSP.MN.USA.NA.

Call for papers: Anyone interested
in digital communications is invited to
submit a paper(s) for this conference .
Papers can be on any aspect of digital
communications. The deadline for
receipt of papers is June 20, 1994 .
Papers can be in electronic or camera-
ready form, and should be sent to :
Maty Weinberg
ARRL
225 Main Street
Newington, CT 06111
Internet : lweinber@arrl .org .

Pack Rats Conference
A date has not been set at this time,

although it's usually the first Satur-
day in October .

Contact :
John Sorter, KB3XG
5290 Stump Road
Pipersville, PA 18947 .

Eastern States VHF Conference
A date has not been set at this time .
Contact :
Stan Hilinsky, KA1ZE
17 Pilgrim Drive
Tolland, CT 06084
tel 203 649-3258 (W)

203 872-6197 (H) .

(Have an upcoming technical event?
Drop us a note with the all the details
and we'll include it in Upcoming Tech-
nical Conferences .) 00
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