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THE AMERICAN RADIO
RELAY LEAGUE
The American Radio Relay League, Inc, is a
noncommercial association of radio amateurs,
organized for the promotion of interests in Amateur
Radio communication and experimentation, for
the establishment of networks to provide
communications in the event of disasters or other
emergencies, for the advancement of radio art
and of the public welfare, for the representation
of the radio amateur in legislative matters, and
for the maintenance of fraternalism and a high
standard of conduct .

ARRL is an incorporated association without
capital stock chartered under the laws of the
state of Connecticut, and is an exempt organiza-
tion under Section 501(c)(3) of the Internal
Revenue Code of 1986. Its affairs are governed
by a Board of Directors, whose voting members
are elected every two years by the general
membership . The officers are elected or
appointed by the Directors . The League is
noncommercial, and no one who could gain
financially from the shaping of its affairs is
eligible for membership on its Board .

"Of, by, and for the radio amateur, "ARRL
numbers within its ranks the vast majority of
active amateurs in the nation and has a proud
history of achievement as the standard-bearer in
amateur affairs .

A bona fide interest in Amateur Radio is the
only essential qualification of membership ; an
Amateur Radio license is not a prerequisite,
although full voting membership is granted only
to licensed amateurs in the US .

Membership inquiries and general corres-
pondence should be addressed to the
administrative headquarters at 225 Main Street,
Newington, CT 06111 USA .

Telephone : 203-666-1541 Telex : 650215-5052
MCI .
MCIMAIL (electronic mail system) ID : 215-5052
FAX : 203-665-7531 (24-hour direct line)

Officers

President: GEORGE S. WILSON III, W40YI
1649 Griffith Ave, Owensboro, KY 42301

Executive Vice President: DAVID SUMNER, K1ZZ

Purpose of QEX :
1) provide a medium for the exchange of ideas

and information between Amateur Radio
experimenters

2) document advanced technical work in the
Amateur Radio field

3) support efforts to advance the state of the
Amateur Radio art

All correspondence concerning QEX should be
addressed to the American Radio Relay League,
225 Main Street, Newington, CT 06111 USA .
Envelopes containing manuscripts and corre-
spondence for publication in QEXshould be
marked : Editor, QEX.

Both theoretical and practical technical articles
are welcomed. Manuscripts should be typed and
doubled spaced . Please use the standard ARRL
abbreviations found in recent editions of The
ARRL Handbook. Photos should be glossy, black
and white positive prints of good definition and
contrast, and should be the same size or larger
than the size that is to appear in QEX.

Any opinions expressed in QEX are those of
the authors, not necessarily those of the editor or
the League . While we attempt to ensure that all
articles are technically valid, authors are
expected to defend their own material . Products
mentioned in the text are included for your
information ; no endorsement is implied . The
information is believed to be correct, but readers
are cautioned to verify availability of the product
before sending money to the vendor .
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Empirically Speaking
ARRL Technical Workshops

In the past two years, ARRL's Edu-
cational Activities Department (EAD)
has sponsored several technical
workshops, beginning with an "Intro-
duction to Digital Signal Processing,"
which we have run four times . Addi-
tional workshops scheduled for 1994
are "Electromagnetic Interference,"
which will be held September 30, in
Boxboro, Massachusetts, in conjunc-
tion with the ARRL New England
Division Convention, and "Computer-
Aided Design of HF Antennas,"
scheduled for October 21, in Concord,
California, at the ARRL Pacific Divi-
sion Convention (Pacificon) . (Contact
EAD at ARRL Headquarters for fur-
ther information about these work-
shops .)
The purposes of these events are

several . While they don't take the
place of quality published material
(magazine articles and books) as tuto-
rials, in-person workshops provide an
opportunity to delve intensely into a
subject, taught by an instructor who
is available to answer questions and
give further detail about those as-
pects of the subject that are unclear .
In presenting these workshops, our
goal is to foster increased activity in
the topics covered . One of the general
subject areas is that of advanced
technology. We hope to spur people to
do more work in fields that are, per-
haps, underused by amateurs, thus
advancing amateur technology in
general. (Particularly if the work is
then published!) Another goal is to
increase amateurs' knowledge of
technical subjects that are important
to the future of Amateur Radio-sub-
jects such as EMI control . We also use
these workshops as opportunities to
find out what technical subjects are of
interest to our members, so we can
better serve their information needs .

Which brings us to the point . We're
presently in the initial planning
stages for 1995 . An as-yet-unspecified
number of workshops will be spon-
sored next year . We'd like to know
what topics you would like to see cov-
ered. A topic may be "high-tech," or it
may not . But it should be one which is
broad enough to make for a 5- or
6-hour workshop, and it should be rel-

evant to Amateur Radio. Which of the
suggested topics we will eventually
cover depends on a number of factors,
including the availability of qualified
instructors for the workshops . But the
first step is to find out what topics you
are interested in . Send your sugges-
tions to : Rosalie White, Educational
Activities Department, ARRL, 225
Main Street, Newington, CT 06111,
or email them to rwhite@arrl.org
(Internet) . The more detail you can
provide about the material you think
should be covered, the better . We're
also looking for good sites at which to
hold workshops, so you may want to
see if the folks who are running con-
ventions in your Division during 1995
are interested in hosting an ARRL
technical workshop next year .

This Month in QEX
Are you thinking of getting on the

microwave bands but nervous about
your ability to construct a usable mi-
crowave antenna? There's no need to
be; it's easier than you think to build
"Practical Microwave Antennas," as
Paul Wade, N1BWT, shows us in part
1 of a three-part series .
Some of the most interesting techni-

cal material around appears in the
various amateur conference proceed-
ings . This month, we reprint a paper
from this year's ARRL Digital Com-
munications Conference : "Wavelet
Compression for Image Transmission
Through Bandlimited Channels," by
A. Langi, VE4ARM, and W . Kinsner,
VE4WK. It's an interesting paper in
its own right, and may introduce the
proceedings to those who have never
seen them .
"Negative Frequencies and Com-

plex Signals" are not well understood
by many amateurs . They are impor-
tant subtopics of signal processing,
however, especially in DSP . Your edi-
tor tries to clear up some of the confu-
sion in this article .
In this month's "RF" column, Zack

Lau, KH6CP/1, provides a design for a
5760-MHz preamp that gives impres-
sive noise-figure performance and
gain adequate to make the preamp
the factor controlling the receiving
system's sensitivity.-KE3Z, email :
jbloom@arrl .org (Internet)



161 Center Road
Shirley, MA 01464

Practical Microwave
Antennas

Part 1 Antenna fundamentals and horn antennas

A ntenna gain is essential for
microwave communication,
and since it helps both trans-

mitting and receiving, it is doubly
valuable . Practical microwave anten-
nas provide high gain within the range
of amateur fabrication skills and bud-
gets .
Three types of microwave antennas

meet these criteria: horns, lenses and
dishes . Horns are simple, foolproof
and easy to build ; a 10-GHz horn with
17 dB of gain fits in the palm of a hand .
Metal-plate lenses are easy to build,
light in weight and noncritical to ad-
just .' Finally, dishes can provide ex-
tremely high gain ; a 2-foot dish at 10
GHz has more than 30 dB of gain, and
much larger dishes are available .
These high gains are only achiev-

able if the antennas are properly
implemented . I will try to explain the
fundamentals using pictures and
graphics as an aid to understanding .
In addition, a computer program,
HDL ANT, is available for the diffi-
cult calculations and details . In this

'Notes appear on page 11 .

by Paul Wade, N1 BWT

first of three parts, I'll review some
basic antenna terminology and con-
cepts and discuss horn antennas . Part
2 will treat dish antennas, and in Part
3 I'll present metal-lens antennas and
discuss the microwave antenna mea-
surements needed to verify antenna
performance .

Antenna Basics
Before we talk about specific micro-

wave antennas, there are a few com-
mon terms that must be defined and
explained :

Aperture
The aperture of an antenna is the

area that captures energy from a pass-
ing radio wave . For a dish antenna, it
is not surprising that the aperture is
the size of the reflector, and for a horn,
the aperture is the area of the mouth
of the horn . Wire antennas are not so
simple-a thin dipole has almost no
area, but its aperture is roughly an
ellipse with an area of about 0 .13X 2 .
Yagi-Uda antennas have even larger
apertures . 2

Gain
The hypothetical isotropic antenna is

a point source that radiates equally in

all directions . Any real antenna will
radiate more energy in some directions
than in others . Since the antenna can-
not create energy, the total power radi-
ated is the same as that of an isotropic
antenna driven from the same trans-
mitter ; in some directions it radiates
more energy than an isotropic antenna,
so in others it must radiate less energy .
The gain of an antenna in a given direc-
tion is the amount of energy radiated
in that direction compared to the en-
ergy an isotropic antenna would radi-
ate in the same direction when driven
with the same input power . Usually we
are only interested in the maximum
gain-in the direction in which the
antenna is radiating most of the power .
An antenna with a large aperture

has more gain than a smaller one ; just
as it captures more energy from a pass-
ing radio wave, it also radiates more
energy in that direction . Gain may be
calculated as :

G,11, ; = 10 log lo ii - 47 Aperture
l

with reference to an isotropic radiator ;
tl is the efficiency of the antenna .

Efficiency
Consider a dish antenna pointed at

September 1994 3



an isotropic antenna transmitting
some distance away . We know that the
isotropic antenna radiates uniformly
in all directions, so it is a simple(!)
matter of spherical geometry to calcu-
late how much of that power should be
arriving at the dish over its whole
aperture. Now we measure how much
power is being received from the dish
at the electrical connection to the
feed-never greater than that arriving
at the aperture . The ratio of power
received to power arriving is the aper-
ture efficiency .
How much efficiency should we ex-

pect? For dishes, all the books say that
55% is reasonable, and 70 to 80% is
possible with very good feeds . Several
amateur articles have calculated gain
based on 65% efficiency, but I haven't
found measured data to support any of
these numbers . On the other hand,
KI4VE suggests that the amateur is
lucky to achieve 45-50% efficiency
with a small dish and a typical "coffee-
can" feed . 3
For horns and lenses, 50% efficiency

is also cited as typical . Thus, we should
expect about the same gain from any
of these antennas if the aperture area
is the same .

Reciprocity
Suppose we transmit alternately

with a smaller and a larger dish and
note the relative power received at a
distant antenna . Then if we transmit
from the distant antenna and receive
alternately with the same two dishes,
would we expect to see the same rela-
tive power? Yes. Transmitting and
receiving gains and antenna patterns
are identical. This is hard to prove
mathematically, but it is S0 .4,5

However, the relative noise received
by different types of antennas may
differ, even with identical antenna
gains. Thus, the received signal-to-
noise ratio may be better with one type
of antenna than another .

Directivity and Beamwidth
Suppose an antenna has 20 dB of

gain in some direction . That means it
is radiating 100 times as much power
in that direction as would an isotropic
source, which uniformly distributes
its energy over the surface of an arbi-
trarily large sphere that encloses the
antenna. If all the energy from the
20-dB-gain antenna were beamed
from the center of that same sphere, it
would pass through an area 100 times
smaller than the total surface of the
sphere . Since there are 41,253 solid
degrees in a sphere, the radiation

4 QEX

Fig 1-A typical
antenna pattern
showing the
main lobe and
sidelobes .

must be concentrated in 1/1.00th of
that, or roughly 20° of beamwidth . The
larger the gain, the smaller the
beamwidth .

The directivity of an antenna is the
maximum gain of the antenna com-
pared to its gain averaged in all direc-
tions . It is calculated by calculating
the gain, using the previous formula,
with 100% efficiency .

Sidelobes
No antenna is able to radiate all the

energy in one preferred direction .
Some is inevitably radiated in other
directions . Often there are small
peaks and valleys in the radiated en-
ergy as we look in different directions
(Fig 1) . The peaks are referred to as
sidelobes, commonly specified in dB
down from the main lobe, or preferred
direction .
Are sidelobes important? Let's sup-

pose that we could make an antenna
with a 1-degree beamwidth, and in all
other directions the average radiation
was 40 dB down from the main lobe .
This seems like a pretty good antenna!
Yet when we do the calculation, only
19.5% of the energy is in the main lobe,
with the rest in the other 41252/41253
of a sphere . The maximum efficiency
this antenna can have is 19.5% .

E-plane and H-plane
An antenna is a transducer which

converts voltage and current on a
transmission line into an electromag-
netic field in space, consisting of an
electric field and a magnetic field

oriented at right angles to one an-
other. An ordinary dipole creates an
electric-field pattern with a larger
amplitude in planes which include the
dipole than in other planes . The elec-
tric field travels in the E-plane ; the
H-plane, perpendicular to it, is the
field in which the magnetic field trav-
els. When we refer to polarization of
an antenna, we are referring to the
E-plane . However, for three-dimen-
sional antennas like horns, dishes and
lenses, it is important to consider both
the E-plane and the H-plane, in order
to fully use the antenna and achieve
maximum gain .

Phase Center
The antenna pattern in Fig 1, and

most other illustrations of antenna
patterns, shows only amplitude, or
average power . This is all we need to
consider for most applications, but for
antennas which are like optical sys-
tems, like lenses and dishes, we must
also be concerned with phase, the
variation in the signal as a function of
time . RF and microwave signals are
ac, alternating current, with voltage
and current that vary sinusoidally
(like waves) with time. Fig 2A shows
several sine waves, all at the same fre-
quency, the rate at which they vary
with time .

Let's think about a simple example :
a child's swing. We've all both ridden
and pushed one at some time . If we
push the swing just as it starts to move
away from us, it swings higher each
time . If we add a second pusher at the



(A)

(D)

other end, it will increase faster . Now
if we tie a rope to the swing seat and
each pusher takes an end, we can try
to add energy to the swing throughout
its cycle . This will work as long as we
keep the pulling synchronized with
the motion of the swing, but if we get
out of phase, we will drag it down
rather than sending it higher .

The motion of a swing is periodic,
and the height of the swing varies with
time in a pattern similar to a sine wave

(B)

of voltage or current . Look at a sine
wave in Fig 2A, considering the high-
est point of the waveform the height
the swing travels forward, and the
lowest point as the height the swing
travels backward, both repeating with
time . If there are two swings side-by-
side and both swings arrive at their
peak at the same time, they are in
phase, as in Fig 2A .
When two electromagnetic waves

arrive at a point in space and impinge

(E)

(C)

Fig 2-The result of multiple signal sources depends on the phase difference between them . At (A), two signals are shown in
phase and add together . At (B), the signals are 180° out of phase and tend to cancel, while the signals at (C) are out of phase
by less than 180°, with the result being a signal at a phase and amplitude different from either of the two source signals . The
plot at (D) shows the amplitude around a single-source antenna, while (E) shows the interference pattern created by having
two sources .

on an antenna, their relative phase is
combined to create a voltage . If they
have the same phase, their voltages
add together ; in Fig 2A, the two
dashed waveforms are in phase and
add together to form the solid wave-
form. On the other hand, when signals
are exactly out of phase, the addition
of positive voltage to negative voltage
leaves only the difference, as shown in
Fig 2B . If the two signals are partially
out of phase, the resultant waveform
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is found by adding the voltage of each arriving in phase, and the light areas lens has a single phase center, so the
at each point in time; one example is are areas where phase cancellation, radiation appears to emanate from a
shown in Fig 2C . Notice that the am- like that of Fig 2B, has reduced the single point source . This must be so for
plitude of the resultant waveform is amplitude . a t least the main beam, the part of the
dependent on the phase difference be- A well designed feed for a dish or pattern that illuminates the dish or
tween the two signals .

If our signal source is a point source,
then all waves are coming from that
one point in space . Each wave has a
wavefront, like a wave arriving on a
beach. The wavefront from the perfect
point source has a spherical shape .
Consider itsamplitude . First, we place
an antenna and power meter at some
distance from the source and take a
reading, then when we move the an-
tenna around to other places that cre-
ate exactly the same power reading,
we will draw a sphere around the
source . Thus, the amplitude has a
uniform distribution like Fig 2D ; dark
areas have higher amplitude than
lighter areas, and the amplitude
decreases as we move away from the
source according to the inverse square
law described below (the shading has
a few small concentric rings due to the
limitations of computer graphics, but
is really a continuous smooth func-
tion) .
The phase of this wavefront as it

propagates in space appears to also
have a spherical shape . If frozen in
time, one sphere would represent a
positive peak of a sine wave . One half
wavelength inside would be another using the HDL ANT program .

sphere representing a negative peak of
the sine wave, and another half wave
inside again is a positive peak . The
phase center of an antenna is the
apparent place from which the signal
emanates based on the center of a
sphere of constant phase .
However, no real antenna is small

enough to be a point source, so the
radiation must appear to emanate
from a larger area . If we consider a
simple case, where the radiation
appears to come from two points, then
two signals will arrive at each point in
space . A point in space is typically far-
ther from one radiating point than
from the other, and since the time it
takes for each signal to arrive depends
on the distance to each of the radiat-
ing points, there will be a phase differ-
ence between the two signals . This
phase difference will be different at
each point in space, depending on the
relative distances, and the amplitude
of the resultant signal at each point
depends on the phase difference . An
example of a pattern created by two
radiating sources is shown in Fig 2E,
where the dark areas have the great-
est amplitude, due to the two signals
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Fig 3-A homebrew horn for 10 GHz, made from flashing copper and designed

Fig 4-A homebrew conical horn for 2304 MHz .



Fig 5-A variety of rectangular horn antennas .

lens. Away from this main beam, the
phase center may move around and
appear as multiple points, due to stray
reflections and surface currents af-
fecting the radiation pattern . How-
ever, since these other directions do
not illuminate the dish or lens, they
can be ignored .

Inuerse Square Law
As two antennas are moved farther

apart, received power decreases in
proportion to the square of the dis-
tance between them: when the dis-
tance is doubled, only 1/4 as much
power is received, a reduction of 6 dB .
This is because the area illuminated
by a given beamwidth angle increases
as the square of the distance from the
source, so the power per unit area
must decrease by the same ratio, the
square of the distance . Since the area
of the receiving antenna has not
changed, the received power must
decrease proportionally .

The phase center pattern in Fig 2E
does not include the effect of inverse
square law in the pattern, in order to
emphasize the phase cancellation . The
effect of including inverse square law
would be to lighten the pattern as dis-
tance from the phase center increased .

Fred L uncle
Since gain is proportional to aper-

ture, larger antennas have more gain
than smaller antennas, and poor effi-
ciency can only make a small antenna
worse. In spite of various dubious
claims by antenna designers and
manufacturers, "There's no such thing
as a free lunch ." ( ' All else being equal,
the larger the antenna, the greater the
gain . But a large antenna with poor
efficiency is a waste of metal and
money .

Recommended Reading
For those interested in pursuing a

deeper understanding of antennas, a
number of books are available . A good
starting point is The ARRL Antenna
Book and The ARRL UHF/Microwave
Experimenter's Manual . Then there
are the classic antenna books, by
Kraus, Silver and Jasik . 2 4 7 Lo and
Lee have edited a more recent antenna
handbook, and Love has compiled
most of the significant papers on horns
and dishes ) •A .9 For those interested in
computer programming for antenna
design, Sletten provides a number of
routines ."' Be warned that the math
gets pretty dense once you get beyond
the ARRL books .

Summary
This concludes our quick tour

through basic antenna concepts and
definitions . Now let's apply these con-

cepts to understanding actual micro-
wave antennas, starting with horns .

The HDLANT Computer
Program
The intent of the HDL ANT pro-

gram is to aid the design of microwave
antennas, not to be a whizzy graphics
program . The program does the neces-
sary calculations needed to implement
a horn, dish or lens antenna, or to de-
sign an antenna range and correct the
gain measurements . The basic data is
entered interactively and results are
presented in tabular form . If you like
the results, a table of data or a
template may be saved to a file for
printing or further processing ; if not,
try another run with new data .
The C++ source code is also in-

cluded, for those who wish to enhance
it or simply to examine the more com-
plex calculations not shown in the
text. It has been compiled with
Borland C++ version 3 .1 and is avail-
able from the ARRL BBS at 203-666-
0578, or can be downloaded via the
Internet from ftp .cs.buffalo .edu in the
/pub/ham-radio directory .

Electromagnetic Horn Antennas
A horn antenna is the ideal choice

for a contest rover station . It offers
moderate gain in a small, rugged pack-
age with no adjustments needed, and
has a wide enough beam to be easily
pointed under adverse conditions .
Fig 3 is a photograph of a homebrew
horn mounted on an old Geiger counter
case which houses the rest of a 10-GHz
wide-band FM transceiver . I have
worked six grid squares on 10 GHz
from Mt . Wachusett in Massachusetts
using a small horn with 17 .5 dB of
gain .

Horn Design
An antenna may be considered as a

transformer from the impedance of a
transmission line to the impedance of
free space, 377 ohms . A common
microwave transmission line is
waveguide, a hollow pipe carrying an
electromagnetic wave . 11 If one dimen-
sion of the pipe is greater than a half
wavelength, then the wave can propa-
gate through the waveguide with
extremely low loss. And if the end of a
waveguide is simply left open, the
wave will radiate out from the open
end .
Practical waveguides have the

larger dimension greater than a half
wavelength, to allow wave propaga-
tion, but smaller than a wavelength,
to suppress higher-order modes which
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8 QEX

Fig 6-This full-scale template can be used to construct a horn antenna for 5760 MHz . Tape a copy to a piece of flashing copper
and cut along the solid lines. Then fold at the dotted lines to form the rectangular horn . Solder the small flap to complete the
horn, then solder the narrow end of the horn to a piece of waveguide . This antenna gives 13 .8 dBi of gain .

can interfere with low-loss transmis-
sion. Thus the aperture of an open-
ended waveguide is less than a wave-
length, which does not provide much
gain .

For more gain, a larger aperture is
desirable, but a larger waveguide is

not. However, if the waveguide size is
slowly expanded, or tapered, into a
larger aperture, then more gain is
achieved while preventing undesired
modes from reaching the waveguide .
This taper is like a funnel, called a
conical horn, in cylindrical waveguide .

The conical horn for 2304 MHz shown
in Fig 4 was made by pop-riveting alu-
minum flashing to a coffee can . With
common rectangular waveguide, the
taper creates a familiar pyramidal
horn, like those shown in the photo-
graph, Fig 5 .



Fig 7-An 18-dBi rectangular horn
for 10368 MHz can be built from this
template .
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Printing Postscript Files
The easiest way to print Postscript files is with a Post-

script compatible laser printer . These have become
more affordable and are becoming more common ; for
instance, the public library in my small town has one at-
tached to a public-access computer . However, they are
still roughly twice as expensive as the dot-matrix print-
ers that most of us use with our personal computers .

An alternative to a laser printer is software that inter-
prets Postscript language commands for display on a
computer VGA display or a dot-matrix printer . I know of
several versions of this type of software . Three commer-
cial products, GoScript, Ultrascript and Freedom of
Press perform this function . Ghostscript, a freeware pro-
gram from the Free Software Foundation is available on
many bulletin boards and Internet locations . The files are
in ZIP format, so they must me downloaded, unZIPped,
and installed according to the README documentation .

I have only used Ghostscript, version 2.5. While 286,
386 and Windows versions are available, the 286 version
seems to work most reliably, even on a 386 or 486 PC . It
uses Unix-style command strings which are difficult to re-
member, so I've included two BAT files to help :
GS _VIEW.BAT for viewing on a screen, and
GS _PRINT.BAT for printing on an Epson dot-matrix
printer . For other brands of printer, the command will
have to be changed appropriately, which will require
reading of the documentation . Type GS-VIEW
<filename.ps> or GS-PRINT <filename .ps> to use them .
Be sure to type QUIT when you are through or your PC

may be left in an unhappy state requiring rebooting .
I've included with HDL_ANT a sample Postscript file,

SQUARE. PS, which draws a four-inch square . Use this to
make sure that templates will be drawn to scale . A sample
horn template, HORN18 .PS, is included, too, to get you
started . If the dimensions of the printed square are slightly
off, you can correct the scaling . Each template has a line
near the beginning of the file :

1 .0 1 .0 scale
The first number is the scale factor in the x (horizontal)
direction, and the second is the scale factor in the y (verti-
cal) direction . Edit the SQUARE.PS file with an editor to
change these numbers slightly ; when you find a combina-
tion that prints a square exactly four inches on a side, then
you have compensated for your printer. Edit these same
numbers into any template to be printed on that printer and
the dimensions will come out right .

I have not used any of the commercial products, but I
would expect a commercial product to be much easier to
install and use than freeware or shareware .

Batch Files
GS_VIEW.BAT
gs %1

GS_ PRINT .BAT
gs -sDEVICE=epson -r60x60 %1

To achieve maximum gain for a
given aperture size and maximum ef-
ficiency, the taper must be long
enough so that the phase of the wave
is nearly constant across the aperture .
An optimum horn is the shortest one
that approaches maximum gain; sev-
eral definitions are available . The
HDL ANT program uses approximate
dimensions from a set of tables by
Cozzens to design pyramidal horn an-
tennas with gains from 10 to 25 dB .' 2
Higher gains are possible, but the
length of the horn increases much
faster than the gain, so very high gain
horns tend to be unwieldy .

Kraus gives the following approxi-
mations for beam width in degrees :

56
WE plane -

AEA

WH-plane
67
AHA

and dB gain over a dipole :
Gain = 10 log to (4 .5 •A.A . AH,
where AEI is the aperture dimension
in wavelengths in the E-plane and AHD
is the aperture in wavelengths dimen-
sion in the H-plane . The HDL ANT
program uses a more accurate gain
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Fig 8-A template for a 10368-MHz, 8-dBi horn, suitable for feeding an f/D=0 .5 dish .

algorithm which corrects the phase
error of different taper lengths ; for a
given aperture, efficiency and gain
decrease as the taper is shortened . 13

Horn Construction
If you are fortunate enough to find a

suitable surplus horn, this section is

unnecessary . Otherwise, you may
want to homebrew one . Horn fabrica-
tion is quite simple, so you can
homebrew them as needed, for pri-
mary antennas with moderate gain or
as feeds for higher gain dishes and
lenses . Performance of the finished
horn almost always matches predic-



tions, with no tuning adjustments re-
quired .
The HDL ANT program will design

a horn with any desired gain or physi-
cal dimensions and then make a tem-
plate for the horn. The template is a
Postscript file ; print the file on a com-
puter printer to generate a paper tem-
plate, tape the paper template to a
sheet of copper or brass, cut it out, fold
on the dotted lines, and solder the
metal horn together on the end of a
waveguide . The horn shown in Fig 3
used flashing copper from the local
lumberyard, which I soldered together
on the kitchen stove .
Fig 6 is a template for a nominal

14-dB horn for 5760 MHz generated by
HDL ANT . Try it: copy it on a copier
and fold up the copy to see how easy it
is to make a horn . It's almost as easy
with thin copper . Fig 7 is another tem-
plate example, a nominal 18-dB horn
for 10368 MHz . For horns too large to
fit the entire template on one sheet of
paper, HDL ANT prints each side on
a separate sheet .

Feed Horns
For horns intended as feed horns for

dishes and lenses, beam angle and
phase center are more important than

horn gain. The HDL ANT program
calculates these values in both the
E-plane and the H-plane, then allows
you to enter new horn dimensions to
adjust the beam angle or phase center
before making a template . The phase
center calculation is a difficult one
involving Fresnel sines and cosines, so
interactive adjustment of horn dimen-
sions is a lot easier than having the
computer try to find the right dimen-
sions . 14,15 The template in Fig 8 is one
example of a feed horn-it may be used
to make a rectangular horn optimized
to feed a dish with f/D = 0 .5 at 10
GHz . 16 Feed horn design for dishes
and lenses will be described in more
detail in Parts 2 and 3 of this series .

Conclusion
Horns are versatile microwave

antennas, easy to design and build
with predictable performance . They
should be the antenna of choice for all
but the highest gain applications .
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ABSTRACT
This paper studies an image compression scheme

using wavelets for image transmission through bandlim-
ited channels . During encoding, the scheme first trans-
forms the image to a wavelet domain and then
compresses the wavelet representation into an image
code . Conversely, during decoding, the scheme first
decompresses the image code into wavelet representa-
tion and then transforms it back to the original domain .
The wavelet transform is explained from a perspective
of signal representation in L2(R) space. The transform
is further computed using a pyramidal algorithm . The
compression is possible because (i) the wavelet repre-
sentation has many small values that can be coded using
fewer hits, and (ii) the wavelet basis functions are local-
ized in space and frequency domains such that an error
in the wavelet representation only locally affects the
image in those domains . An experiment has been per-
formed to compress two 256x256 greyscale images on
such a scheme through (i) a transformation using a sim-
ple wavelet called DAUB4, (ii) redundancy removal by
truncation the small-valued wavelet representation, and
(iii) a ZIP compression (based on Shannon-Fano and
Lempel-Ziv-Welch techniques) . The results show that
highly truncated wavelet representation (>_ 90%) still
provides good image quality (PSNR >_ 300) at less
than 2 hits per pixel (bpp) . Severe truncation still pre-
serves general features of the image .

1. INTRODUCTION
Image compression is a problem of considerable

importance because it leads to efficient usage of channel
bandwidth and storage during image transmission and
storage, respectively . There are many applications that
require image transmission, such as high-definition tele-
vision (HDTV), videophone, video conferencing, inter-
active slide show, facsimile, and multimedia [AnRA9I],
[Kins9l ], [Prag92], [JaJS93]. However, images require
many data bits, making it impossible for real-time trans-
mission through bandlimited channels, such as 48 kbit/s

12 QEX
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and 112 kbit/s integrated services digital network
(ISDN), as well as 9 .6 kbit/s voice-grade telephone or
radio channels. Non real-time transmission on such
channels also takes a long time . For example, a
256x256 pixel greyscale still image with 8 bits per pixel
(bpp) requires 65,536 bytes . Transmission of such an
image over the voice-grade line would require at least
54.61 s . Furthermore, one HDTV format needs 60
frames of 1280x720 pixels per second . Using 24 bpp
color pixels, this HDTV format would require a channel
capacity of 1,440 Mbits/s .
Image compression can improve transmission perfor-

mance by reducing the number of bits that must he
transmitted through the channel . As shown in Fig . l, an
image compressor compactly represents the image prior
to channel encoding . At the receiving end, the demodu-
lation and signal decoding obtain the compressed image,
and an image decompressor converts the compressed
image back to a viewable image . The transmission now
requires a shorter time because the number of bits that
must be transmitted has been reduced . Image compres-
sion also reduces the storage space requirement for
image storage.
Although there exists several image compression

methods, we still need better ones because current meth-
ods are still inadequate, especially for image transmis-

Image Source
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Image

Decompression

Human Receiver

Signaling
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Demodulation
and Signal
Decoding

__4
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or Storage
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Fig. 1 . Efficient image transmission system .



sion through bandlimited channels. For example, a
sophisticated joint photograph expert group (JPEG)
method needs 1 .6 bpp for 24 bpp color images . This
means that HDTV with 30 frames per second would still
require a 4 .423 Mbitls channel capacity. Low hit rate
compression methods have been relying on lossy type of
compressing data, in which reducing the hit rate has
caused a removal of some image information . Thus,
there is a limit on how far a method can reduce the bit
rate, while keeping information distortion sufficiently
low.
The performance measurement of a compression tech-

nique is based on how successful it is to reduce the hit
rate while maintaining image quality [Kins9l] . The
other performance aspects are algorithm complexity and
communication delay [JaJS93] . This paper mainly
focuses on the interplay between the first two aspects :
reducing the bit-rate and maintaining quality.
The wavelet technique (or subband coding in general)

has been emerging as an important class of image com-
pression, in that it has an efficient representation with
few visible distortions [Kins9l], [Ma1189], [JaJS93] . It
is more promising than the JPEG standard, due to (i) a
match between wavelet processing and the underlying
structure of visual perception model, and (ii) a match
between characters of wavelet analysis and natural
images, i .e ., higher frequency tends to have shorter spa-
tial support [JaJS93] . They are also attractive because
wavelet techniques are quite fast and easy to implement .
Furthermore, wavelet techniques can provide special
representation such as multi-resolution encoding
[Mal189] .
This paper shows the potential of using wavelet repre-

sentation for image compression. The wavelet represen-
tation is introduced through a signal representation
theory, and computed though a wavelet transform pair in
Section 2 . Section 3 shows a wavelet compression
scheme based on the wavelet transform pair to convert
spatial-domain images to and from the wavelet
domain . The scheme then compresses the image in
wavelet domain using a combination of lossless (no
information loss) or lossy (some minor losses) tech-
niques of data compression . Preliminary experiments
on two 256x256 greyscale images (lena . img and
camera . img) using a simple wavelet (DAUB4) and a
simple compression (truncation and ZIP) show the
potential of the scheme. Those images are used because
they are standard and easily obtained by other research-
ers . At 4 bpp, the distortion is almost unnoticeable . At
2 bpp, the distortion is noticeable, but the errors are of
salt and pepper noise type such that a simple filtering
may be able to eliminate them . At highly compressed

images, the details arc lost but the general features arc
still preserved .

2. WAVELET TRANSFORM OF SIGNALS

The purpose of this section is to construct a discrete
wavelet transform? (DWT) for discrete signal representa-
tion . This construction is explained through a theory of

signal representation in a special space, called L 2(R),
which is a space for all signals with bounded energy
(square integrable) [Mal]89] . This restriction does not
really affect the application generality because most of
the signals that are of interest to us are in that space .
Although we use a one-dimensional signal as an exam-
ple, we can extend the results to two-dimensional sig-
nals such as images .

2.1. Signal Representation in L2(R)

In L2(R), a signal x(t) can be represented in various
domains using various sets of basis functions . Let a
domain be spanned by basis functions (p;(t), having
reciprocal signals 0 i (t), where i E Z (integer numbers) .
The representation of x(t) in this domain is a set of sca-
lars a, [Fran69], satisfying

a i = (x, 0 i )

	

(1)

where ( •, •) is an inner product, defined in L'`(R) as

(x, 0 i) = fx (t) 0 i(t)dt

	

(2)

R

Equation (2) is often called the cross correlation
between signals x(t) and 0;(t) . The x(t) can be recon-
structed hack through

other word, we have (p(T,t) and O(T,t), called basis ker-
nel, instead of (p,(t) and 0i(t) . In such a continuous case,
the new representation of x(t), which is called u(T),
becomes

u (T) = fx (t) 0(T, t)dt

	

t, T e R

	

(4)

R

and the reconstruction becomes

x(t) = f u (t) (p (t, T) dT

	

(5)

R

In many applications, it is desirable to have the same
set for basis and the reciprocal, or equivalently (p ;(t) is
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x (t) _ ~ ai(pi(t) (3)

Thus x(t) is a linear combination of (p i ( t) .

It may happen that the basis are not countable . In



equal to 0 i ( t), because of the difficulties obtaining and
dealing with certain 0i ( t) . In this case, the basis func-
tions are self-reciprocal, or orthogonal . Let the norm of
a signal f(t) be defined as

V(t)II = ~(f(t),f(t))

	

(6)

If the norm of each basis function is one, the basis func-
tions are orthonormal .
There are many basis functions available . In fact,

there is a very large number of them . However, only a
few of them are useful, including wavelets .

2.2 . Wavelets as Basis Functions
As basis functions, wavelets have several special

properties. First, in the frequency domain, a wavelet
can he seen as a special bandpass signal . A wavelet
operating at a higher frequency has a wider bandwidth .
The bandwidth is proportional to the centre frequency of
the signal. This is useful for short-time signal analysis
because wavelets can provide enough analysis resolu-
tion in both original and frequency domains . Second,
the wavelets in a set of basis functions are scaled (by a
factor a) and translated (by a time-shift parameter b)
versions of a single wavelet prototype yt(t) [RiVe91 ] . In
a mathematical notation, each wavelet is in the form of

Wa b (t) = -LW( t a b )

	

(7)

where a is the scaling factor and b is the translation
parameter. Thus, the wavelets have self similarity, and
useful in revealing self-similarity aspect of signals . This
also leads to fast algorithms. Third, in contrast with
Fourier representation, there are more than one wavelet
prototypes . In Fourier representation, the prototype is
ei" r only. Thus the same wavelet tools can be applied to
many different sets of wavelet basis .
The selection of a and b leads to a different class of

wavelet representation . In general, the Va,h are not
orthogonal because a and b can be any real, continuous
value. In this case, applying Eq . (2) through (6) is more
difficult because we must find the reciprocal basis for
each wavelet set . However with some restrictions, we
can use those equations as if the wavelets were orthogo-
nal basis functions. The restrictions are that the wavelet
prototype y(t) must be (i) finite energy and (ii) bandpass
(no DC component) [RiVe9l] . In this situation, if we
use Eq . (5) and (6), we have a continuous wavelet trans-
form (CWT) that operates on continuous signal using
wavelet basis kernel . Notice that some modification is
needed, because we have two parameters a and b instead
of just one ti as in the Eq . (5) and Eq . (6) . We then have
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u (a, b) = fx (t) Wa b (t) dt

	

t, a, b e R

	

(8)

R

and

X (t) = f fu (a, b) yta b (t) db da

	

t, a, b e R (9)

R\,R

It is important to notice that by changing the parame-
ter a and b, we can position a wavelet in any location in
the time-frequency plane (phase plane) . The parameter
a is a scaling parameter which changes the frequency
positions of the wavelet . A larger a results in a lower
center frequency, smaller bandwidth, and larger time
support of the wavelet However, in a logarithmic fre-
quency scale, different values of a result in different
bandpass signals of the same bandwidth . Furthermore,
parameter b is a time shift parameter. It changes the
time position of the wavelet . Thus wavelet analysis
reveals both time and frequency characteristics of the
signal .

2 .3. Wavelet Series

We may want to use discrete a and b because continu-
ous a and b lead to redundant representations. One opti-

mal selection is a dyadic sequence of a = 2' and

h = 2'k [Mall89], resulting in orthogonal wavelets

Wj k(t) = ~2 JW(2 ft-k)

	

(10)

We can now operate using Eq . (2) and (4). As before,
Eq. (2) and (4) must be modified to use these basis sig-
nals because they have two integer indices, j and k,
instead of one i . This modification results in a wavelet
series representation .

2 .4. Discrete Wavelet Transform
It is natural to extend the wavelet series for represent-

ing discrete signals using countable, discrete basis, that
leads to DWT. Here, a certain selection of wavelet pro-
totype and time-scale parameters leads to orthonormal
wavelets . Mallat uses multi-resolution signal decompo-
sition [Ma1189] to obtain DWT, outlined here . The pre-
vious equations are still useful with slight modifications .
Since we deal with countable basis functions, we use
Eq. (2) and (4) as our basic transform pair, with Eq . (10)
as the source of the basis . Furthermore, for digital sig-
nals, x(t) is represented by x[n], where n e Z (integer
numbers) .
The DWT can be developed through a multiresolution

signal decomposition . Let us introduce a space Vp

which is a subspace of L2(R) . The signal x(t) lies in this
space. The signal can be decomposed into several sig-



nals, which later called wavelet decomposition of x(t)
(analogy to Fourier decomposition of a signal into its
frequency components) . Conversely, we can use the
decomposed signals to reconstruct x(t) without any loss .
The decomposed signals exist in decomposed subspaces
created in a pyramidal structure. To explain this space
structure, we first decompose V0 into two orthogonal
complement spaces called V 1 and O I denoted as

VI001 = V0

	

(11)

Orthogonal complement means

VI v0 1 =V0

V I n O 1 = f a}

V EE V1 , O E 0 1 = ( V, O) = 0

where {0} is a null set. Second similar decomposition is
from V 1 into V2 and 02. The decomposition continues
down to Jth decomposition, where VJ_ 1 is decomposed
into VJ and OJ , where J E Z, J > 0. Thus, for every j,
where j E Z, J <- j <- 1, and J > 0, we have

jIx [n] 1 2 < oo

	

(15)

The DWT of x[n] is then a mapping from 1 2 (Z) to
12 (Z2 ) resulting in a set of real numbers (c1 k ' dJ k }
(called wavelet coefficients), according to

cj k = (f( t), Wj k (t)) = f f (t) Wj k(t)dt

	

(I 7a)

dJ k = (f( t), 4)J k(t)) = f f (t) $J k(t)dt

	

(I7b)

as in Eq . (1) .

In practice, we restrict x[n] to be of finite length, with
N elements. In this case, J is any integer between I and
Iog2N. (In this work, we set J to (log 2N)-1, thus the
description of DWT in [Pres9I a] is directly applicable) .
Index j is called scale, ranging from I , 2, . . ., to J, while k

is 0, 1, . . ., to (2-'N)-l . Although DWT can be defined
for complex signals, we have limited the Eq . (2) and Eq .
(3) to real input and basis signals only .

2.5. Fast Pyramidal Algorithm for DWT

Here, the matrix elements are the sampled version of
signals ilrj k (t) and Oil k (t), with each signal becomes a
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n

	

Given a discrete signal x[n], one can actually compute
the basis inner products in Eq . (17) using a matrix multi-

(This implies x [n] E 1 2 (Z) ) . Let also continuous

	

plication, according to

orthonormal signals { Wj k (t) } and {
0j, k (t) }

c 0,0 W0,0[01 . . . W0,0 [N-I]

(t E R and j, k E Z) span L2(R) . Finally, associate x[n] X [0]

with f (t) E L2 (R) according to

f(t) = Yx [k] $0 (t)

	

(16)k

C .J, k ytj k [0] . . . ytj k [N- I]

x[N- 1]

(20)

k dJ,k 0J.k[0] . . . OJ,k [N-1]

V00 =V 1

	

(13) Orthonormality of signals (wj k (t) }and (4j k (t) }

Mallat shows that there exists W(t) such that ytj, k (t)
implies that the inverse DWT gives hack x[n] from

{j 'z d J k} through
as defined in Eq . (10) are basis functions of OO. The

basis functions are orthonormal in both O j and L2(R)
[Mal]89] . Furthermore, Mallat showed that there exists

J 2 -JN- I

f(t) = I I CJ, kyj,k (t) +

j= l k=0
(18)0 (t) in the space L 2 (R) such that

2 -JN- I

Oil
k (t) = V2 Jtb(2-it -k)

	

(14) dJ k4J k (t) ;

k=0
are orthonormal basis of Vi .
We are now ready to define the DWT . Let x[n] be a

digital signal of limited energy, i .e .,

as in Eq . (3), and then

(19)x 1 1 11 = (A0,00"(0)



row of the matrix . If the length of the samples is N, the

matrix is NxN, and the complexity becomes O(N2 ) .

To reduce the DWT complexity, a pyramidal algo-
rithm can be used based on the multiresolution decom-
position explained before. In the space V, f(t) can be
represented by

= (f(t), $j, k(t)) = f .f (t) $j, k (t)dt

	

(21)

Since each

	

(t) is a member of both V . and V .j,k

	

I

	

J-1'

while the set of 0j- I k (t) is an orthonormal basis of

V

	

we can express any 0j k ( t) as

$j,k (t) _ ~ (4j k (t) ' 0j-l,I (t))4 1 1,1(t) (22)
l

By changing the integration variable in the inner-prod-
uct, it is easy to show that there exists h[n] defined as

h [n] _-

	

f ~(2t)~(t-n)dt

	

( 23)

such that

($j,k(t),$j-1,1(t)) = h[l-2k]

	

(24)

Thus Eq. (20) becomes

~j k(t) = Y,h[l-2k141_1 1 (t)

	

(25)
I

Combining Eq . (21) and Eq . (25), and applying inner-
product properties [Fran69], we obtain

d;k = ~h[I-2k]d(26)

I

This relationship is very important, because one can
efficiently compute dj k from the previous dj. I l'-
Thus, by defining x[n] as d0

n
, one can iteratively cal-

culate all subsequent dj k for j = 1, 2, . . ., using Eq . (26) .
Observe that Eq. (26) is essentially a filtering process of

d I I using a non-recursive filter of impulse

responses h[n], followed by subsampling by two . If we
call this operation as H . Then

d,k = H .d-1 1 _=

	

h[1-2k]d 1 l

	

(27)
l
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We can arrive with a similar relation for cik , since

tltj k (t) is a member of both Wi and V .- I , while the

Both Eqs . (27) and (29) replace Eqs . (17b) and (17a),
respectively.
Thus in this pyramidal algorithm, the DWT becomes a

processing of input signal x[n] through a pyramid of
operators H and G for j = I to J . In each stage of j, the
outputs of the operator G are collected as cik , while the
outputs of the operator H are reapplied as inputs for the
next stage .
Although the above derivation is for the forward

DWT, similar approach can be used to derive 'upside-
down' pyramidal algorithm for the inverse of DWT . In
fact, the derivation results in a simple relation between
the lower stage to its next upper stage as follows

d -I,l = H d,k+G cJ,k

where H* and G* are the adjoints of H and G [Daub88] .

To show that this algorithm is efficient, consider a
DWT of x[n] having N samples. Suppose that the total
of computational cost of one input sample in a stage is a
constant c . At the first stage, the cost is clearly Nc. At
the second stage, there are only N/2 samples to be pro-
cessed due to the subsampling process, resulting in a
cost of Nc/2 . Similarly, the third stage requires Nc/4 .
This process can continue until there is no input avail-
able for the next stage. Thus total complexity is

Nc(1+2+4+ . . .)<_2Nc

	

(31)

which is proportional to Nc instead ofN2 . We can esti-
mate the c if we know the length of h[n] and g[n] . Sup-
pose the lengths of h[n] and g[n] are the same, which is
2L, for an L E Z . Then Nc must be the number of mul-
tiply-and-accumulate (MAC) processes to complete
both convolutions in Eq . (17) and Eq . (19) for all input
samples at the first stage, which must be equal to 2LN.
Thus, total MAC processes to complete the DWT is

4LN, as opposed to N2 . Table I shows the complexity
comparison with and without pyramidal algorithm .

set of
O
j- I k (t) is an orthonormal basis of V _ I .

Using similar derivation yields

g [n] _- _ f llJ(Zt)4(t- n)dt (28)

and then, after defining an operator G,

cj,k

	

G-d_1, l=Yg[1-2k]d -l,l (29)

l



Table 1 . Comparison of complexity of DWT and
pyramidal DWT, for N input sample and filters
of length 2L .

2 .6. Daubechies Wavelets
Ingrid Daubechies has derived a class of compactly

supported wavelets that are compatible with Mallat's
multiresolution analysis and pyramidal algorithm . Forc-
ing the wavelets to be compactly supported while main-
taining the compatibility, she obtained a method of
constructing such wavelets, as well as some properties
[Daub88], such as

(32)

g [n] = (-t) nh [2rn + I - n]

	

m e Z

The simplest Daubechies wavelet is the DAUB4, with L
in Table I is two. The filter part of H has four impulse
responses h[0], h[ 1 ], h[2], and h[3], with values

h [01

h [ l ]

h [2]

h [3]

The filter part of G also has impulse responses g[0],
g[l ], g[2], and g[3] which are related to h[n] according
to Eq . (32) . Here, we select m=l, such that h[n] and
g[n] have a similar filter structure (down to tap posi-
tions), simplifying the implementation . This option of
m also results in wavelet and scaling prototypes of the
same supports .

2.7. Extending to Two-Dimensional Signals
A scheme to extend the DAUB4 DWT for two-dimen-

sional signals is similar to that of the Fourier transform .
Here, the computation is in two steps [Pres9l a] . First,
we apply a one-dimensional DWT sequentially on the
columns and replace each column of the image with its
DWT results . Second, we redo the similar transforma-
tion, but now on the rows, resulting in two-dimensional
wavelet representation . Since the transform is orthogo-

nal, the number of representation data is the same with
the number of pixel in the original image .

3. WAVELET COMPRESSION

3.1. Basic Scheme
Losslcss compression works by identifying redundant

data and removing them IKins9l ] . The redundancy may
come from non uniform distribution of data as well as
data correlation . If more compression is still necessary,
the scheme further looks for irrelevant data, converts
them into redundant data, and then removes them . The
compression then becomes lossy because the irrelevant
data cannot be recovered .

The irrelevancy can be defined according to different
criteria, ranging from subjective fidelity criteria to
objective fidelity criteria [GoWi87] . Irrelevant data
may be those with little contribution to the fidelity .
They may also he those containing little information in
the Shannon information theory sense . Clearly, one can
associate a measure on irrelevancy, reflected in a quality
measure .
Compression methods must then concentrate on

redundancy removal and irrelevancy reduction [JaJS93] .
Redundancy removal methods include predictors and
transforms, while irrelevancy reduction methods include
quantization and data elimination . They are often com-
bined . For example, quantization may take place in the
transform domain and/or predictor error .
In wavelet approach, it is possible to employ both pre-

dictors and transforms . The wavelet transform results
carry both time and frequency samples that may have
sample correlation, thus predictors can he used . Fur-
thermore, the transform itself may have removed the
redundancy and made the irrelevant data more visible in
the wavelet domain. We thus study some of the possi-
bilities through experimentation . Especially, we try to
find parameters that govern the irrelevancy and redun-
dancy .

3 .2. Experimental Results
In this experiment, we study the role of the wavelet

coefficient magnitude in governing irrelevancy . We
setup the experiment to study its effect on quality
(related to irrelevancy) as well as bit rate (related' to
redundancy). Based on a scheme shown in Fig . 2 ., the
scheme first takes the DWT of the original image . As
the primary test data, we have selected lena . img. A
less intensive experiment was performed also on cam-
era . img for confirmation (see Fig . 3(a) and Fig . 4(a)) .
The inverse DWT can convert the image back from
wavelet domain to the spatial domain for viewing . We
can then perform various processes on the transformed
data. By observing the processing effects on the quality
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Algorithm OO
Complexity
N=64, L=2

Basis Inner
Product

N2 4096

Pyramidal
Algorithm

4LN 512

= 0.48296291

= 0.8365163
(33)

= 0.22414387

= -0.12940952
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Fig. 2 . A compression scheme using wavelets .

as well as the hit rate, we can design a compression
scheme .
To facilitate the quality measurement, a routine com-

putes the peak signal-to-noise ratio (PSNR) according
to (in dB)

The mean square error (MSE) is the average of the
energy of the difference between the original and the
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2552
PSNR = l Olog

MSE
(34)

reconstructed images . We loosely define good quality
as having a PSNR of greater than 30 dB .

One way to study the magnitude effect is through a
coefficient truncation scheme . Here, we use a truncation
threshold, such that coefficients with absolute values
smaller than the threshold are considered irrelevant, and
converted into zero to become redundant data . Severe
truncation leads to data losses, but resulting in an effi-
cient compression . Thus, we study the loss in PSNR
and subjective quality of the image, while at the same
time observe the reduction in the size of the image code
file .
Our observation reveals that the smaller the magnitude

of the coefficients, the more irrelevant the coefficients
are. Increasing the threshold results in more coefficients
being truncated . Figures 3(h) to 3(f) and Table 2 show
the effects of various degrees of truncation to the image
quality. The truncation results in good quality at up to
90% truncation . As shown in Fig . 5, there are only few
coefficients that are responsible for total fidelity . Those
coefficients must have high coefficient values, because
they survive the truncation .
One explanation is that the wavelet transform is an

orthonormal transform following the principles of Eq .
(1) and (3) . Such a transform satisfies the Parseval's

Fig. 3 . Effects of various degrees of truncation on the image quality . See also Table 2 .
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(d). 93%> truncation

	

(e). 97% truncation

	

(1) . 99% truncation

Fig . 4 . Effects of various degrees of truncation on the image quality . See also Table 3 .

Table 2. The PSNR values and hit rates of the images
shown in Fig . 3 .

relation which equates both energies in the original and
wavelet domains [Fran691. Since the wavelet basis is
orthonormal, the greater the magnitude of one coeffi-
cient, the higher its contribution to the energy . Thus
truncating the such coefficients would result in high
MSE values, reducing the PSNR .

For more truncation, the distortion is localized and
looks like salt-and-pepper noise, as shown in Fig.3(b) to
3(e) . This is due to the fact that the coefficients respon-

ma
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z
a 20

10 .

0 10 20 30 40 50 60 70 80 90 I00
Truncation

Fig . 5 . Effects of %- of truncation on the image
quality for lend . img .

sible for the constructing the pixels have been elimi-
nated. This also verifies one of wavelet properties of
being localized in both spatial and frequency domain .
Thus quantization error in the wavelet domain does not
translate in distortion distributed all over the image .
Low pass or median filters should he able to reduce the
effects of such a distortion . Severe truncations still pre-
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% Truncation PSNR (dB) Bit Rate (bpp)

77 39.16 3.8

86 33.23 2.5

94 27 .16 1 .4

97 23 .76 0.7

99 21 .08 0.36



serve the general looks, as shown in Fig . 3(f) . The
images are very distorted, but the general feature is still
observable .
The set of truncated coefficients has an unbalanced

distribution of zeros now such that a lossless compres-
sion should be able to compress it . We can then use the
ZIP compression to compress the coefficients . As shown
in Fig . 6, 90% of truncation translates to 2 bpp represen-
tation . The ZIP program was able to identify data repe-
tition in the truncated coefficients, and encoded them
compactly.

8

7

6

a. 5

4
m

3
Oa

2

I

0
10 20 30 40 50 60 70 80 90 100

% Truncation

Fig. 6 . Effects of the truncation to ZIP compression for
lena .img .

The same scheme is also used on another image,
camera . img, with almost similar results . Although
the quality of the reconstructed image is not as good as
that of lena . img, the results show similar trends (see
Fig. 7 and 8) . Also, Fig . 4 and Table 3 show similar
effects of the truncation on the image quality .

Table 3 . PSNR values and bit rates of images in Fig . 6 .

3 .3. Compression Performance
We can then use the threshold scheme as a simple

image compression scheme . The compression takes the
forward DWT of the image, truncates the small magni-
tude coefficients according to a threshold, and losslessly
compresses the truncated coefficients to become the
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Fig. 7 . Effects of % of truncation on the

image quality for camera . img .

10 20 30 40 50 60
% Truncation

Fig. 8 . Effect of the truncation to ZIP compression
for camera . img .

compressed image . The decompression then starts with
lossless decompression of the compressed image, and
inverse transforms the results to obtain viewable image .
Figures 9 and 10 show the compression performance
measured for 1 ena . img and camera . img, respec-
tively . We observe that in 2 bpp the image still have
good quality.

4. DISCUSSION

Localization characteristic and sparsity of wavelet
representation are interesting features for image com-
pression. The localized property of the wavelet coeffi-
cients reduces the effect of a quantization error to the
total image . This is an advantage over Fourier represen-
tation . The sparsity means that most of the image
energy is distributed among a few basis functions only .
Thus a scheme that finely quantizes the high coefficients
while coarsely quantizes the small-valued coefficients
leads to efficient compression with high quality .
From a practical perspective, the compression scheme

is interesting due to the simple and fast computation
structure. Since the implementation of the wavelet

70 80 90 too

% Truncation PSNR (dB) Bit Rate (bpp)

73 40.18 3 .98

84 31 .10 2.8

93 23.26 1 .6

97 19.51 0.85

99 17.46 0 .39
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Fig. 9 . Quality of the image for different compres-
sion rates for lena . img .
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Fig. 10 . Quality of the image for different compres-
sion rates for camera . img .

transform pair consists of filtering only, fast dedicated
hardware is possible .
In this scheme, two aspects are open for improve-

ments: (i) selection of the wavelet prototype, and (ii)
compression of the coefficients . In our experiment, we
selected DAUB4 because of its simplicity, its localized
property, and its immediate availability . Thus, the selec-
tion has not been made through a study of characteris-
tics of different wavelets . A more elaborate choice of
wavelet may lead to much better results . For example,
[Mall89] reports the use of image distribution character-
istics into consideration results in 1 .5 bit/pixel, with
only a few noticeable distortions . Furthermore, in our
experiment we apply brute force truncation to eliminate
redundancy. A more thoughtful method should produce
better results . A program which optimally embeds
Huffman coding in the compression scheme results in
3:1 lossless compression and 50:1 lossy compression
with some degradation [Pres9l b] .
We conclude that wavelet coding is an important

method for image compression . Characteristics of the
wavelet representation such as locality and sparsity can

7 8

be exploited for compact representation . The magnitude
of a wavelet coefficient determines the coefficient's sig-
nificance with respect to the image fidelity . This can
lead to very promising compression schemes as demon-
strated in this paper .
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22 QEX

Negative Frequencies
and Complex Signals

Yes, there are such things as negative frequencies .
Understanding them helps us analyze and process signals .

T he concept of a negative fre-
quency is one that seems
strange to many amateurs . Our

radios don't have negative frequency
values engraved on their dials, after
all . But negative frequencies do exist .
In this article, I hope to convince you
of that and to extend the discussion to
show how representing signals as
complex numbers eases signal pro-
cessing .

We run into the problem of negative
frequencies with mixers . We are told
in our basic radio texts that feeding
signals into the two input ports of a
mixer produces output signals at the
sum and difference of the two frequen-
cies . But if we calculate those output
frequencies, we find that we can get
negative values of frequency as well as
positive values. Usually, the text ei-
ther ignores these negative values or
dismisses them as unreal . But they
aren't unreal . In fact, we will find that
for every positive frequency coming
out of the mixer there is a correspond-
ing negative frequency present . Why?

225 Main Street
Newington, CT 06111
email : jbloom@arrl.org (Internet)

by Jon Bloom, KE3Z

We need to begin at the beginning .
The basic signal we'll work with is a
sine wave. Not only is this signal a
convenient one, it turns out that any
real signal can be analyzed as a num-
ber of sine waves added together . It's
important to keep the "can be ana-
lyzed" part in mind . What we are do-
ing here is attempting to represent
actual signals as mathematical ex-
pressions. If that seems abstract, re-
moved from the real world, consider
that our use of the word "frequency" is
just as abstract . Frequency is not a
physical quantity like mass or charge .
It is a rate-the rate at which a signal
repeats itself. In other words, it is a
particular mathematical characteris-
tic of a signal .

Representing Sine Waves
A sine wave is formed by rotating a

constant-amplitude vector around a
point. This is shown in Fig 1 . It's most
convenient to place the point at the
origin of a Cartesian plane-a set ofx-
y axes. The amplitude of the sine wave
can be found by determining, for a
given point in time, they displacement
of the end of the vector . If a cosine wave
is wanted, the x displacement is used .
Throughout this article, we'll use co-

sine waves for convenience . ("Sine
wave" is really a generic term ; it in-
cludes sinusoidal waves of any phase :
sine, cosine or whatever .)
What we've done by using a rotating

vector is to create a model for generat-
ing or analyzing a sine wave . We can
use this model to find a mathematical
expression-a function-for the sine
wave. Once we have that, we can pro-
cess the signal with math operations
to change it to be what we want it to
be. If our processing is done in analog

y

Fig 1-A sine wave is formed by a
rotating vector that has x and y
components .



electronics, the math operations are
implemented as circuits : a linear am-
plifier to multiply the signal function
by a constant value ; a voltage divider
to divide by a constant value ; a mixer
to multiply two signals together ; a cir-
cuit containing reactances to cause
delayed (phase-shifted) components of
the signal to add to and subtract from
one another . If we're processing the
signal in a DSP system, we of course
can perform the needed math in a com-
puter. But however we physically do
the processing, we are manipulating
the signal using mathematics . The
point is this : once we choose to apply
math to do our signal processing, we
have to take care that the math is com-
plete and consistent . That means that
if the math shows negative frequen-
cies to be part of the signal, we can't
afford to ignore them . And, as it turns
out, recognizing the existence of these
negative frequencies leads to a more
intuitive understanding of what hap-
pens in some kinds of signal process-
ing, like mixing .

From the rotating vector of Fig 1, we
can write a math function that ex-
presses the signal amplitude at any
point in time . The vector rotates at a
constant rate, making some number of
circles (cycles) per second-the fre-
quency, f. In each of those cycles, the
vector rotates through 360°, or 2n ra-
dians. The angular rate of rotation of
the vector is therefore 27rfradian/s . To
find the angle of the vector at any point
in time, all we need to do is to multiply
the rate by the time : 2rrft . The signal
amplitude of a cosine wave is the x
component of the vector, which from
trigonometry is the length of the vec-
tor times the cosine of the angle :
Acos(2irft). To complete the expres-
sion, we write it as an equation :
a(t) = A cos(2rzft)

	

Eq 1
In this case, a is the instantaneous
amplitude of the signal . The expres-
sion a(t) is read as "a as a function of
t," and simply shows that plugging a
particular value of t into the equation
results in a particular value for a .

In Eq 1, the value of 21tf is constant
(we assume the frequency is constant) .
So, rather than write 2irf in all of our
equations, we often use the identity :
co = 21rf

	

Eq 2
Which changes Eq 1 to :
a(t) = A cos(cot)

	

Eq 3
This is a fine way of representing the

sine-wave signal mathematically-we
can take any value of t and find both
the angle of the vector and the corre-
sponding value for a . But there's a

y

x

Fig 2-Knowing only the cosine of the
vector's angle is insufficient ; there are
two angles that have the same cosine
value .

problem: we can't take a value ofa and
find the corresponding angle of the
vector. Fig 2 shows why: there are two
possible angles that produce the same
value for a . If the amplitude could have
been produced at an angle of cot, it
could as easily have been produced at
an angle of -cut . That means that we
can't determine the phase of the sine
wave from its amplitude. That will be
a problem if we do signal processing in
which phase is important ; it will be
difficult to find math operations that
do what we want, all because our origi-
nal rotating-vector model is incom-
plete . It's adequate for generating the
signal, because we can get a precise,
unambiguous value ofa for any angle .
But it's not suitable for completely
analyzing the signal because we can't
derive an unambiguous angle based on
a particular value of a .

What we need to complete the model
is more information-a second vari-
able, to remove the ambiguity between
the two possible angles that can pro-
duce the instantaneous amplitude .
But we don't have more information ;
all we have is the amplitude . We'll see
later that there is a way of developing
more information, but for now, we
don't have it. So, we need a way of re-
moving the ambiguity from our model .
We can do that by adding a second
vector. If the sine-wave signal is com-
posed of two vectors, one at a positive
angle and one at a negative angle, as
shown in Fig 3, our problem is solved .
Now, for any value of a we can deter-
mine the angles of the two vectors. In

wt

-wt

Fig 3-A real-number signal can be
considered to be composed of two
rotating vectors, shown as solid lines .
The sum of those two vectors, shown
with dotted lines, always lies on the x
axis .

this case, while one vector is rotating
clockwise, the other is rotating coun-
terclockwise, so that its angle will al-
ways be the negative of the first
vector's . The rotational speed of the
clockwise-rotating vector is w. The
other vector must then have a speed of
-cu. In other words, its frequency is
negative. Since each vector contrib-
utes its x component to the amplitude
of the signal, the length of each vector
has to be half of the length of the origi-
nal single vector of Fig 1 . The equation
that expresses this new two-vector
model is :

a(t) = A cos(O)t) +A cos(-c)t)

	

Eq4
This new equation solves our problem ;
from any value of a we can find the
angles of the two rotating vectors .
What Eq 4 shows is that the signal is
composed of two frequency compo-
nents, a positive one and a negative
one. This is characteristic of any sig-
nal whose amplitude is composed of
real-number values . Note that the
sum of the two vectors will always lie
on the x axis : it's a real number .

If you are still skeptical about the
reality of negative frequencies, con-
sider this : in physics, we often talk
about negative velocity. What is
meant by this is not that the speed of
the item is less than zero, but that the
direction is opposite to whatever direc-
tion we called positive . The same is
true here . A negative frequency
doesn't mean that the signal repeats
itself less than 0 times per second, but
that the vector is rotating in the oppo-
site direction from that of a positive-
frequency signal .
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Most useful signals are not a sine
wave, but something more compli-
cated. Some mathematics can be
used-although we won't go through it
here-to show that such signals can be
considered to be the summation of a
number of sine waves of varying fre-
quencies, phases and amplitudes .
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_w2

-w l 0

(A)

(B)

(C)

Each of the sine waves in the signal
has both positive and negative fre-
quency components, just like the sine
wave we have discussed .

Mixing Signals
Mixing is an integral part of much of

the signal processing we do . The ideal

W 1

W2

-w2

	

0-wl

	

wl

	

wz

w, and -w,

	

w, and -w,

shifted by -w2

	

shifted by w2

Fig 4-Mixing two real-number signals . The spectral components are shown on a
frequency-versus-amplitude graph . The two inputs to the mixer, ±w 1 and ±w2, are at
A and B, respectively . The result of the mixing is shown at C .

double-balanced mixer would multiply
each instantaneous amplitude value
of one of its input signals by the corre-
sponding (in time) amplitude of the
other input signal to produce the out-
put signal . If the two input signals are
sine waves of different frequencies,
one at w i and one at w 2 , the result of
the mixing is :
y(t) = A cos(w i t) B cos(o)2t)
Here, y is the output signal from the
mixer .
That's fine, but what does that mean

in terms of the frequency content ofy?
The mathematical answer is that mul-
tiplying two time-varying signals can
be analyzed in the frequency domain
by means of convolution . We could
take several pages here to explain con-
volution, but there is a simpler way of
looking at the process : Each frequency
component of one input signal shifts
all of the frequency components of the
other signal. Fig 4 shows this for our
example mixing of two sine waves .
We'll choose cos(wit) as the signal to
be shifted, and cos((ozt) as the signal
that does the shifting . The spectrum
of the first signal is shown in Fig 4A ; it
consists of two components, at fre-
quencies of w l and -w, . Similarly, the
second signal, Fig 4B, has components
of w 2 and -w2 . Fig 4C shows the output
after mixing. The ±wl components
have been shifted up in frequency by
the w 2 component, resulting in compo-
nents at ((o 2+ 0 1 ) and (0)2-W,) . And
the ±o components have also been
shifted down in frequency by the -w 2
component, resulting in (_0)2+(O1) and

-f.

(A)

(B)

f . .

Fig 5-Mixing a signal composed of a
carrier (at fc) and its sidebands with a
single-frequency signal (at fmix) .



(-(02-(0 1 ) components . We could have
chosen the w 2 signal as the one to be
shifted and the w l signal as the one to
do the shifting ; we would have gotten
the same result . (Try it!)
Fig 5 shows the mixing process when

one of the input signals consists of a
number of frequency components . For
example, a modulated signal, which
consists of the carrier and its sur-
rounding sidebands . In this drawing,
we're representing this signal by
showing a band of frequencies that the
signal might occupy . Mixing this sig-
nal with a sine-wave signal results in
the output shown in Fig 5B .

This way of looking at mixing seems
more intuitive than the way most
amateurs originally learned. ("Mixing
produces sum-and-difference prod-
ucts . . .") And, as we'll see, it is easily
extended to complex signals .

Complex Signals
The preceding discussion shows

what happens when we're dealing
with real sine waves that have a single
amplitude value at each point in time .
In our model, we had to resort to two
rotating vectors-two frequencies-to
make it work . If only we had an addi-
tional piece of information at each
point along the waveform of our sine
wave, we could find the angle of our
single rotating vector (Fig 1) from the
instantaneous amplitude unambigu-
ously. There are several candidates for
this additional variable . For example,
we could use the vector's angle itself .
If our signal carried not only ampli-
tude information but angle informa-
tion as well, we'd be all set . In our
processing we would need to have two
values for each point in the wave-
form-two channels in the analog elec-
tronics, or two sets of numbers in a
digital computer .
Angle values would work, but a more

convenient second variable can be
found in Fig 1 . If the signal amplitude
values were to tell us not only the co-
sine of the vector's angle, but also the
sine of that angle, there is only one
possible angle that matches the
signal's instantaneous value . Includ-
ing the sine value removes the angle
ambiguity because the two angles of
Fig 2 that share the same cosine value
have different sine values . So a sine-
wave signal that consists of two values
at each point of the waveform-the
cosine value and the sine value-de-
scribes a single rotating vector .

Since we want to process our signals
mathematically, it would be nice to
find a way of combining the two values

that make up a point of the waveform
into a single number . We do that by
using the two values to form a complex
number, which we can do because the
cosine and sine components are at
right angles to one another, just as are
the real and imaginary parts of a com-
plex number . Now, our signal is ex-
pressed so :
a(t) =Acos(wt)+JAsin( (ot)

	

Eq5
with the j being \i_l .

Since Eq 5 describes a single vector,
there is only one frequency compo-
nent. As written, the equation de-
scribes a vector rotating in the clock-
wise direction ; it has a positive fre-
quency. A negative-frequency vector
would be rotating in the counter-
clockwise direction, resulting in the
equation :

It

Q 1

2

I

0

Fig 6-Mixing two analytic sinusoids results in a simple frequency shift .

(+)

a(t) = Acos(wt)- jAsin(wt)

	

Eq 6
Just as in the case of signals made

up of real-number amplitude values,
complex-number signals can consist of
multiple sine waves . In this case, the
signal need not have both positive and
negative frequency components, al-
though it may. In fact, it may have a
positive component (or components) at
frequencies different from those of the
negative component (or components) .
If a complex signal contains only

positive-frequency components, or
only negative-frequency components,
it's called an analytic signal .

In our signal processing system, we
call the signal path of the real part of
the complex numbers the in-phase (I)
channel . The signal path of the imagi-
nary part is called the quadrature (Q)
channel .

1
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C02 (t) 1 +(1)2
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Fig 7-Multiplying two complex signals (1 1,01 and 12, 02) requires four real
multiplications and two real additions .

'out

out

September 1994 25



Mixing Complex Signals
When we mixed two real-number

signals, we said that each frequency
component of the shifting signal
moves each component of the shifted
signal by an amount equal to the shift-
ing component . That's still true if the
two signals we're mixing are complex .
For example, if we mix two complex
signals, each of which contains a
single positive-frequency component,
the result is a signal whose frequency
is the sum of the two input signal fre-
quencies; one of the signals has shifted
the other up, as shown in Fig 6. Or, if
the shifting signal was a single nega-
tive frequency, the other signal would
be shifted down .
This shows the utility of viewing

mixing as a frequency-shifting pro-
cess . It doesn't matter what the fre-
quency components of the signals are,
or whether they are real or complex ;
the shifting mechanism is the same in
all cases .

Of course, multiplying two complex
signals is a bit more difficult than
multiplying two real signals . Each
complex signal value consists of a real
part and an imaginary part . Multiply-
ing the two numbers becomes :
(a+ jb)(c+ id) =(ac-bd)+ j(bc+ad)

Eq 7
Since the real and imaginary parts

are handled in separate channels in
our signal-processing hardware or
software, implementing Eq 7 requires
something like the block diagram of
Fig 7. This isn't something you want to
do in analog electronics if you can
avoid it! In DSP, however, it's not dif-
ficult, although repeated complex
multiplications may require more pro-
cessor power than we'd like .

Creating Analytic Signals
Often, we want to process a real-

number signal, but we'd like the
flexibility of an analytic signal, with-
out the "mirror image" negative-
frequency components . So, we would
like to create a signal that has only the
positive-frequency components of the
input. To convert the input signal into
an analytic signal, we will need to
create the second set of values, which
will become the imaginary part of our
complex numbers . The question is,
how?

Consider once again the rotating
sine-wave vector of Fig 1 . We have as
our input signal the x, or cosine, com-
ponent of this vector . We need the sine
component as well for our analytic sig-
nal. But this is a sine wave . The sine

26 QEX

component at a particular time is
equal to the cosine component of a
quarter cycle (90°) earlier . To put it
another way, the sine component is
equal to the cosine component, phase
shifted by 90° . So, if we could generate
a signal that is like the input signal,
but with every frequency component
shifted by 90°, we could use that as the
imaginary (quadrature) part of our
complex signal .
Generating this quadrature signal

can be difficult, especially in analog
electronics. Every frequency compo-
nent of the signal must be shifted by
90°. That means that each of these
components must be delayed by a
quarter cycle. But since the period of
each frequency component is different,
the needed delay is different . This isn't
a big problem for a narrow-band, high-
frequency signal . For example, for a
3000-Hz-wide signal centered at 9
MHz, all of the components within the
signal are at nearly the same fre-
quency, so a fixed delay of :
1

	

1

	

= 27.8 ns
4,9 MHz )
provides very nearly a 90° shift for all
of the signal frequencies . (The phase
error is about 0 .02°.) But have that
same 3-kHz bandwidth centered at 10
kHz, and a fixed delay won't work . In
that case, you have to resort to some
pretty complex analog circuitry to
achieve the needed phase shift .

In DSP, we have a tool, called the
Hilbert transformer, that provides a
90° phase shift of a broad-band signal .
Hilbert transformers are imple-
mented as finite-impulse-response
(FIR) filters, which are reasonably ef-
ficient DSP algorithms. That's one
reason why use of complex signals is
more common in DSP than in analog
electronics .

x(t)

Eq 8

Half-Complex Mixers
There is another way of turning a

real-number signal into a complex sig-
nal, a way that is more practical in
analog implementations . The scheme
is shown in Fig 8 . Here, a real input
signal is mixed separately with both
the real and imaginary components of
an single-frequency analytic signal .
This causes both the positive- and
negative-frequency components of the
real signal to be shifted up (in this
case) in frequency . If the negative-fre-
quency component is shifted up
enough to become a positive-frequency
component, the resulting signal con-
tains only positive-frequency compo-
nents: it's an analytic signal . This
scheme is known as a half-complex
mixer .

Complex Signals and the Weaver
Method
The Weaver method of generating

and demodulating SSB signals is well
known. 1 '2 It's useful, though, to con-

'Notes appear on page 27 .

x(t) D
D

Fig 8-A half-complex mixer creates a
frequency-shifted complex signal from a
real-number signal .

Fig 9-Block diagram of the Weaver method of demodulating SSB .

Q(t)

y(t)
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Fig 10-Steps in the processing of an SSB signal via the Weaver method of Fig 9 . The input signal is at A . It is first shifted
down in frequency via a half-complex mixer, resulting in the spectrum at B . Low-pass filters remove the unwanted spectral
components-everything except the desired sideband-to produce the signal at C . This complex signal is then shifted up
(multiplied by a single-frequency analytic signal) so that the signal is in the proper audio frequency range, with only the real
part of the result (D) used as the output of the system .

sider this technique as one using com-
plex signals . The basic scheme is
shown in Fig 9 . Here, the incoming
signal is mixed with an analytic signal
at a negative frequency (-w„) in the
center of the desired sideband . This
shifts the input signal down in fre-
quency so the center of the sideband is
at 0 Hz, as shown in Fig 10B . Low-pass
filters then eliminate the unwanted
sideband and any adjacent-channel
signals. The resulting complex signal
is then mixed with an analytic signal
at a positive frequency (w a ) equal to
the center of the audio range of the
modulation, which shifts the signal up
to the proper audio frequencies .
You can analyze this method using

trigonometry, as has been done in nu-
merous publications . But how much
easier it becomes when you recognize
the use of complex signals in the mix-
ing process! The first set of mixers in
Fig 9 form a half-complex mixer like
that of Fig 8. The second set of mixers
operate like the complex mixer of Fig 7,
except that only the real-number part
of the result is computed ; we only need
that part to output the audio signal .

Conclusion
It's reasonable to wonder why, since

negative frequencies exist, we don't
often hear about them in analog elec-

Desired
Sideband

tronics . The reason is that, since any
real signal contains negative-fre-
quency components equal to its posi-
tive-frequency components, we can
afford to neglect them . They are there,
but we can simplify much of our view
of analog electronics by using such
maxims as : "a mixer produces signals
at the sums and differences of the in-
put frequencies ." That simplified view
is useful, but it isn't the whole story .
And once we begin doing more compli-
cated processing of the signal, use of
complex signals makes that simplifi-
cation unusable, since we no longer
are assured that the negative-fre-
quency spectrum will mirror the posi-
tive frequencies .
Negative frequencies and complex

signals are a valuable analysis tool for
use in understanding the operation of
signal processing systems . Particu-
larly in the case of DSP implementa-
tions, but also in some analog electron-
ics, they provide a simple, intuitive
way of looking at some otherwise
nonintuitive processes .

Notes
1 Puig, Carlos M., KJ6ST, "A Weaver Method
SSB Modulator Using DSP," QEX, Sep-
tember, 1993, pp 8-13 .

2Anderson, Peter Traneus, KC1HR, "A Dif-
ferent Weave of SSB Receiver," QEX,
September, 1993, pp 3-7 .
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A Low-Noise PHEMT Amplifier
for 5760 MHz
With the growing interest in the

6-cm band, for both terrestrial and
satellite work, I've decided that this
band could use more circuits to copy .
Unlike at VHF, where the sky is pretty
noisy, cold-sky temperatures can be

225 Main Street
Newington, CT 06111
Email: zlau@arrl .or g (Internet)

10

R2

C2

R4
51

C1-C3-10-pF ATC 100A chip
capacitors .
C4-C7-1000-pF chip capacitors .
J1, J2-SMA panel jacks .
01-NEC 32684A PHEMT, available from
California Eastern Laboratories . Long-
lead device preferred .
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by Zack Lau, KH6CP/1

quite low on this band, sometimes get-
ting close to the 3-Kelvin limit associ-
ated with the Big Bang . Because of the
low sky temperature, a 0 .7-dB system
noise figure can result in as much as a
7-dB improvement over a 3-dB system .
In contrast, a 0 .7-dB system noise
figure at 2 meters is likely to have only
a 2-dB improvement over a 3-dB sys-
tem. As amateurs in heavily populated
areas have found, even this much of an
improvement may not be available at

RF

Fig 1-Schematic diagram of the 5760-MHz, two-stage, low-noise preamplifier.

02-ATF 10135 GaAs FET, available
from Hewlett Packard. Short-lead
devices are usable (see text for details) .
R1-10-i2 chip resistor .
R2-R5-51-i2 chip resistors .

2 meters because of the high noise
level from electrical interference on
VHF. The design presented here has a
0 .65-dB noise figure with 22 dB of
gain . This noise figure is approxi-
mately 0 .3-dB less than that realized
from good designs that use the ATF
10135 GaAs FET .

System Design Considerations
While the goal is to minimize the

noise figure of the preamp as much as

VG2

Microstrip transmission lines are
indicated in the drawing by rectangles .
These are modeled in the Microwave
Harmonica simulation of the circuit, as
are the stray (unlabeled) inductances
shown .



130

02
2N3906

R9
1 .908 V

f9

Q1
2N3906

2 .955 V

Mr

ribnl 9n0

VD2
(ATF10135)

VG2
-0.745 V

Fig 2-Bias supply circuit for the GaAs FETs .

C1-Feedthrough capacitor. The value

	

U1-LM317L adjustable voltage
is not critical .

	

regulator IC .
01, Q2-2N3906, 2N2907, or other

	

U2-Intersil ICL7660CPA or SI7660CPJ
general-purpose PNP transistors .

	

CMOS voltage converter IC .

	

transition .

Fig 4-Etching pattern for the preamplifier circuit board . Use 15-mil 5880 Duroid .

possible, it is often wise to figure out
how the preamp fits into the system .
Then, when you fit everything to-
gether, you should get the theoretical
performance you calculated with a10

	

minimum of tweaking.
Perhaps the most important factor

is stability . If your preamp oscillates,
you are better off without it in your
system. Some people actually get it

R6

	

backward; they only consider stability
10 k at the design frequency . Actually, the

design frequency is where you have
the most flexibility . After all, ama-
teurs typically take great pains to
match their antenna to the transmit-
ter, so the impedance of the antenna is
often pretty close to 50 92, at least on
the band you are using . So, conditional
stability, or stability with good termi-
nations, may be all you need at the
design frequency. (This assumes that
the second stage has a well behaved
input impedance, like that of a broad-
band MMIC.) On the other hand,
impedances can get pretty wild once
you get out of band, so your preamp
should be unconditionally stable out-

10 k

	

side the design frequency range .
The gain of the amplifier is another

important consideration ; the noise fig-
ure of a microwave LNA doesn't neces-
sarily set the system noise figure . If
you do a few calculations, considering

One Inch

02
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0.2 pF
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Fig 3-Model of the SMA-to-microstrip
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that a typical transverter noise figure
is 3 or 4 dB, it is pretty obvious that
preamps with gains of 10 dB are more
useful for winning noise-figure con-
tests than for setting system noise
figures . To get that ultra-low 0 .4-dB
system noise figure, you really need
20dBofpreamplifier gain, rather than
10 dB . To achieve that, you need a
multistage amplifier . But the dynamic
range of high-gain preamps tends to
be less than that of lower-gain designs .
Fortunately, the degradation in
dynamic range is often acceptable as
you go up in frequency, since signals
can be separated using antenna direc-
tivity . Of course, if you already have a
good system or just want to evaluate a
device, single-stage pre-amps make
more sense .

The gain-versus-frequency curve is
also important . Ideally, your design
shouldn't have a low-frequency gain
peak; it should have more of a band-
pass response, centered at the design
frequency . This is particularly impor-
tant if you are using broadband anten-
nas near a cellular phone site . If you
need to fix a system with this problem,
you might consider using a horn feed,
which will act as a waveguide below
cutoff for low-frequency signals .

The Actual Design
The RF circuit of the preamp is

shown in Fig 1, and the bias circuit is
in Fig 2 . Based on my success with the
device at 10 GHz, I chose the NEC
32684A PHEMT for the low-noise
stage . For the second stage I use a
Hewlett Packard ATF 10135 GaAs
FET. While the GaAs FET has a higher
noise figure than the PHEMT, it is
much easier to match for both noise
figure and return loss . It is also signifi-
cantly cheaper, while only having a
slightly worse noise figure . Using the
PHEMT as a second stage would lower
the noise figure by just a few hun-
dredths of a dB . If you had another
PHEMT device to use, I'd recommend
you build a second two-stage preamp
and select the best one. It's not un-
usual for seemingly identical preamps
to vary by a tenth of a dB in noise
figure .
The circuit is etched on 15-mil 5880

Duroid board . I first built the GaAs
FET stage on this board to see if there
was any significant reduction in board
loss compared to a design on 31-mil
stock-there wasn't . And 15-mil board

Fig 5-Parts-
placement diagram
for the 5.7-GHz GaAs
FET preamplifier.

5760

Cl

R20.o
ca

allows shorter-length source leads
when through-board mounting the
transistors-and less consequent in-
ductance. This is an important consid-
eration for the PHEMT input stage,
since this device has a lot of gain, even
through Ku band .

While it made the design a bit more
difficult, I wanted the flexibility of
using either stage by itself. With cal-
culated input and output return losses
of at least 19 dB, or a 1 .24:1 SWR,
there shouldn't be any difficulty in
using the stages of this design sepa-
rately. However, if you use something
other than SMA transitions, such as
an N-to-microstrip transition, you
may want to modify the matching
circuitry slightly . It was designed for
the SMA transition shown in Fig 3 .
The gain of the PHEMT stage is un-
doubtedly a little lower than what
could be obtained if the stages were
designed as a single unit, since some
resistive loading is needed to get a
stable single-stage design .

Construction
I advise reading about Al Ward's

microwave preamps before building
this one . You can find his article in
either the May 1989 QST or the 1992
or 1993ARRL Handbook . The transis-
tor mounting is almost identical,
though I decided to mark where to cut
the slots . You want your slots to just
touch the outside edges of the tiny PC
board pads marking the slots . Ideally,
you should get the long-lead versions
of the devices . Otherwise, I'd recom-
mend you use thin copper foil to
connect the pads marking the slots to
the ground plane, then solder the tran-
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sistor to the copper foil . The foil should
be 20 mils wide . I used EMI shielding
tape with the adhesive removed . The
tape is only 1 mil thick .
As with all my preamps, the bias

circuitry is built over the ground plane
side of the board . I prefer an active
bias circuit, such as that shown in Fig
2, but you can use any circuit that
doesn't overstress the PHEMT .
According to the data sheet, the abso-
lute maximum Vd is 4 V, while the
absolute maximum Vs ,, is -3 V. It is a
good idea to test the negative voltage
generator before connecting a bias
supply to a microwave FET . Since the
negative voltage is needed to turn the
FET off, some designs can stress the
transistor with too much drain current
if' there is a problem with the bias
supply .
The file LNX5670.ZIP contains a

Postscript file that can be used to print
the circuit-board pattern, as well as
the Microwave Harmonica circuit
model description . This file can be
downloaded from the ARRL BBS (203-
666-0578), or via Internet from ftp.cs .
buffalo.edu in the /pub/ham-radio di-
rectory .

Erratum
In the July column, Fig 2, the PC

board pattern for the 13-cm converter
microwave circuitry, was reproduced
at the wrong size . A corrected copy
of the pattern can be obtained
from ARRL. Send a self-addressed,
stamped envelope to : Technical De-
partment, ARRL, 225 Main Street,
Newington, CT 06111 . Request the
Mode-S template from the July, 1994
QEX.
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