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THE AMERICAN RADIO
RELAY LEAGUE
The American Radio Relay League, Inc, is a
noncommercial association of radio amateurs,
organized for the promotion of interests in Amateur
Radio communication and experimentation, for
the establishment of networks to provide
communications in the event of disasters or other
emergencies, for the advancement of radio art
and of the public welfare, for the representation
of the radio amateur in legislative matters, and
for the maintenance of fraternalism and a high
standard of conduct .

ARRL is an incorporated association without
capital stock chartered under the laws of the
state of Connecticut, and is an exempt organiza-
tion under Section 501 (c)(3) of the Internal
Revenue Code of 1986 . Its affairs are governed
by a Board of Directors, whose voting members
are elected every two years by the general
membership . The officers are elected or
appointed by the Directors. The League is
noncommercial, and no one who could gain
financially from the shaping of its affairs is
eligible for membership on its Board .

"Of, by, and for the radio amateur, "ARRL
numbers within its ranks the vast majority of
active amateurs in the nation and has a proud
history of achievement as the standard-bearer in
amateur affairs .

A bona fide interest in Amateur Radio is the
only essential qualification of membership ; an
Amateur Radio license is not a prerequisite,
although full voting membership is granted only
to licensed amateurs in the US .

Membership inquiries and general corres-
pondence should be addressed to the
administrative headquarters at 225 Main Street,
Newington, CT 06111 USA .

Telephone : 203-666-1541
Telex : 650215-5052 MCI
MCIMAIL (electronic mail system) ID : 215-5052
FAX : 203-665-7531 (24-hour direct line)

Officers
President : GEORGE S. WILSON III, W4OYI

1649 Griffith Ave, Owensboro, KY 42301

Executive Vice President: DAVID SUMNER, K1ZZ

Purpose of QEX:

1) provide a medium for the exchange of ideas
and information between Amateur Radio
experimenters

2) document advanced technical work in the
Amateur Radio field

3) support efforts to advance the state of the
Amateur Radio art

All correspondence concerning QEX should be
addressed to the American Radio Relay League,
225 Main Street, Newington, CT 06111 USA .
Envelopes containing manuscripts and corre-
spondence for publication in QEX should be
marked : Editor, QEX.

Both theoretical and practical technical articles
are welcomed . Manuscripts should be typed and
doubled spaced . Please use the standard ARRL
abbreviations found in recent editions of The
ARRL Handbook . Photos should be glossy, black
and white positive prints of good definition and
contrast, and should be the same size or larger
than the size that is to appear in QEX.

Any opinions expressed in QEX are those of
the authors, not necessarily those of the editor or
the League . While we attempt to ensure that all
articles are technically valid, authors are
expected to defend their own material . Products
mentioned in the text are included for your
information ; no endorsement is implied . The
information is believed to be correct, but readers
are cautioned to verify availability of the product
before sending money to the vendor .
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Empirically Speaking
Overseas QEX for Less
For some time we've been hearing

from our friends outside North
America that, while they enjoy read-
ing QEX, they distinctly don't enjoy
paying $48 or $60 per year for the
privilege of doing so . Those rates, for
members and nonmembers, respec-
tively, aren't intended to gouge our
offshore readers . Rather, they reflect
the high cost of getting QEX-or any
magazine-mailed for timely deliv-
ery from the US to other continents
via air mail .
What many have told us, particu-

larly in Europe, is that they would
happily opt for slower delivery if we
could bring the subscription price
down substantially. At the same time,
there are still those readers who want
their QEX right away, despite the
cost. So, we've decided to let the
reader make the decision . Beginning
immediately, new and renewal sub-
scribers to QEX from outside North
America can opt to have their copy de-
livered by surface mail, at an annual
cost of $20 for ARRL members and
$32 for nonmembers. This is a sub-
stantial savings over the airmail
rates . But for those in a hurry, the
airmail rates-and the consequent
fast delivery-are still available .

Of course, those who do opt for the
surface rates have to understand
that surface mail is slow . If you sub-
scribe to QEX at the lower rate, don't
be surprised if your copy takes 1 to 2
months to reach you . You can have it
fast or you can have it cheap, but
we've not found a way to give it to you
fast and cheap .

More on HF Simulators
Last month in this space we noted

the activity on the TAPR HF-SIG
mailing list, which is discussing the
possibility of developing a DSP-based
HF channel simulator to use to test
modem designs and implementa-
tions . We're happy to say that the
work is progressing. Those partici-
pating are rapidly finding the rel-
evant published material, including
CCIR Recommendations, papers in
the professional literature and books
that address the subject of how to
implement channel simulation .

While it's still a bit early-no code
has been written yet, as far as we
know-it is becoming clear that the
problem is a tractable one for the cur-

rent generation of low-cost DSP hard-
ware available to hams . We have little
doubt that the next few months will
see an HF channel simulator imple-
mented and running .
One of the lessons we are all re-

learning from this effort is that put-
ting multiple minds on a project can
make it easier, and that effective digi-
tal communications-via the Internet,
in this case-makes the meeting of
minds easier to achieve. Now if only
we could carry out these discussions
via an amateur digital network . Sigh .

This Month in QEX
It's one thing to build a home-brew

receiver or transmitter. It's another to
know how it stacks up performance-
wise. "The MTG1 Multitone Test
Generator," by Detlef Rohde, DL71Y,
provides audio and 80-meter two-tone
signals and an HF comb generator, all
of which can help you test your latest
creation .

How well do these modern HF digital
modes really work? A partial answer is
provided this month by Peter Reynolds,
KE4BAD, who reports on some "HF
Channel Simulator Tests of Clover ."
Been "Hearing Strange UHF Sig-

nals Lately?" If so, maybe your 70-cm
preamp can't handle the high levels of
commercial signals in nearby bands .
John Reed, W6IOJ, provides an inte-
grated preamp and filter design that
may help .
There is much confusion among

amateurs as to where the reflected
power on a transmission line ends up .
The answer is : in the load . But why?
This month, your editor, Jon Bloom,
KE3Z, takes his shot at explaining
"Where Does the Power Go?"

In this issue, Ladimer S . Nagurney,
WA3EEC, contributes a review of the
book : Digital Signal Processing in
Communication Systems, by Marvin E .
Frerking. Does the book tell you how to
generate and process modulated sig-
nals with DSP? Read the review!
This month's "Proceedings" column

lists the papers in the Proceedings of
the AMSAT-NA 12th Space Sympo-
sium and AMSAT Annual Meeting .

Finally, in his "Digital Communica-
tions" column this month, Harold
Price, NK6K, reports the interesting
reactions of several readers to his re-
cent gloom-and-doom columns about
packet.-KE3Z, email: jbloom@arrl . org
(Internet)



A clean multitone signal generator is needed to test
home-brew equipment. Here's one that's easy to build.

D escri bed here is a test generator
that is useful for checking the
performance of short-wave

transmitters and receivers . It consists
of the TTGI, an audio frequency two-
tone generator that was presented in
the German Amateur Radio magazine
cq-DL . 1 This device is useful for
linearity measurements of SSB trans-
mitters and amplifiers .
The MTG1 adds an RF two-tone

signal that is necessary for testing of
a receiver's large-signal capabilities .
Also included in the same box is a
device called a "needle-pulse genera-
tor" that delivers a comb of constant
amplitude marks (-73 to -67 dBm)
spaced 50 or 100 kHz apart . This part
of the MTG1 is useful for receiver test-
ing and other measurements . With
'Notes appear on page 6 .

Titiseestrasse 12
D13469 Berlin Germany

The MTG1 Multitone
Test Generator

by Detlef Rohde, DL7IY

December 1994 3



modern components, a very compact
assembly of the unit is possible as
shown in the photo . Fig 1 shows the
circuit diagram .

Mode of Operation
The MTG1 contains three indepen-

dent crystal-stabilized oscillators
from which the output signals are de-
rived and sent to three separate jacks .

I

Fig 1
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divided by 10 for an output frequency
of 1.39 kHz (F1) . Normally, SSB filters
have bandwidths between 2 and 3 kHz,
so modulation products of the upper
harmonics of the basic frequencies, F1
and F2, are suppressed by the SSB
filter and will not occur at the final
stage of the transmitter if there is good
sideband filter performance and good
linearity in the signal path . For one-
tone measurements, frequency F2
may be switched off. An RF two-tone
signal is generated as follows . The ref-
erence frequency of 14240 kHz, avail-
able on pin 9 of the oscillator chip, is
selected and divided by 4 using a very
fast binary divider (74ACT163) . A
TTL-level square wave at 3560 kHz
(F3) appears at pin 13 of the
74ACT163 . Another reference oscilla-
tor delivers the second RF frequency
of 3580 kHz (F4) in the same manner .
This oscillator operates at 14320 kHz .

A passive combiner bridge is used to
add the two square-wave signals . 2
Series 50-Q-resistors minimize the
possibility of internal intermodulation
in the output stages of the binary di-
viders . A 10-dB attenuator is inserted
into the signal path at the output of the
combiner so that the symmetry of the
bridge, which is carefully adjusted by
use of selected metal-film chip resis-
tors, is less sensitive to load varia-
tions .
After the signals are combined, a

7-element low-pass filter with a
Chebyshev characteristic is used to
suppress the upper harmonics of the
signals in order to get a sinusoidal
output .

Fig 2
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RF Two-Tone Signal in the MTG1

3 .56 3 .57 3 .58

The elements of this filter should not
be overdriven by the signals on its
input (-3 dBm each) . This especially
refers to the coils used, as their cores
might be saturated causing the gen-
eration of harmonics and IMD prod-
ucts. Iron-powder toroids (Amidon
T50-2) are a good choice, although fine
tuning of the inductance is not
possible with toroids . Alignment for
best harmonic suppression perfor-
mance must then be done by correct-
ing the final values of the capacitors
used . If no spectrum or network
analyzer is available, the station
receiver can be used to find the levels
of the harmonics. Be careful! The
receiver might be overdriven by the
strong -7-dBm input signals causing
spurious frequencies not coming from
the generator.Use a step attenuator in
front of the receiver's input and
increase the attenuation until no more
reduction of harmonics is achieved .' ]
(This device is also necessary for most
of the measurements possible with the
MTG1, such as measuring the third-
order intercept point, IP3, of a
receiver .) After finding an appropriate
input power level, tune the filter for
best harmonic suppression . At the fil-
ter output, a fixed attenuator of 3 dB
reduces the influence of receivers that
don't present a 50-Q impedance . The
output level of -7 dBm of each carrier
is sufficient to cause IMD products in
amateur receivers . A spectrum analy-
sis of the generator output shows no
detectable spurious signals within the
dynamic range of the analyzer (Fig 2) .
A time-domain analysis of the two-

3 .59 3 .60 3 .61 3 .62
MHz

Fig 3

0

tone signal is shown in Fig 3 as it
would appear on an oscilloscope .

A high-level receiver front end with
IP3=36 dBm, developed. by Michael
Martin, DJ7VY, was used to deter-
mine the generator's own IP3, which
proved to be 26 .5 dBm. This is ad-
equate for most amateur-radio gear
but not for commercial equipment,
where higher IMD dynamic ranges of
>90-dB are necessary for measuring
the state-of-the-art performance of
modern (high-priced) professional
receivers . To make such measure-
ments, generators of 100-W output can
be attenuated and combined to achieve
a higher IMD dynamic range .
The marker comb generator in the

MTG1 is similar to those published by
other authors . 4 Another reference
oscillator, operating at 8-MHz, deliv-
ers selectable 500-kHz or 1-MHz
square-wave signals after binary divi-
sion by 16 (74HCT163). A decade di-
vider (74HC4017) provides an output
signal of 50 or 100 kHz . To form sharp
needle pulses, a classic pulse shaper is
realized using a fast TTL NAND gate
(74S00) . The short propagation delay
leads to output pulses of about 4 ns or
less. This is not an ideal needle pulse
that has an infinite spectrum of
harmonics in the frequency domain,
but it's sufficient for measurements in
the short-wave range . The output
signal is adjusted to a level of-67 dBm
for 100 kHz marks by use of a fixed
attenuator. The 50-kHz marks are 6
dB below this level at -73 dBm . The
accuracy of the measurements made
with the needle-pulse generator

RF Two-Tone in the MTG1
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depends mainly on the correct level of
the marks. There may be a difference
of about 0 .5 dB between odd and even
harmonics, so the uncertainty of
measurements will be around that
much .

Measurements with the MTG1
The 350-Hz spacing of two-tone au-

dio signals from the MTG1 is good for
oscilloscope monitoring of the trans-
mitted signals . You can easily see the
effects of overdriving or of improperly
adjusted operating points in your
so-called linear amplifiers . Following
the signal with an oscilloscope, you
should see a display like that of Fig 3
in the IF or final-frequency range when
all stages are properly adjusted . It is
easy to detect a wrong operating stage
when you find a difference from this
waveform . The output level of the two-
tone signal from the MTG1 should be
adjusted to the same level as the one
from a microphone .
The low phase noise of the MTG1

signals allows testing of the phase-
locked oscillators in a receiver . By
watching the various beat frequencies
of the needle-pulse generator, for
example, I detected a badly locked
VCO in my ICOM IC-735 . It was easy
to hear that some markers sounded
noisy or jittered . The use of two-tone
tests for testing receiver performance
is well known and described in the
ARRL Handbook . The very clean RF
signals of the MTG1 with their high
spectral purity also show the bad
performance of some amateur receiv-
ers that are equipped with noisy PLL
synthesizers . A couple of years ago I
measured an FT-757GX from Yaesu .
You could see that the S-meter did not
go down to the S9 mark between the
two 20-kHz spaced carriers . It might
be impossible to detect weak signals
when operating between strong sig-
nals as a consequence of using such
equipment .

6 QEX

The frequency responses of receiv-
ers or amplifiers may be determined
by measuring the amplitudes of the
needle-pulse generator spectral lines
at the output of the device with a level
meter. Your receiver's S-meter may be
used to see if your receiver is less sen-
sitive in any range . The marker gen-
erator is also useful for noise-floor
measurements. It may also be used as
a broad-band signal source in the same
manner as a noise bridge . In connec-
tion with a frequency-selective detec-
tor (the station receiver), RF bridge
and step-attenuator, impedance-
matching measurements are possible .
It is much more comfortable to watch
a weak signal on a defined frequency
than to listen for differences in a noise
signal in order to measure the high
return loss of a well-matched device .

Hints for Construction
The MTG1 was built in a small

aluminum box with slots in the side
walls to serve as holders for the
printed-circuit boards . The PC boards
are double-sided universal boards
with a ground plane on one side . The
components used are, in many cases,
SMD-type to minimize the size of the
MTG1. In practical measurements,
the three parts of the generator are
used separately, so it is not necessary
to shield between them . The active
section may be selected by switching
the supply voltages . Good shielding is
necessary at the output of the needle-
pulse generator (see arrow in the
photo). Make sure that this part is
switched off when performing mea-
surements with AF or RF two-tone
generators .

The combiner and output filter are
mounted together with the input and
output attenuators on a separate
board. When using tunable coils,
coupling between them must be
avoided by the use of good metal
shielding, which is not necessary

when using toroids .

Conclusion
All the circuits in the MTG1 are

variations of circuits already pub-
lished in amateur-radio literature . 5
This solution is easy to build compared
to other published designs because
there are fewer steps in alignment
and because of the use of modern
integrated circuits that are cheap
and easy to find. A diminutive radio
shack may become a serious labora-
tory when the operator owns such
measuring devices . They are of special
importance when there is no possibil-
ity of access to such high-tech devices
as spectrum or network analyzers . But
this equipment is fine for calibrating
your own measuring aids, which can
then be of much help to the home-
brewing amateur who wants to mea-
sure the performance of his self-
constructed equipment . The MTG1
may help you decide whether or not
you're making a good choice when buy-
ing used or new equipment for your
station .
The author is member ofthe techni-

cal staff ofthe Heinrich-Hertz-Institut
Berlin, known world-wide as a re-
search facility, especially in the field of
fiber-optic communication . He is
grateful for being able to use the
infrastructure of this professionally
equipped working place to finish this
work .

Notes
'Rohde, Detlef, DL71Y, "Zweitontestgenerator
TTG1," cq-DL October 1994 .

2 The ARRL Handbook for the Radio Ama-
teur, 1994, p 2-45 .

3 The ARRL Handbook for the Radio Ama-
teur, 1994, beginning with p 25-37 .

4 Waxweiler, Richard, DJ7VD, "Eichmark-
engeber mit definierter Markenamp-
litude . . .," cq-DL, August 1978, pp 348-349 .

5Waxweiler, R ., "Hochfrequenz-Zweitongen-
erator", cq-DL, September 1980, pp
412-414 .
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HF Channel Simulator
Tests of Clover

Introduction
Clover is a new waveform for data

transmission for HF ("waveform," as I
use it here, comprises the modulation
and coding techniques used to trans-
mit data) . It was developed by Ray
Petit, W7GHM, specifically to over-
come the limitations of the modes of
HF data communication currently
widely used by amateurs . The limita-
tions of RTTY, AMTOR (including
its derivatives SITOR and Pactor),
and AX.25-based packet radio for
data transmission over HF are well
known.' Clover combines sophisti-
cated modulation techniques with
error-correction-and-detection coding
and error-control protocols . The result
is a waveform that efficiently uses the
radio spectrum to provide error-free
throughput in a narrow bandwidth

I Notes appear on page 12 .

Middelweg 9, Wassenaar 2242BK
The Netherlands

A look at the performance ofsome
Clover modulation formats.

by Peter Reynolds, KE4BAD

over a wide range of HF channel con-
ditions. In this article I will describe a
brief test of the HAL PCI-4000 PC-
board implementation of Clover . The
testing was conducted at SHAPE
Technical Centre using an HF channel
simulator .

Clover has evolved from the original
Clover-I waveform into Clover-II . I
will not discuss Clover-I further and
will use Clover to refer to the current
Clover-II waveform implemented in
the HAL PCI-4000 product . More de-
tails on Clover-I can be found in
Note 2 .
Many HF radio users (both inside

and outside the amateur community)
still use 75-baud FSK radio teletype
(RATT) or some minor variation for
HF data communication . Clover came
to my attention because of a program
underway within the North Atlantic
Treaty Organization (NATO) to up-
grade the FSK currently used in RATT
systems to a more modern waveform .
The upgrade program is to be imple-

mented incrementally; the first
step will be to simply adopt a new
modem without immediately changing
the existing procedures and other
equipment .
A new modem for this application

must consider the bandwidth of the
available HF channels, as well as com-
patibility with existing equipment .
Clover is designed to operate in a
-50-dB bandwidth of 500 Hz . Much of
the maritime mobile HF spectrum has
been reallocated into 500-Hz channels
by a recent World Radiocommun-
ication Conference, or WRC. We de-
cided to evaluate the performance of
Clover because, as a commercially
available product offering data trans-
mission on HF in a widely available
bandwidth, it offered a potential low-
cost solution for maritime mobile HF
data communication . Even if not
adopted directly for use, Clover offers
a good data point for comparison for
other HF data modems that use more
bandwidth, such as those defined in

December 1994 7



MIL-STD-188-110A and STANAG
4285 . 3,4 Although our users are mili-
tary, it should be noted that the 500-
Hz bandwidth applies to all new mari-
time mobile HF users, many of which
are commercial .

The Clover system offers a signifi-
cant improvement over the current
waveforms for HF data communica-
tion used by maritime mobile users
and over the systems currently in wide
use in the amateur community . In the
crowded amateur HF bands, as in
other parts of the HF spectrum, any
more efficient use of the spectrum de-
serves close attention .

Clover Description
The Clover modem described in this

article is implemented on an ISA-bus
PC card, the HAL PCI-4000 . Software
(for DOS) is provided to control the
modem and to provide a data interface
via the PC bus . Data I/O is over the PC
bus only ; an external data I/O port is
not provided . The card has connectors
for a radio interface (audio I/O, PTT,
SEL-CAL and tuning indicator), and
appropriate cables are provided . A de-
tailed manual is also provided, which
covers setup and operation as well as
details of the system . The following
sections give a brief overview of the
Clover system including modulation,
coding, and ARQ . For a more detailed
description, see Notes 1 and 2 .

Modulation
The Clover output is an audio signal

intended to drive an SSB transmitter .
Clover uses four subcarriers at
2062.5 Hz, 2187 .5 Hz, 2312 .5 Hz and
2437.5 Hz . Each subcarrier is con-
stantly on-off keyed at 31 .25 baud,
timed such that the pulses on succes-
sive frequencies reach their peak
amplitude at 8-ms intervals . The data
is encoded by the difference in phase
and/or amplitude of successive pulses
on a single subcarrier . Changes in the

Table 1 . Clover Data Rates

8 QEX

phase and/or amplitude of the sub-
carrier occur only when the instanta-
neous amplitude of that subcarrier is
zero due to the on-off keying . This
technique avoids the broad spectrum
usually associated with phase modu-
lation. To distinguish between classi-
cal FSK and PSK modulation, in which
a single audio subcarrier is shifted in
frequency or phase, and the Clover
technique, in which changes in fre-
quency or phase occur only in the zero-
amplitude intervals of the constant
on-off keying, the Clover modulation
techniques are called frequency shift
modulation (FSM) and phase shift
modulation (PSM). Clover uses eight
different forms of modulation, varying
in throughput and robustness . Each
will be described here briefly. A
general description and discussion of
different types of modulation may be
found in Notes 5 and 6 .
The most robust Clover modulation

(also having the lowest throughput) is
binary PSM (BPSM) with four-fold
diversity. Each subcarrier is modu-
lated with BPSK, meaning that the
phase of a pulse can have two values,
one indicating binary "one" and the
other "zero ." The result is 31 .25
bit/s on each subcarrier . The data is
repeated on each of the four sub-
carriers, giving four-fold diversity and
a total throughput of 31 .25 bit/s . The
second modulation is binary "FSM"
with two-fold diversity, in which each
of the two pairs of subcarriers are used
to transmit data in a fashion similar
to an FSK tone pair. Because there are
effectively two 31 .25-baud FSK sig-
nals carrying redundant information,
the throughput is also 31 .25 bit/s (the
same as for the four-fold diversity
BPSM) . 7 The third modulation is
BPSM, in which each subcarrier car-
ries different data, for a net through-
put of 4x31 .25=125 bit/s. Fourth is
QPSM, in which each symbol can be
one of four phases ; each phase

represents a pair of bits . The through-
put is therefore 4x31 .25x2=250 bit/s .
Next is 8-ary PSM ; here each symbol
can be one of eight phases, each repre-
senting three bits . The throughput is
then 4x31 .25x3=375 bit/s . The next
two modulations have the same
throughput of 500 bit/s. Each also has
sixteen symbols, each symbol carrying
four bits . One uses sixteen different
phases; the other uses eight different
phases combined with two different
amplitudes . Finally, there is a modu-
lation using sixteen different phases
and four different amplitudes, for a
total of 64 different symbols, each car-
rying six bits . The total throughput of
this mode is then 4x31 .25x6=750
bit/s (perhaps giving new meaning to
the expression "making hay while the
sun shines!") .

Error-Correction Coding
The above throughput figures do not

include any error-correction coding .
Error-correction coding involves the
systematic addition of redundancy to
the transmitted data, which allows
some number of errors to be corrected
at the receiving end of the link . This
technique is often called "forward er-
ror correcting" or FEC coding. Clover
includes a form of FEC coding called
Reed-Solomon coding. A discussion of
the principles and advantages of Reed-
Solomon coding is beyond the scope of
this article but can be found in Note 8 .
Suffice it to say that Reed-Solomon, or
RS, coding introduces redundant bits
into blocks of data in a complex way,
which allows a certain number of er-
rors in received data to be detected
and/or corrected . As more redundant
bits are added, the throughput that
the user sees falls, but the number of
errors that can be detected or cor-
rected increases . Clover includes RS
codes that use 10%, 25% or 40% of the
available bits for error correction . The
coding can also be turned off, in which

4x BPSM 2x "FSM" BPSM QPSM 8PSM 16PSM 8P/2ASM 16P/4ASM

Raw bit/s
Code rate

31 .25 31 .25 125 250 375 500 500 750

100% 31 .25 31 .25 125 250 375 500 500 750
90% 28 .13 28.13 112 .5 225 337.5 450 450 675
75% 23.44 23.44 93.75 187 .5 281 .25 375 375 562.5
60% 18.75 18.75 75 150 225 300 300 450



case no bits are added at all . Looking
at it another way, the user sees a chan-
nel that provides between 60% and
100% of the throughput figures calcu-
lated above . The ratio of the coded bit
rate to the uncoded bit rate is called
the "code rate ." These factors are sum-
marized in Table 1 .
It should be noted that the most

robust modes are those toward the
bottom and left side of the table ; the
channel must be quite good to support
modes to the right and top of the table .
In our tests, the code rate was fixed at
60%; therefore only the data rates in the
bottom row of Table 1 were available .
The data rates are the lowest available
but can correct the largest number of
errors. This attempts to compensate for
the fact that errors cannot be retrans-
mitted . Fortunately, this code rate also
provides user data rates of 75, 150 and
300 bit/s, which are compatible with the
maritime systems currently in use .

ARQ Mode
The Clover system includes, and is

generally intended to be used with, an
automatic repeat request, or ARQ,
protocol . An ARQ protocol divides the
data to be transmitted into blocks . A
form of error detection, usually a
checksum or a cyclic redundancy check
(CRC), is computed and added to each
block of data . The checksum is simpler
to implement, but the CRC provides
better error detection . The data blocks
(including the checksum or CRC) are
then transmitted . When received, the
error detection code is recalculated
based on the received data . If there are
errors in the received data, the error
detection code calculated at the receiv-
ing end will not match that sent with
the data . The receiving ARQ protocol
then knows that an error has occurred
and requests that the block in error be
retransmitted .
The above is a fairly simple descrip-

tion of an ARQ protocol ; quite a lot of

technical detail is omitted . More
detailed descriptions may be found in
Note 9 .

The Clover system uses the feedback
inherent in an ARQ protocol to adapt to
changing channel conditions . If a sig-
nificant number of data blocks are re-
ceived with errors, the system shifts to
a more robust modulation and coding
scheme (down and to the left in
Table 1) . If no errors are detected, the
system shifts to a faster throughput
scheme (up and to the right in
Table 1) . This adaptivity makes modu-
lations such as 16-phase, 4-amplitude
PSM (occasionally) usable on HF . While
the channel is good enough, such a
modulation can provide high through-
put in the bandwidth. When the chan-
nel deteriorates, a more robust scheme
maintains a reasonable throughput.
The Clover system combines ARQ

with the RS error-correction code .
Only errors that are not correctable by
the RS code will cause an ARQ
retransmission .

Because of our application, the ARQ
mode of the Clover equipment was not
used in our tests . This is because the
problem for which we are defining a
solution requires a modem that can be
used as a direct replacement for exist-
ing modems in existing systems . These
existing systems are not compatible
with the variable delay introduced by
ARQ protocols .

Channel Simulator Tests

Test Objectives
The immediate goal of the tests that

we conducted was to determine the
performance in terms of bit error rate
(BER) as a function of EhIN„ achiev-
able in a 500-Hz bandwidth from a
commercially available product. This
information was needed to support the
selection or development of an HF
modem to replace existing 75-baud
FSK modems in maritime communica-

Table 2. HF Simulator Channels Attempted with Clover Modem

tion systems .
The other candidates for this appli-

cation were the MIL-STD-188-110A
and STANAG 4285 waveforms, de-
scribed in Notes 3 and 4, respectively .
These are sophisticated and expensive
HF modems that use PSK modulation
with a 3-kHz bandwidth : coding and
DSP techniques are used to provide
user data rates from 75 to 2400 bit/s
over a wide range of HF channel
conditions . The waveforms will be
described briefly later .

Test Equipment and Procedures
The tests were carried out using the

Cossor 1250 HF channel simulator .
This is a baseband channel simulator,
which means that the simulation of
multipath and fading is carried out
using the audio output of the modems .
A baseband simulator is significantly
simpler and less expensive than an RF
simulator and provides valid results
for our purposes . The test procedures
are also simpler because radios are not
needed. The Cossor 1250 simulator
digitizes the audio from the transmit-
ting modem and operates on the digi-
tized signal to produce fading and
multipath effects . The Cossor 1250 can
simulate one channel with a single
groundwave path and up to four
skywave paths or two channels simul-
taneously, each with one groundwave
and two skywave paths . Any of the
paths, including the groundwave, can
be turned off if desired . The character-
istics of all the skywave paths are com-
pletely independent . The output of the
simulator is an audio signal that is
applied to the audio input of the
receiving modem .
For this test, we focused on a

Rayleigh fading channel with two equal
amplitude paths and 1-ms relative de-
lay, and an (independent) 2-Hz fade
rate on each path . We consider this to
be a "typical HF channel" and would
like to be able to operate on such a chan-
nel. The first characteristic, which an
effective waveform demonstrates, is an
error rate that decreases fairly quickly
with increasing SNR . If a waveform
demonstrates, an error rate that as-
ymptotically approaches some value
with increasing SNR, the waveform
has an irreducible error rate on that
channel . This type of behavior is not de-
sirable because it means that it is im-
possible to lower the error rate below
the asymptotic value on that channel .
When the Clover performance on

this channel exhibited an irreducible
error rate, a different (better) channel
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Test #
1

Doppler Spread Relative
Power
Path 2 off

Relative
Delay (ms)

NA

Test Description

AWGN

Path 1

0
Path 2

NA
2 0 .2 Hz NA Path 2 off NA Slow flat fading
3 2 .0 Hz NA Path 2 off NA Flat fading
4 0 .2 Hz 0.2 Hz Equal 1 .0 2 path Rayleigh
5 2 .0 Hz 2.0 Hz Equal 1 .0 2 path Rayleigh



was selected from the list in Table 2,
which is a subset of a standard set of
test conditions from Note 10 . The ad-
ditive white gaussian noise (AWGN)
channel (test 1 in Table 2) is not repre-
sentative of an HF channel. It was not
used in these tests, but is included
because of the channel identification
numbering. Tests 2 and 3 are consid-
ered to represent good HF channel
conditions . Test 4 is close to the CCIR
good and moderate channels . A num-
ber of test channels more severe than
the CCIR poor channel are defined in
Note 10 to more thoroughly evaluate
the performance of modems over a
range of operating conditions . We
recognize that the use of nonCCIR
channels will make it more difficult to
compare our results with results col-
lected elsewhere . However, the addi-
tional information provided from test-
ing on these channels justifies the use
of nonstandard channels .
Two personal computers with PCI-

4000 boards installed were the data
terminals for this test . The PCI-4000
software was configured for "FEC"
(that is, nonARQ) mode. As has been
mentioned, the PCI-4000 implementa-

Fig 1
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tion of the Clover modem accepts data
for transmission only over the PC bus .
Further, only ASCII file transfer has
been implemented in the Clover con-
trol software (HAL has stated that
binary file transfer will be supported
in future versions) . This prevented the
use of bit error rate (BER) test sets for
direct measurement of BER . For this
test, a "quick brown fox" ASCII data
file with numbered lines was con-
structed for ease of analysis . The data
file was transmitted from one PC, via
the PCI-4000, over the HF channel
simulator, to the other PCI-4000
board, and finally logged on the desti-
nation PC. After the test was ended,
the received data file was reduced on
another PC to obtain a character error
rate (CER) . Data in error is indicated
in the received traffic by a block of
underscore characters ; when the data
correction capability of the RS code is
exceeded, the entire block of data is
lost and is replaced by underscore
characters . The error counting algo-
rithm, however, did not count under-
score characters ; rather, it remem-
bered the last line number read and
used that information to determine
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the number of character errors . In this
way we avoided the possibility of
undercounting errors due to a loss of
synchronization in low SNR condi-
tions . Because the test was conducted
with some time limitations, data
points were collected at fairly high
error rates (that is, low signal-to-noise
ratios) .

Results
The results are shown in Figs 1 and

2. As discussed above, performance is
shown in terms of character error rate
(CER) rather than BEE because of limi-
tations of the current Clover control
software . In addition to the Clover per-
formance curves, two additional wave-
forms are shown . One is the STANAG
4285 at 300 bit/s with long interleaving
(described below) . The other is the
standard military 75-baud, 850-Hz
shift FSK . In order to allow presenta-
tion of data for modems operating at
different data rates and bandwidths,
results are plotted against Et,/N,, rather
than SNR . Eb/N(, is related to SNR by
the following formula :

N (dB) + B (dB) = SNR(dB)

500 Hz Modem Performance
Single Fading Path

STANAG
ER
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where Rh is the user bit rate and B is
the bandwidth of the SNR. To convert
from Eh/N,, to SNR, use the formula
above with the Rh/B values from
Table 3 .

On Fig 1, only points for Clover at 75
and 150 bit/s are plotted . This is be-
cause Clover, at higher data rates,
demonstrated an irreducible error
rate on this channel . At 225 and
300 bit/s, we found that the poorest
channel on which Clover could pro-
duce the desired "waterfall curve" was
the single path channel with a 0 .2-Hz
fade rate. This is one of the best chan-
nels on which we conduct tests . It ap-
pears that the 2-Hz fade rate (approxi-
mately one fade every half second) has
an unfortunate effect on the Clover
waveform. Table 4 reviews the results
of the Clover waveform tests on the
different simulated HF channels in
terms of whether the CER curve shows
the desired "waterfall" type curve or
an irreducible error rate .

Discussion
Figs 1 and 2 clearly show the supe-

riority of the Clover waveform to FSK .
In fact, on every channel in Table 2
except the AWGN channel, 75-baud
FSK exhibits the same type of irreduc-
ible error rate shown in Figs 1 and 2 .
Very high SNR at the receiver is
required to get the CER for uncoded
75-baud FSK below 10% . Clover, on
the other hand, provides quite good
performance relative to FSK (about
1% CER) at 75 and 150 bit/s with
Eh/N,, around 23 dB .

The significant difference in perfor-
mance between the 150 and 225-bit/s
data rates (see Table 4) is consistent
with modulation theory and with our
experience with other modems . Refer-
ring to the bottom row of Table 1, the
75 and 150 bit/s data rates use BPSM
and QPSM respectively, while the 225
and 300 bit/s data rates use 8PSM and
16PSM . Modulation theory predicts
that BPSK and QPSK will have simi-
lar performance characteristics; 8 and
16 PSK are much more vulnerable to
errors than are BPSK and QPSK . This
significant change in performance pre-
dicted by theory has been observed in
our extensive experience with the
3-kHz PSK modems discussed below,
which also use BPSK, QPSK, and
8PSK .
The other candidate HF waveforms

under consideration for the NATO
upgrade were the MIL-STD-1.88-110A
and STANAG 4285 waveforms,
described in Notes 3 and 4 . These are

sophisticated and expensive HF mo-
dems that use a 3-kHz PSK modula-
tion with coding and DSP techniques
to provide user data rates from 75 to
2400 bit/s over a wide range of HF
channel conditions . They represent
the current state of the art in
commercially available HF waveform
performance. The MIL-STD and
STANAG waveforms are similar in
some respects but are not identical,
nor are they interoperable . Notes 3
and 4 are intended to describe the
waveforms in such a way that any
manufacturer can produce a modem
that will interoperate with a modem
built by any other manufacturer . Be-
cause the descriptions in the refer-
ences are somewhat inaccessible, they

Table 3 . Eb/No to SNR Conversion Factors

Note to Table 3 : Although the military FSK signal uses an 850-Hz shift and a
nominal occupied bandwidth of 1240 Hz, much of this bandwidth is unused . The
usual FSK demodulator implementation will not see a noise bandwidth of
1240 Hz ; the actual noise bandwidth depends on the demodulator
implementation, but 300 Hz is a reasonable value .

Table 4. Summary of Simulated HF Channels Attempted

Table 5. STANAG 4285 Modulation and Coding

will be described here briefly .
In contrast to Clover, the above

waveforms use 2400-baud PSK modu-
lated onto a single subcarrier tone for
all user data rates . User data rates
from 75 to 2400 bit/s are supported
(actually higher data rates are sup-
ported but no coding is provided so
they are not practically usable) . The
modulation varies from binary PSK
(BPSK) at the lower data rates to
8PSK at the higher data rates . At all
data rates, fully half of the bits sent
over the channel (channel bit rate =
baud rate x m, where m = 1 for BPSK,
m = 2 for QPSK, and m = 3 for 8PSK)
are reserved for channel equalization .
Equalization is a powerful DSP tech-
nique that compensates for multi-path

Coding

punctured rate 1/2
rate 1/2
rate 1/2
rate 1/2 repeated 2x
rate 1/2 repeated 4x
rate 1/2 repeated 8x

December 1994 11

Test # 75 bit/s 150 bit/s 225 bit/s 300 bit/s
2 waterfall waterfall waterfall waterfall
3 waterfall waterfall irreducible irreducible
4 waterfall waterfall irreducible irreducible
5 waterfall waterfall irreducible irreducible
Note : Test number is from Table 2 .

Modem

	

Rb (bit/s) B (Hz) Rb/B (dB)
Clover 75 500 -8 .2
Clover 150 500 -5 .2
Clover 225 500 -3 .5
Clover 300 500 -2 .2
STANAG 4285 300 3000 -10 .0
FSK 75 300(see note) -6.0

User data rate bit/s

2400
Modulation
8 PSK

Code rate
2/3

1200 4 PSK 1/2
600 BPSK 1/2
300 BPSK 1/4
150 BPSK 1/8
75 BPSK 1/16



and other channel impairments . Mo-
dems that implement these wave-
forms actually perform better on chan-
nels with two equal amplitude paths
with up to about 6-ms relative delay
and independent fading than they do
on single path channels . This can be
seen by comparing the STANAG 4285
curves in Figs 1 and 2 . Halfofthechan-
nel bits are available for user data and
encoding . As an example, the range of
modulation and coding used in
STANAG 4285 are shown in Table 5 .
In all cases, the basic coding technique
is a rate 1/2 convolutional code with
interleaving .
Comparing the performance of a

500-Hz waveform like Clover to a
3-kHz waveform like STANAG 4285 is
only reasonable if one keeps in mind
the fundamental differences in cost
and bandwidth . Given the bandwidth
used and the cost of the Clover wave-
form, one cannot expect performance
comparable to the 3-kHz waveforms .
However, it is interesting and instruc-
tive to compare the two when these
differences are kept in mind .

Conclusion
Both Clover and the STANAG 4285

performance demonstrate the capabili-
ties of PSK-based modems (multi-tone
PSK in one case, single-tone PSK in the
latter) on HF . Clover offers the ama-
teur community an efficient waveform
for data transfer with performance far
exceeding that of FSK . However, it
remains to be seen if amateurs will pay
the price in sufficient numbers .

We have seen the price of military
HF modems fall from around $25,000
in 1985 to a range of $6,000 to $10,000
today. This reduction was caused by
both advances in technology and com-
petitive pressures. A similar price re-
duction should occur over time with
the Clover equipment .
While this article focuses on the

Clover waveform, it should be noted
that there are other systems with
similar characteristics available . For
example, the ARTOR modem (not to be
confused with AMTOR), by Ascom
Radiocom Ltd in Switzerland, offers
similar characteristics (ARQ, FEC,
400-Hz bandwidth) . Tests of the
ARTOR modem are planned . Also,
G-TOR has recently been described
and discussed in the amateur commu-
nity . 11 G-TOR uses 100, 200 or
300-baud FSK, ARQ and FEC . It re-
mains to be seen how Clover will fare
in competition with systems like
G-TOR, which has clear cost advan-
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tages ; however, the results here
clearly indicate the performance ad-
vantage of Clover over any system
based on FSK .
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UHF receiver designs in past
years often did not seri-

ously consider the possibility of inter-
ference from neighboring signals . The
minimal activity at UHF made the
likelihood of this problem relatively
low. But recently there has been an ex-
plosion of commercial UHF transmit-
ters, mainly hand-held and mobile
transceivers for cellular phones and
other community-service activities .
Monitoring my 70-cm antenna with a
broadband 0 .1 to 1-GHz receiver
shows a typical continuous signal level
of -32 dBm, or about S9 + 40 dB (add
10 dB when monitoring with a 2-m
vertical dipole) . It is my understand-
ing that this level-or more-is not
unusual . It is unlikely that your
receiver will reject all of these signals .
This article describes an integrated
filter/preamp assembly that has been
specifically designed to discriminate

770 La Buena Tierra
Santa Barbara, CA 93111

Hearing Strange
UHF Signals Lately?

This simple 70-cm filter/preamp is a positive
step for eliminating spurious responses .

by John Reed, W6IOJ

against out-of-band signals . It has a
6-dB, 10-MHz bandwidth with a con-
tinued skirt fall-off to more than 60 db .
The low-noise preamp has 20 dB of
gain . It is a simple assembly that can
be built from parts that are easy to
procure .

Spurious Response
A good receiver will have a spurious

response rejection of at least 90 dB .
But even this will allow some interfer-
ence when receiving weak signals . A
typical minimum signal is -123 dBm
(10-kHz BW, 1-dB NF and a 10-dB
threshold). Relating this to the 90-dB
spurious response rejection capability
shows that interference is possible
from spurious signals at a -33-dBm
level. Although this is a relatively
strong signal, many repeaters cover
their operating area with a signal at
that level when received on a dipole
antenna . Also, a nearby transceiver,
cellular or otherwise, can cause a simi-
lar signal. This need not be a serious
problem if the receiver is well de-
signed . The possible interference will

likely be restricted to the image
frequency or possibly to spurious
signals related to the local oscillator
second harmonic . However, many of us
are using older or home-brew equip-
ment having spurious response rejec-
tion ranging from 40 to 60 dB rather
than 90 dB . This poor response is most
likely due to front-end filtering where
the skirt tails off at the lower levels .
This, coupled with additional design
compromises such as a poorly filtered
frequency-multiplier-type local oscil-
lator, can be a source of many interfer-
ing spurious responses .

Another source of unwanted signals
is intermodulation products from
large signals exceeding the receiver's
linearity capability. The offenders are
usually second- and third-order prod-
ucts and blocking . Although much of
the UHF activity uses low-power
transmitters, there still is a possibil-
ity of large-signal interference when a
receiver has a relatively wide-band
input circuit followed by low-level
circuitry that blocks with only a frac-
tion of a milliwatt of input signal .
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Fig 1-Output power versus input power at 435 MHz .

OUTPUT POWER (dBm)

Fig 3-Schematic of the filter/preamp. The filters are parallel
#14 wires, see Fig 4 for details . C1 and C2 are 1 .6- to 5-pF
Sprague Goodman plastic dielectric capacitors (part
# GYA5R000) . The 470-pF capacitors are 50-V disc ceramic .

r

SIDE BAND FREQUENCY RESPONSE (MHz) . 0 @ 435 MHz

Fig 2-Frequency response of the filter/preamp .
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Fig 4-Details of the filter . Each filter consists of three
parallel #14 wires mounted 1/8 inch from the common base PC
board and spaced from each other by '/a inch . (A) Each wire
end is peened to form a small flat surface as a soldering aid .
(B) Ends are tinned before final soldering . (C) Connection to
the component PC board,'/8-inch stripline. (D) Glue-down PC
board mounting pad, %x 1/8 inch, cemented to the base PC
board. (E) '/,6-inch hole for the R3 feedthrough lead . It is
insulated from the base PC board foil by beveling the hole
with a large drill . (F) #60 drill hole for the C5 common lead . It
is soldered to both top and bottom foils . (G) C1, C2, FILTRIM
trimmers .



Filter/Preamp Performance
The filter/preamp active device is a

MOSFET having double-tuned filters
on the input and output. Fig 1 shows
the measured response of the preamp
versus signal level, indicating linear
response up to a maximum input of
-10 dBm (S9 +60 dB) and an output of
11 dBm . This input level, while provid-
ing a low-noise preamplifier gain of
21 dB, will still permit a dynamic
range exceeding 100 dB in a typical ap-

plication such as the -123-dBm sys-
tem noted earlier with a receiver that
has a blocking level of 1 dBm .
The frequency response curves

shown in Fig 2 were measured using a
variable frequency source, a combina-
tion of attenuators and a wide-band
38-dB amplifier . The curves show that
the upper and lower sidebands are
symmetrical to -40 dB . Skirt diver-
gence after that makes it appear that
the upper sideband response is more

effective than the lower sideband . But
the data beyond -60 dB indicates sig-
nificant filter-multimoding effects in
the upper sideband data . The stron-
gest multimode peak is less than
-60 dB. Applying this filter/preamp to
a receiver having a 10-MHz IF will in-
crease the image rejection by 27 dB .
For one having a 30-MHz IF the
improvement will be 45 dB . Attenua-
tion of cellular phone signals will be
improved by over 60 dB .

Fig 5-Detailed layout of the filter/preamp . Components mounted on the underside are shown with dotted lines and noted in
italics. The heavy lines indicate soldering areas . (1) The base PC board is 1'/2x3'/2x1/,6-inch with foil on both sides (Radio Shack
276-1499). (2) The component PC board (Fig 6) and the other two glue-down pads are fastened to the base PC board with a
clear cement (I use Elmer's Clear Household Cement) . (3) Note the near-zero lead lengths of C3, C4 and C5 . The common leads
of these capacitors are formed into small holes and soldered on both the top and bottom foils . (4) R1, R2 and R3 feedthrough
resistor leads are through'/,6-inch holes . Contact with the surface foils is avoided by surface reaming with a large drill .
(5) Glue-down PC board mounting strip, '/6x% inch. (6) glue-down PC board mounting strip, 1/4x 3/4 inch. (7) Open end U-shields,
1/2x1x4 1/2 inches with 1/4-inch mounting flange. Mounting flanges overlap in the center . (8) Shield mounting holes for 2-56
screws .
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The effectiveness of the input filter
in avoiding the generation of nonlin-
ear distortion products in the preamp
was measured by noting a 2% change
in the MOSFET source current as a
function of inputs at different frequen-
cies. It indicates that the linearity
threshold gradually increases from
the on-frequency -10-dBm value (a
level consistent with that shown in
Fig 1) to +10 dBm (S9 +80 dB) at 485
and 385 MHz .
The MRF966 MOSFET has a typical

NF of 0.8 dB at 70 cm. The question is,
how much is lost in the input filter as
compared to that of the standard NF
test circuit using a slug-tuner input? I
have no calibrated NF source so was
unable to make this measurement .
However, I would be disappointed if
calibrated NF testing showed a degra-
dation of more than 0 .5 dB . My tests
with an uncalibrated noise source
indicate that the filter/preamp outper-
forms a second MRF966 preamp using
a conventional input circuit (wire
inductance and piston-trimmer ca-
pacitor) . Tuning of the filter/preamp
input circuit is slightly different be-
tween optimizing it for NF or gain .
Peaked for best NF, the BW is about
12 rather than 10 MHz .

Circuit
The schematic (Fig 3) shows the

12- to 15-V dc input voltage clamped
at 9.1 V. This is to prevent accidental
overvoltage to the MOSFET (10 V
max). The 9.1 V together with the
150-b1 drain series resistor and the
220-Q source bias resistor results in
the MOSFET operating at close to 5 V
at 10 mA, the recommended values for
optimum NF performance .

The #14 wire-line inductors of the
filters connected to the MOSFET (L3
and L4) are sized close to resonance
and closely coupled to parallel wire
lines tuned with capacitor trimmers
(L2 and L5) . In this manner, adjust-
ments have been minimized to two for
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Dimensions are in inches

Fig 6-Detail of the component PC
board. Material is V,6-inch double-sided
PC board (Radio Shack 276-1499) . It can
be easily made with a hacksaw and file,
together with a clamped straight-edge
along the 1/8-inch dimension for
ensuring stripline width accuracy . Note :
Foil pattern is required on both sides
(see text) .

the complete filter/preamp assembly .
Both filters are inductively coupled to
the input/output cables . There maybe
a question of how well the untuned
resonant lines can be duplicated . The
resonance mainly depends upon the
line length, but there are other influ-
encing factors such as spacing of the
wire from the printed-circuit board,
spacing between the parallel lines and
effects from shield tolerances. I have
made three assemblies using the indi-
cated dimensions and all have shown
almost identical performance .

The filter construction details are
shown in Fig 4 . The parallel wire lines
are easy to assemble by temporarily
inserting a flat 1/8-inch-thick plastic or
metal piece between the filter wire and
the PC board. This permits maintain-
ing the wire position with your fingers
while soldering. Solder L2 or L5, the
center wire, to the capacitor first, then
assemble the adjacent lines to the
indicated dimensions (/H-inch spacing
above the PC board) . I try to keep
assembly tolerances to within about
1/32 inch. As indicated in Fig 5, the fil-
ters are shielded with simple open-
ended aluminum U-shields . To be
stable the filter/preamp requires a
shield on either the input or the out-

put, and it needs both to have the
specified overall filter performance .
The key components are mounted on

a simple glue-down PC board, detailed
in Fig 6 . The primary advantage of
using this technique rather than the
conventional etched board is that it
permits an unbroken ground plane, a
particularly important consideration
in this application because the top foil
is the filter ground reference, and to
have this common reference for the
rest of the RF circuitry is highly desir-
able. The glue-line insulates the
bottom foil from the base PC board, in
effect making it a floating capacitor
that results in undesirable feedback if
left as a reactive elongated section .
This effect is avoided by duplicating
the top-side foil pattern on the bottom
side .

The layout detailed in Fig 5 illus-
trates the required near-zero lead-
length mounting of the 470-pF capaci-
tors, and also the desirable short
feedthrough leads of the 220-Q, 1-kt2
and 150-52 resistors . Mount the
MOSFET last . A word of caution : the
MRF966 has no protective diodes. I
have found that the safest working
method is to completely isolate the
assembly (no electrical connections)
except for a wire connected between
the base PC board and the soldering
iron. Using this procedure, I have re-
used a number of MOSFETS from cir-
cuit to circuit without damage .

With only two trimmer adjustments,
the assembly is easy to peak to any
given frequency in the 70-cm band . It
is stable regardless of input/output
loading .

Parts Suppliers
MRF966-RF Parts Co, 435 South

Pacific St, San Marcos, CA 92069, tel :
800-737-2787 .
FILMTRIMSs (C1 & C2)-Digi-Key

Corp, PO Box 67, 701 Brooks Ave S,
Thief River Falls, MN 56702-0677, tel :
800-862-5432 .

	

m



where Does the Power Go?

T he title of this article comes
from a discussion thread (a set
of messages) on the Usenet

rec.radio .amateur.homebrew news
group. The power in question is re-
flected power, and the question that
started the discussion is : where does
the reflected power on a transmission
line go when it gets back to the trans-
mitter? This is a question that has
provoked a lot of discussion over the
years. There is general agreement
that the reflected power does not get
dissipated in the transmitter, but the
explanations of what does happen to it
range from the absurd to the incom-
prehensible . In this article, I'll try to
explain what really does happen
where the transmitter meets the feed-
line and do so in a way that, hopefully,
will clear up some of the many miscon-
ceptions about reflected power and
transmitter matching .

225 Main St .
Newington, CT 06111
email : jbloom@arrl .org (Internet)

The age-old question of what happens to ref lected
power still bedevils amateurs but it shouldn't.

by Jon Bloom, KE3Z

Transmission Lines
I think the first problem amateurs

run into when considering questions
like these is a feeling that transmis-
sion lines are somehow "magic," or
"special," and need to be treated as a
component in their own right, like an
inductor or capacitor . In fact, the way
we analyze transmission lines reflects
(ooof! pun!) a basic fact : in circuit
analysis we make the simplifying
assumption that the time it takes a
signal to propagate is negligible, but
we can't do that directly when a trans-
mission line is involved . The circuit of
Fig 1A, for example, is a simple series
circuit. We assume that the current
will be the same in all parts of the
circuit at any instant . For a circuit
that is physically small, this is a rea-
sonable assumption . The current trav-
els at a significant fraction of the speed
of light, after all. But now make that
circuit physically larger by stringing
long wires from one component to the
other, as in Fig 1B, and the situation
has changed. Now, even at nearly the
speed of light, by the time a signal has

propagated through the wires to the
resistor the voltage source is output-
ting a different voltage . In a circuit
such as this, we cannot make the

(A)

(8)

Fig 1-A simple series circuit (A) can be
analyzed by assuming the current is the
same in all parts of the circuit-until the
circuit is made physically large, as at B .
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simplifying assumption that the cur-
rent is the same everywhere in the
circuit ; it isn't . Analyzing a circuit like
this would be quite difficult if we didn't
have some (relatively) easy way of
treating the delay of those long wires
as a part of the circuit . And that's what
we do by treating them as a transmis-
sion line .

Except for the effect of propagation
delay, there is nothing happening in a
circuit containing a transmission line
that doesn't happen in a "regular"
circuit . An intuitive example of this is
the use of a short length of coax . Say
we connect together two parts of a
circuit operating at 3 .5 MHz through a
3-inch piece of coax. We know from
experience that the added coax makes
a negligible difference to the circuit
operation . That's because the delay
through 3 inches of coax is so small
compared to the period of a 3 .5-MHz
waveform .

Transmission-line theory eases the
analysis of a circuit like that of Fig 1B
by letting us treat the transmission
line as an impedance transformer. (If
the transmission line is lossy, it's a
little harder to figure out the imped-
ance transformation, but we still can
do it .) That lets us use the tools of
circuit analysis-Ohm's and Kirchoff's
laws, for example-instead of having
to deal directly with the time delay
imposed by the size of the circuit . In
treating the transmission line as an
impedance transformer, all we have
done is reduce the effect of time delay
to a more tractable form ; we haven't
changed the basic fact that it is the
time delay that causes the "transmis-
sion line" effect .

Transmitters are Sources
The biggest problem in these discus-

sions tends to be that amateurs view
the transmitter impedance as just a
simple impedance. With the transmit-
ter end of the feed line terminated by
the transmitter's impedance, we
struggle to devise a way by which all of
the reflected power gets re-reflected,
to add to the transmitter-supplied
forward power . We do that because we
know from measurements using
directional watt meters that the power
delivered to the load is the forward
power minus the reflected power . And
we also know that if the feed line is
lossless all of the power delivered by
the transmitter reaches the load,
regardless of the SWR-and thus the
reflected power-on the feed line . How
else to explain that except to say that
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The transmitter
comprises not only an
impedance, but a
source as well

all of the reflected power gets re-
reflected at the transmitter end of the
line?

How else, indeed, if the transmitter
presents just a passive impedance to
the returning signal . But that's not the
case . The transmitter comprises not
only an impedance, but a source as
well. We must include the source in
our analysis if we expect to find out
what happens to the reflected power .
If we don't, we can't find a way to get
the reflected power back up the line to
the antenna, where it belongs . Why?
Because in order to re-reflect all of the
power, the transmitter impedance-if
that's all the transmitter consisted
of-would have to be either zero or
infinity . And that's unreasonable .

r	1

L	J
Generator

(A)

- Vt

T	

r	I

Rref

(B)

ref-

Fig 2-Analyzing the power dissipated
in R t in these two circuits shows that we
must include the effect of any sources
present in the circuit to get a valid
result .

A simple example using a dc circuit
will serve to show why we can't neglect
the sources when determining power
dissipation in a system . Fig 2A shows
a circuit with a generator, consisting
of an ideal voltage source and a series
resistance, and a load resistor . (An
ideal voltage source has a O-S2 imped-
ance and a constant output voltage, no
matter what is connected to it .) I've
labeled the components in this circuit
as though the source is a reflected
signal and the load is a transmitter
output stage . In this case, the amount
of power dissipated in the load resis-
tor, R f , depends on the values of the
resistors and the voltage source . If the
voltage source is producing voltage,
power will be dissipated in Rt . Now
consider Fig 2B . Here, I've added a
voltage source to the "transmitter ." If
this source is producing a voltage
other than zero, the power dissipated
by the resistors will be something dif-
ferent from what it was in Fig 2A . For
example, if the voltages of the two
sources were equal, no power would be
dissipated in the system at all! We're
not looking to find the values of the
powers in this example, only to show
that the power dissipation cannot be
determined unless we take all of the
sources into account .

Modeling the System
Fig 3 shows the electrical model of

our transmitter-and-load system . The
transmitter is a generator, consisting
of a voltage source and a series resis-
tance, and the load is some impedance .
The first question we should ask our-
selves is: Is this model valid? The
answer is a qualified yes . Using this
model we can determine the voltages,
currents and powers appearing at the
transmitter output, along the trans-
mission line and at the load . We can-
not, however, determine the power
dissipated in the transmitter . That's

I,

Transmitter

	

Transmission
Line

Fig 3-The model we will use for a
transmitter, transmission line and load .



because the way we have chosen to
model the transmitter doesn't describe
the internal circuitry of the transmit-
ter. All our source/resistor model
really tells us is what the transmitter
"looks like" to whatever is connected
to it-the feed line and load in this
case . (Thevenin's theorem tells us that
we can model the effect of the trans-
mitter on the external load in this
way.) But this doesn't tell us what's
happening inside the transmitter .
That may seem to be a problem, since
we want to show that the reflected
power doesn't get dissipated in the
transmitter . But if, using this model,
we can show that the reflected signal
ends up combining with the generator-
supplied signal to produce the forward
power, we've accomplished what we
set out to do. We don't need to worry
about what's happening inside the
transmitter because the reflected
power never gets there . It's also worth
noting that the transmitter output
impedance, Rg , may not be purely
resistive in reality . But we can afford
to neglect the possibility of reactance
for this discussion because any reac-
tance that is present will be offset by
an opposite reactance in a real system .

For the transmitter to deliver its
design power, it must see the proper
impedance as a load . The proper load
impedance will depend on the charac-
teristics of the transmitter. It may
depend on the power the transmitter
can safely deliver, on the effect of load
impedance on the transmitter's linear-
ity or on some other parameter . I've
chosen for an example a load resis-
tance that is two times the
transmitter's resistance .

Fig 4-An example system . The quarter-
wave line acts to transform the
impedance of the load to the design
load impedance the transmitter wants to
see. We can analyze this system to
show that the reflected power combines
with the forward power. It does not get
dissipated in the transmitter .

We can find the sum
RMS voltage at any
point on the line
including the end-

points-by adding the
forward and reflected
voltage at that point

A Simple Example
Fig 4 is the example system we will

analyze . It consists of a generator
(transmitter) with an impedance ofR g ,
connected to a load of 8R g through a
lossless quarter-wave transmission
line . The design load of the transmit-
ter is 2Rg , so the task of the transmis-
sion line section is to transform the
8R9 load to 2Rg . Using the well-known
formula for a quarter-wave trans-
former :
Z O _ \jZ ]Z2

	

Eq 1
we can calculate the needed imped-
ance of the transmission line :

Zo = ~(8Rg)(2R,) = 4RK

	

Eq 2

Now we need to figure out the volt-
ages in the system . We will do so using
the principle of superposition, which
states that if multiple voltages appear
at a point in the system, the resulting
voltage is the sum of the voltages . In
this case, the voltages of interest are
the forward and reflected voltages .
The RMS amplitude of the forward
voltage is the same at all points along
the line . So is the RMS amplitude of
the reflected voltage . We can find the
sum RMS voltage at any point on the
line-including the endpoints-by
adding the forward and reflected volt-
age at that point, but we need to take
the relative phase between the two
voltages into account . (If we did this
for all the points on the line and plot-
ted the result, we would see a stand-
ing wave .)

We'll begin at the load by calculat-
ing the reflection coefficient :

R,, -Zo 8R, -4Rg I
P Rc +Zo 8RK +4Rk 3

	

Eq 3

This tells us that the voltage re-
flected from the load is '/ • of the inci-
dent (forward) voltage . This reflected
voltage is in phase at the load since the
load resistance is greater than the line
impedance, so we can find the voltage
across the load by summing the for-
ward and reflected voltages :

V,,=V F•+ VR =V F +3V,,•= 4 VF Eq 4

At the source end of the line, point
A, the reflected voltage is 180` out of
phase with the forward voltage since
the reflected voltage had to traverse
the quarter-wave line going and
coming. Thus the voltage here is the
forward voltage minus the reflected
voltage :

VA =VF-VR=VF.-3VF=3 VF. Eq 5
Since the impedance looking into

the line at point A is 2Rg , we can
compute the voltage applied to this im-
pedance from the generator by simple
voltage division between the genera-
tor impedance and the impedance at
point A :

2R
V 2

VRx,+2Rg ' - 3'
Equating the expressions for VA in

Eqs 5 and 6 shows that :
VF =Vs

	

Eq 7
which also means, using Eqs 3 and 4 :

VR= 13 VS

	

Eq8

and
4V,.=4VS

	

Eq9

Now that we know the voltages
throughout the system, we can calcu-
late the power delivered to point A by
the generator and the power delivered

Eq 6

No reflected power
is dissipated in the
generator for the
simple reason that
there is none lef

it's all delivered
to the load
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to the load . If our analysis is correct,
these two values should be the same :

2

	

v2

Vq 2 (3 V ,

	

9 V ` 2PA
2R,

	

2R5

	

R,

4

	

2 2

P

	

V,,2

	

3
V,,

,

	

9 V,.

` = 8R = 8R5

	

R k
What this analysis shows is that no

reflected power is dissipated in the
generator for the simple reason that
there is none left-it's all delivered to
the load . In this example, the quarter-
wave transmission line matches the
load to the desired load impedance of
the generator . It does not match the
load to the generator's internal imped-
ance . We could choose other ex-
amples-this one was chosen because
the calculations are simple-and get a
similar result . If the load impedance
included reactance, the matching
system would have to include a reac-
tive component to ensure that the
impedance presented to the generator
at point A was wholly resistive and
equal to 2Rg , since that's the load the
generator was designed for .
It's interesting to consider what

happens if the transmission line
length is reduced to nearly zero, where
the delay through the line produces a
negligible phase shift . I said earlier
that it is only the delay that makes a
transmission line "special ." If that's
true, we should be able to repeat the
above calculations for a very short line
and get a consistent result . With a neg-
ligible line length, we still have a re-
flection coefficient of /a . Now, how-
ever, the reflected wave arrives back
at point A without the 180 ° phase shift
that occurred because of the quarter-
wave line . So, instead of subtracting
the reflected voltage in Eq 5 we have
to add it . That makes it :

V, =VF.+FR =VF.+ 1 Vj,.=4VF.
3

	

3
Eq 12

which is the same voltage as is present
at the load . Clearly, the very short
length of line is having no effect on the
circuit operation-it might as well not
be there, which is what we expect . Of
course, this also means that no imped-
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Eq 10

Eq 11

We should not
expect that an actual
conjugate match will

be present in the
system during

operation

ante transformation is taking place,
and the generator will see a load of 8Rg
instead of 2Rg . That's not the way we
want the system to operate, which is
why we needed the matching section
in the first place, but it does show that
our results are consistent .

Reflected Power
What we have seen so far is that the

forward and reflected waves combine
to produce the voltage at the load and
at point A . What may still be causing
you some confusion is the idea of
reflected "power ." That's because we
don't think ofpower as having a polar-
ity, so we can't imagine that the
reflected power does anything but zip
into the transmitter, despite the fact
that there is power coming out of the
transmitter at the same time. But
remember that power is just voltage
times current. We are far better off
analyzing the system voltages and
currents until we've determined the
voltages across and currents through
the components of the system . Then
we can calculate power with certainty .

The Conjugate Match
One of the explanations that has

been advanced for the total re-
reflection of the reflected wave is that
of the conjugate match . Unfortu-
nately, this explanation is unsatisfy-
ing at best . A conjugate match occurs
at the connection of two impedances
that have equal resistances but reac-
tances that are equal in magnitude
and opposite in sign (one capacitive,

one inductive) . Many amateurs take
this to mean that the load is matched
to the conjugate of the transmitter's
impedance, but that isn't so . We can
easily see this in our example of Fig 4 .
Here, the transmitter impedance is Rg
and the load presented to it is 2R, . The
resistances are not the same, ence
there is not a conjugate match . That
also ensures that there cannot be a
conjugate match anywhere else in the
system, which we can confirm by
calculating the impedance seen look-
ing into the transmission line from the
load end . Here, the generator imped-
ance is transformed by the quarter-
wave line . From Eq 1, we get :

Z 2

	

4R,
) 2

Z, =	 = R = 16R,

	

Eq 13
2

	

,,
Since the load is 8R6 , there is no
conjugate match present here, either .
Where the conjugate match does

come into play is in designing a match-
ing system that will transform the
impedance of the load to the design
load impedance of the generator . If the
load is complex, we design a matching
system that would result in a conju-
gate match if the impedance at the
generator end was the design load im-
pedance . The reciprocity of a matching
network means that this approach will
ensure that the load seen by the
generator is the load it was designed
to see. The generator will operate
properly, and all of the power supplied
by the generator will reach the load .
The conjugate match is a useful design
tool, but we should not expect that an
actual conjugate match will be present
in the system during operation .

Conclusion
What I have attempted to show in

this article is that we don't need to
resort to any magic to find out what
happens to the reflected power on a
transmission line . Once we analyze
the entire system, considering the
voltages and impedances present, it
turns out that the reflected power ex-
ists as an independent entity only on
the transmission line itself . In the
transmitter and the load there is only
one power to consider, which depends
on the voltage present and the imped-
ance the voltage appears across . m



Digital Communications

Gloom III
I had more response to the last two

gloomy columns than any previous
effort . Some of the responses should be
of interest to the group as a whole, so
I'm including them in this (hopefully
last) gloomy column .
The first is a response to Lyle

Johnson's letter from the October
column, where Lyle says that UNIX
isn't a suitable platform for the aver-
age packet shack . The writer is Bdale
Garbee, N3EUA (bdale@gag.com) .
Bdale has been active in packet for
many years as a guru in his local area,
and nationally through TAPR,
AMSAT and as a contributor to
NET/NOS. Bdale :

I just got done reading your
column in the October QEX . Take
the fact that I'm currently spend-
ing most of my spare time on the
Phase 3D GPS receiver instead of
on packet as a first-order indication
of my level of agreement with your
overall deep blue funk, but . . .

First, I was intrigued by Lyle's
assertions, in part because in my
current position as manager of a
group maintaining computer-based
design tools for an R&D lab, I'm
seeing very similar trends with the

5949 Pudding Stone Lane
Bethel Park, PA 15102
email : nk6k@amsat .org (Internet)

by Harold E . Price, NK6K

vendors I talk to . With increasing
frequency, vendors are talking
about Windows NT . However, none
of the significant packages we use
have actually been ported to NT yet,
so I think it's too soon to say
whether NT will really work out to
be tool nirvana at some point in
time .
However, despite these trends,

I'm really bothered by Lyle's state-
ment "I contend that UNIX is com-
pletely impractical for the average
ham, and maybe even a fraction of

In every case where
one of the free UNIX
variants has been
put up by a ham
involved in packet,
that individual

has become wildly
excitedN3EUA

the techies ." I think his point is in
general well taken, that hardware
vendors aren't well equipped to sell
hardware to non-Windows users,
and that commercial CAE tools are
unlikely to be ported to BSD or
Linux in our lifetimes . However, it
all depends on why the average ham
is buying a computer, and whether
you believe the average ham will
have one, or more than one, com-
puter within his reach .
In every case that I'm aware of

where one of the free BSD variants
or Linux has been put up by a ham
involved in packet, that individual
has become wildly excited about
how cool the concept of a shell is,
and how many networking things
are either already there out of the
box, or are really easy to add . In
each case, that ham has "another
computer," frequently referred to
as "my wife's machine," which runs
Windows to support the handful of
"appliance" applications that are
needed around the house, like
Word, Excel and Quicken, or their
equivalents . In my case, the "DOS
box" also hosts schematic, PCB and
programmable logic tools . But
there's this distinction being made
between the machine which is "just
an appliance" and the machine on
which hobby computing is being
done. Sort of like the difference
between grabbing the cellular
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I believe that mostly-
text HTML is i n fact
a very efficient way to
provide information

access to folks
deploying portable

stations in emergency
conditions-N3EUA

phone or the mic to the 2-m mobile
rig in your car .
I have not suggested to anyone

seeking my advice on such matters
in the last few years that they
should run one of the free BSD or
Linux variants to the exclusion of
all other computing in their home .
However, either operating system
with AX .25 support in the kernel is
such a powerful, flexible, robust
and easy to use environment for
doing cool things with Amateur
Radio, that I think it would be
wrong for even the "average ham"
to ignore it .
Maybe I'm just insufficiently

capable of thinking "like an appli-
ance operator," but I'd like to be
more optimistic than that .

Second, I was sort of surprised at
how excited I found myself becom-
ing recently when Phil Karn,
KA9Q, announced publicly that he
was porting his NOS package over
to the DJGPP DOS-hosted DOS-
targeting version of the GNU C
compiler. The more I've thought
about it, the more cool this is . The
DJ compiler targets full 32-bit
mode, so that a 386 of some kind
will be the minimum platform, but
the combination of it being a free
compiler, and supporting large
memory spaces rationally, means
that for the first time since 1989,
I'm actually thinking from time to
time about things it might be cool to
add to NOS when he's done .

The reason I mention this in the
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same breath as the thoughts above,
is that for amateur packet radio, a
mixture of BSD/Linux machines
being used as application servers
and home stations for power users,
and NOS running on even the
cheapest of the 386SX-based por-
table/notebook PCs, has the poten-
tial of being a really feature-
capable environment for applica-
tions development .
Lyle may scoff at the notion of

running Mosaic over a 1200-baud
packet link, but I believe that
mostly-text HTML is in fact a very
efficient way to provide information
access to folks deploying portable
stations in emergency conditions,
and so forth . It can get pretty close
to ASCII for density of information
content per unit of transmission
time, and adds hyperlink capabili-
ties, which I suspect could revolu-
tionize some ARES and/or RACES
operations, for example . I fully ex-
pect to see WWW usage by these
kinds of folks over at least our
9600-baud UHF repeater in the
next year . There won't be many pic-
tures, but that's irrelevant .
The Web is another one of those

areas where we can figure out how
to use the technology effectively for
amateur radio purposes, or ignore
it and find ourselves one step closer
to irrelevancy a year or two down
the road .
Who knows where we might or

might not invest energies in the
next year or two, but Phil's move to
the DJ compiler suite is likely to
cause an interesting ripple of new
applications and III infrastructure
improvements to appear .

My mom says "All the
good games need a
486, a sound card
and a CD-ROM

now. " My mom for
crying out loud

Two Chickens in Every Pot
Bdale, as did Lyle before him, has

touched on the haves and have-nots
problem again. In the 1980s, Amateur
Radio was split into two parts, those
with computers and those without .
Bdale, and others, now point to the
next split, those with one computer
and those with more .

Bdale, Lyle, Phil, myself and others
are "in the business" and have several
computers . In the early and mid 1980s,
packet's formative years, a home com-
puter was still an unusual item, one
that your spouse had to be talked into,
or sneaked in under the guise of "ham
gear." Now, computers are an appli-
ance . My dad (N3ECV) and mom, as
parents of a boomer and not "in the
business," little suspected that they'd
ever own a computer, and even I
wouldn't have guessed when packet
started that they'd have upgraded
three times, from an 8088 to a 286 to a
486DX2 . My mom says "All the good
games need a 486, a sound card and a
CD-ROM now ." My mom for crying out
loud. Who would have thought?
Anyway, this brings up the point

that maybe we should stop worrying
about running our wide-area LANs
(only a slight oxymoron) on the house-
hold computing appliance . After all, no
one complained about not being able
to use the toaster, electric typewriter
or stereo system on two meters . We
never tried to pay the gas bill on a piece
of ham gear before, why start now?
The only problem is that the older

PCs that are typically replaced (8088)
aren't suitable for UNIX, Windows NT
or even Windows, which is why they
are being replaced . Still, the concept
is sound-don't use your "home" com-
puter to do ham radio . Use your "ham"
computer . The successful bidder for
our 2400-MHz spectrum could give
each digital ham a free 486 and still
make a profit. This is called foreshad-
owing-more about 2400 MHz later .

Neither Bdale nor I, nor Lyle, think
that the majority of hams are in the
two-or-more computer category . Still,
if the network is limited to current
capabilities and an 8088 base, we
suffer three problems :

1) Our network isn't relevant in the
larger world, making it less likely to
meet the technical advancement goals
in Part. 97, and less likely to help us
retain spectrum (more foreshadow-
ing!) .
2) The Haves, who are doing the

work, are going off to more interesting
pastures .



3) Many of today's Have-nots are
going to be Haves, in the 18-month
computer industry hardware capabil-
ity quanta, and the network won't be
ready for them . This has already hap-
pened once or twice ; see the Packet
History section .

The decision to
implement AX.25
was not based on

what would be best
for the network

in 1994

Buyer's Guide?
Bdale and I both agree that it is time

to publish "The Ham's Guide to
Linux-how to buy a Linux system or
convert your current system ." As
usual, there are three components to
networking; software, hardware and
education . On the subject of informa-
tion, Steve Stroh, N8GNJ, writes :

Is Amateur Radio getting
eclipsed by the commercial wireless
activity? Yes . Is this a bad thing?
Probably, but it doesn't have to be,
and depends on how you look at it .
Amateur Radio is an incubator . It's
really rare that an idea can evolve
in an amateur radio environment
and sustain itself completely
within Amateur Radio . Clover is a
good example . I'm pretty sure that
it's being used commercially now, to
great success. Amateur sales of
Clover, from what I've read, are de-
cent, but not great. I think there's
money to be made-maybe not the
obscene amounts that there is in
the commercial marketplace, but
there is enough activity there to
justify some effort .

What can change this? Organiza-
tion is a big item . Every fall we seem
to see lots of enthusiasm gushing
forth from students anxious to do a
thesis on some aspect of Amateur
Radio . They seem to expend more
than half their energy in running
down the sources of information .

There's a lot. of it out there . But it's
buried-pretty deep, in a lot of
cases. I think Bdale Garbee demon-
strated recently that WWW is the
way to go . Once the information is
posted, it's out there, probably for-
ever, to anyone who is sufficiently
motivated to look for it (in contrast
to some poor grad student who was
given a reference to an article pub-
lished in Packet Radio Magazine
that no library has ever heard of) .
In a perfect world, those who pub-
lish any kind of amateur radio
information would be public-
spirited enough to allow its copy-
right to lapse after 2 years or so,
thereby permitting any informa-
tion to be scanned, updated and
posted to a WWW site for anyone to
browse. Then we wouldn't spend so
much precious time and momentum
reinventing things and rediscover-
ing information .

Packet History
Someone on the TCP-GROUP mail

list recently said :
"The choice of AX .25 is just astonish-

ing! Who thought that adapting a
point-to-point LAPB protocol for use in
a multipoint, multiaccess environ-
ment is a good idea? Where's the ad-
vancement of the state-of-the-art? As
far as I can tell, AX.25 came to be due
to blind devotion to the ISO god, and
not due to any sound protocol design ."

Lest you youngsters forget, here is
my take on how we got to the odd place
we find ourselves . Two groups, closely
followed by others, implemented
AX.25 on devices that were, or became
widespread and spawned countless
clones: Hank Magnusky, KA6M, and
his group in San Francisco and TAPR
in Tucson and Los Angeles . I was on
the conference call in 1982 between
a group in Los Angeles (Dave
Henderson, KD4NL ; Wally Linstruth,
WA6JPR; Skip Hansen, WB6YMH,
and me) and Hank, where it was de-
cided to implement AX .25 on the TAPR
and VADCG TNCs . The ironic part, for
ISO conspiracy theorists, is that Hank
was a staunch supporter of RFC-based
protocols .

The decision was not based, as you
would hope, on what would be best for
the network in 1994, when multi-
MIPS, 500-MB hard drives, and 8-MB
memory are considered "entry level ."
It was not based on 100,000 users,
graphical interfaces and internet-
working .
It was based on using the AO-10

spacecraft and a small number of
point-to-point links . It was based on
taking a step up from a protocol that
had a 4-bit address field . It was based
on a PAD for "dumb terminals ." It was
based on the protocol that the people
at that time were offering to imple-
ment .
You've heard, in this column and

elsewhere, how AX .25 was invented at
an AMSAT meeting to develop a
protocol for its satellite. You haven't
heard, and I'd almost forgotten, what
else was involved .
AX.25 may have remained a paper

protocol, as many do, if it were not for
the fact that KD4NL and NK6K had
just written a LAPB protocol, Dave for
a 6809 and me for a Z-80 . We wrote it
for a point-to-point interface so that
we could link our Field Day site at
8000 feet in the mountains above Los
Angeles down to my shack in Redondo
Beach on two meters . We wanted to do
computerized logging and duping, and
we didn't want to risk my 8-inch floppy
drives on my S100 ($500 for two,
160 kB each) in the dust on the hilltop .
This was regular LAPB, used for the
purpose for which it was created .

TAPR was soon to come out with its
TNC-more than one hundred were
presold-but the original software
group hadn't come through . TAPR had
to have a protocol, quickly . As I was on
the hook to 16 locals as "TAPR Beta
Coordinator" for the area, and since
the LAPB Dave and I had written was

There has been
advancement in the
state of the protocol
art, but the protocol

has little to do
with our current
problems no
advancement in

our 1940's
FM/FSK radios
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close to the AX .25 that had been
proposed for use on AO-10, TAPR
picked AX.25 to implement, and Dave
and I (and Margaret Morrision, KV7D,
in Tucson) ported LAPB to the TAPR
TNC.

Hank volunteered to do an AX .25 for
the VADCG boards so his user com-
munity in San Francisco would be able
to talk to the new boxes .
Unfortunately, perhaps, for the

1994 network, TAPR was in the right
place at the right time, and thousands
upon thousands of TNCs were sold in
a few years, all with the protocol
derived from a point-to-point satellite
service and a Field Day logging sys-
tem, in ROM .
At the time, the state-of-the-art was

5-bit Baudot at less than 110 baud,
with no addressing and no error cor-
rection . AX.25 was a huge advance-
ment. It looks nonoptimal now, of
course .
There has been advancement in the

state of the protocol art (the use of
TCP/IP with incremental work to
make it more relevant to slow shared
links), but the protocol we use has
little to do with our current prob-
lems-no advancement in our 1940's
FM/FSK modulation techniques, no
low-cost off-the-shelf high-speed data
radios, and no organized nationwide
network-building entity .

The goal at the time (1984) was to
allow people to experiment with
digital radio, to give them a common
building block (the TAPR TNC), and to
see what happened . What was
supposed to happen was better radios,
better protocols and a network . What
we got was linked RLI BBS systems .
That's not to say that RLI forwarding,
for the time, was bad. It gave the
impression of a network where none
existed, however .
I think Phil wrote NET not long

after it became possible to do so, mean-
ing the size of the computing resource
available to the average ham was not
able to support NET in the years pre-
ceding its development .
"What about stupid things like

AX.25 putting the call in every
packet!?"
You had to be there at the time . The

problems with the existing protocol
were thought to be :

1) limited address space, and
2) the requirement for a central

authority to distribute address .
The call signs were a solution to the

problem to be solved : No one wanted a
big brother to assign addresses (one
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Tom proposed that
three 100-kHz-wide
channels, and several
narrow channels, be
allocated to packet.

There was no response
from the digital

community

big brother [the FCC I was enough),
and no one wanted to transmit a CW
ID once every 10 minutes . An ID in
each packet made the FCC happy and
isn't all that much overhead . Now, of
course, we have many little brothers
handing out IP addresses-some doing
a good job, some not-and we have no
requirement to ID in CW because of the
legacy of calls in packets .
When people speak of the shame of

admitting to coworkers that they're
using 1200-baud AX .25, the shame is
in the 1200 baud, not the AX .25. Would
they laugh any less if you proudly said
1200-baud IP? They'd think you were
touched for even bothering .

To some extent, amateur packet ra-
dio turned out to be more of a sociologi-
cal experiment than a technical ex-
periment. Can a large number of
poorly linked groups (how ironic that
this is a communications hobby), with
no central leadership, no defined goal
and no funding, come up with a viable
network, or even the tools to build one?

The jury is still out .

Peaked?
I received a letter from Tom O'Hara,

W6ORG. Tom is well known for his
ATV and spectrum management work .
He sent a copy of a letter circulated
among the members of SCRRBA,
the southern California frequency
management group, discussing the
new definition of repeater . It seems
that Part 97 .3(35) defines repeater as
a device that "simultaneously" re-
transmits the transmission of another
amateur station on a different channel
or channels . As 97 .201(b) and

97.205(b) prohibit only auxiliary and
repeater stations from the 431- to
433-MHz weak-signal sub band, this
could allow properly planned and co-
ordinated simplex packet links, well
away from weak-signal work centered
on 432 .0 .
To gauge interest, Tom proposed

that three 100-kHz-wide channels,
and several narrow channels, be
allocated to packet . Though he ex-
pected some excitement, there was no
response from the digital community .
Tom says :

I read your depressed article in
the August QEX today. Has packet
in general passed its peak interest
period? Enclosed is a letter I circu-
lated around the SCRRBA Techni-
cal Committee, including Jim
Fortney, K6IYK, who represents
the digital interests . I thought all
the new channels would be received
by the digital community with great
excitement, but nothing . I remem-
ber when you where here we had
quite a time trying to find some
space for the one high-speed slot at
439 .0 MHz and it was quickly taken
over by the 1200-baud people . I
have not had any applications for
high-speed or back-bone digital
links on 23 cm for a few years now .
This is very distressing. Our future

is passing before our eyes, and it's use
'em or loose 'em . It may already be too
late for 2400 MHz .

Doom-2400-MHz Prospects
As foreshadowed, here is some bad

news . If you thought the 220-MHz
grab was big, this could be bigger .
Report No. DC-2666, ET Docket No .
94-32, re : Notice of Proposed
Rulemaking FCC 94-272 on October
20, 1994, "Commission Proposes
Allocation of Spectrum Transferred
From Federal Government to Private
Sector," says in part :

In compliance with the provisions
of Title VI of the Omnibus Budget
Reconciliation Act of 1993, the
Department of Commerce released
a report on February 10, 1994,
which made preliminary identifica-
tion of 200 megahertz of spectrum
for reallocation from Federal Gov-
ernment to private sector use,
including 50 megahertz at 2390-
2400 MHz, 2402-2417 MHz, and
4660-4685 MHz that is immedi-
ately available. The Reconciliation
Act requires the Commission to
adopt rules by February 10, 1995,
to allocate the spectrum .



The Commission also believes
that most of the services to be
provided in this spectrum would
likely meet the statutory criteria
for auctions . Therefore, the Com-
mission proposed to make licenses
for this spectrum available through
competitive bidding to the extent
possible and practicable .
"Auctions" means big money is in

play. Find out what this is all about,
and write in to the FCC . This will no
doubt be in all the usual ham informa-
tion sources by the time you read this,
so view this as a reminder to do your
part. The full text of the FCC NPRM
can be obtained in file FCC94272 .TXT
from ARRL's BBS (203-666-0578), via
anonymous FTP from oak.oakland .edu
or from the ARRL's email INFO server
(info@arrl .org-send a message to that
address containing the single line : send
fcc94272 .txt) . The comment deadline is
December 19, so time is of the essence .

Low(er) Cost 900 MHz?
In the only good news I could find,

here is a note from Matt Kastigar,
NOXEU, on a project he's working

Ifyou thought the
220-MHz grab was

big, the loss of
2400 MHz could

be bigger

on to reclaim previous-generation
cellular phones :

I have converted (cut-up, etc) a
Hitachi (early) floor/trunk mount
cellular phone ; and with the help of
Jay Underdown, WOOGS, put the
duplexer at 900 MHz . Anything
that was a computer (versus
"radio") was surgically removed .
Then I deciphered the bit-patterns
for the PLL and (via common
1N914's) "forced" the LO to where
the output is 902 .500000 MHz (LO
is shared transmit and receive) . I
fixed the output at (approx) 1 watt .
Yes, it works, sort of, and needs the

computer section reactivated for all
the 90's-type features-scanning,
memories, etc, plus the control of
output power (enough to get a
response from the cell site and no
more) .

It's all there, and with care and
attention to details like the output
filters, mixer peak, etc, cheap
radios are here . This was not a se-
rious effort ; it started out because
someone gave me a BC-454
(Command) receiver and I started
thinking (here's the dangerous
part) that there must be something
out there that's cheap and usable by
the amateur community like those
surplus rigs . A trip to a local sur-
plus vendor supplied the radio
($5.00 with handset and antenna-
a take-out from a rental car com-
pany) .

Since the older radios use "full
size" components, this is the logical
first step in the experimental stage .

Please
Please send me some good news .

Three depressing columns is enough .
M
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Digital

	

Signal

	

Processing

	

in
Communication Systems, ISBN :
0-442-01616-6. By Marvin E . Frerking .
1994 Van Nostrand Reinhold, New
York . Hardbound, 576 pp .
Reviewed by Ladimer S. Nagurney,
WA3EEC, Associate Professor of
Electrical Engineering, University of
Hartford, Connecticut

Digital signal processing is becom-
ing pervasive in communications sys-
tems, in both professional and ama-
teur equipment . But in most DSP
books, the topics discussed are the
FFT and FIR/IIR filters, with commu-
nication topics such as modulation and
demodulation discussed only briefly, if
at all . And practical topics such as
implementation are almost never
discussed .
Marvin Frerking has changed this

emphasis with the book Digital Signal
Processing in Communication Sys-
tems . Finally, a book has been written
that directly relates DSP to its commu-
nication applications . For complete-
ness the book includes a chapter on the
fundamentals (FFT and z-transforms)
and one on digital filters, but even
these chapters emphasize communica-
tion applications .

Chapter 3 discusses A/D conversion
and spends a large amount of time
on quantizing noise, intermodulation
distortion, aperture jitter, and sam-
pling of band-pass signals . These di-
rectly affect the signal-to-noise ratio of
the system .

The heart of the book is Chapters 6
to 8, entitled "Digital Algorithms for
Communication Systems," "Digital
Receiver/Exciter Design," and "Data
Transmission," respectively, that
comprise 277 of the book's 576 pages .
The "Digital Algorithms for Commu-

nication Systems" chapter (Chapter 6)
begins with a discussion of DSP tech-
niques used to generate a sine wave,
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Digital Signal
Processing in

Communication
Systems

MARVIN E. FRERKING

paying special attention to practical
issues such as frequency resolution
limitations due to finite-length arith-
metic. The author then discusses am-
plitude modulation, including the ap-
proximations necessary for DSP pro-
cessors that do not have a square-root
function . The chapter continues with
FM and SSB and concludes with a sec-
tion on digital AGC and squelch cir-
cuitry .

Chapter 7, "Digital Receiver/Exciter
Design," begins with the design of a
receiver, thoroughly discussing gain
and noise distribution and the trade-
offs between analog and digital
approaches for each stage . Frerking
then discusses alternative architec-
tures such as narrowband receivers
using high-speed A/D converters,
harmonic-sampling receivers and di-
rect-sampling receivers . Transmitter
design is then discussed based on the
assumption that the baseband (modu-
lating) signal will be digitized, pro-

cessed and finally converted to an
analog signal at the carrier frequency .
He concludes the chapter with discus-
sions of DSP for ALC and using DSP to
linearize a nonlinear power amplifier .
Data transmission is included in

Chapter 8 beginning with a discussion
of matched filters . FSK and PSK are
then discussed including all variants,
such as m-PSK and MSK. The chapter
concludes with a discussion of equal-
izers and a short note on HF channel
models and their simulation using
DSP .

Chapter 9 reviews the major topics
of speech coding including Linear Pre-
dictive Coding and the implementa-
tion of various algorithms .
The concluding chapter is "DSP

Hardware," which is a potpourri of
topics such as DSP processor design,
data flow structures and various bus
designs .
The book has 7 appendices that pro-

vide rigorous derivations of results
presented in the book . The reference
section of the book lists 90 references
that represent a good cross section of
communication and DSP literature .
Having taught both communication

engineering and DSP at the under-
graduate level for a decade, I found the
hook a pleasure to read . Most topics
were presented at the right level, with
a good balance between theory and
practice . A radio amateur with some
knowledge of linear systems, communi-
cation engineering and elementary
DSP should find this book accessible .
For those without the latter two prere-
quisites, having Couch's Digital and
Analog Communication Systems and
Proakis and Manolakis'sDigital Signal
Processing nearby would be useful .

I would expect that technically in-
clined radio amateurs would benefit
from this text .
The author, Marvin E . Frerking is

WOEQC .
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Feedback

In "Testing and Calculating
Intermodulation Distortion in Receiv-
ers," by Ulrich L . Rohde, KA2WEU, in
the July, 1994, QEX, several measure-
ments of receiver intercept points are
reported under the "Example Mea-
surements" heading. The equations
that show the calculations may be a
source of some confusion . In those
equations the author used a number
that is the difference in attenuator
settings between the reference level
measurement ( Pj, ) and the level of
one of the two signals used for the two-
tone measurement (PA). Using the dif-
ference in the attenuator readings is
valid only if the attenuator is set to 0
dB for the two-tone measurement, as
was done by the author . The following
derivation makes this clear :

IP, = nPA	- PIM„
n-1

PA = -20 dBm - A2
PIM = -20 dBm - A1
Here, PA is the level of one tone ap-

plied to the receiver input during two-
tone testing, and P fM is the reference
level measured using the single-
frequency signal . Each of these levels
is the level into the attenuator, -20
dBm, minus the attenuator setting in
dB : A 2 for the two-tone signal and A 1
for the reference level . Substituting to
form a single equation gives :

IP

	

dBm - A2 ) - (-20 dBm - Al
n = +20

	

n -1
(-20 dBm)(n-1)+A 1 -nA2

n-1
Note that the two-tone attenuator

setting, A 2 , appears in the equation n
times . Thus, the difference in attenu-
ator settings can't be used directly
unless A2 is 0 dB .

The most error-free procedure is to
calculate the actual receiver input
power levels and plug them into the
first equation above . Trying to make a
measurement such that the difference
in attenuator settings can be used
directly can lead to confusion and
errors.-KE3Z
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DSP Voice Frequency Compandor for use in RF Communi-
cations (Ash, Christensen and Frohne) ; 5, Jul 94 ; Feed-
back ; 32, Oct 94

Designing Low-Phase-Noise Oscillators (Rohde) ; 3, Oct 94
Digital Processing of Weak Signals Buried in Noise
(Emerson); 17, Jan 94

Estimating the Length of Coaxial Feeder (Brown) ; 24, Apr 94
HF Channel Simulator Tests of Clover (Reynolds); 7, Dec 94
Hearing Strange UHF Signals Lately? (Reed) ; 13, Dec 94
Inexpensive PC A-to-D (Sutcliffe) ; 23, Oct 94
A Low-Distortion Test Oscillator and Amplifier
(Eguizabal) ; 27, Mar 94

The MTG1 Multitone Test Generator (Rohde) ; 3, Dec 94
The Multipurpose Morse Code Generator Circuit
(Ciarallo); 3, Feb 94 ; Feedback ; 16, Apr 94

On the Traveling-Wave Linear Dipole (Belrose) ; 22, Jun 94
Negative Frequencies and Complex Signals (Bloom) ; 22,
Sep 94

Personal Computer Frequency Counter (Nemec); 3, Jan 94
Phase-Shift Network Analysis and Optimization
(Schmidt) ; 17, Apr 94

Practical Microwave Antennas-Part 1 (Wade) ; 3, Sep 94
Practical Microwave Antennas-Part 2 (Wade) ; 13, Oct 94
Practical Microwave Antennas-Part 3 (Wade) ; 16, Nov 94
Programming a DSP Sound Card for Amateur Radio
(Forrer) ; 9, Aug 94

RF Counter Data Collection and Visualization (Mork) ; 11,
Jul 94

A Simple Junkbox Satellite Receiver (Reed) ; 3, Apr 94
A Simple SSB Receiver Using a Digital Down Converter
(Anderson) ; 17, Mar 94

A Simple Versatile UHF Test Source-0.4 to 1 .5 GHz
(Reed); 18, Jun 94

Simulation of KH6CP's VHF Driver (Rohde) ; 11, Jun 94
A Swept-Frequency Generator for Crystal-Filter Evalua-
tion (Henderson) ; 3, Mar 94

Testing and Calculating Intermodulation Distortion in
Receivers (Rohde) ; 3, Jul 94 ; Feedback ; 27, Dec 94

Where Does the Power Go? (Bloom) ; 17, Dec 94

Proceedings
13th ARRL Digital Communications Conference Proceed-
ings ; 31, Oct 94

Central States VHF Society Conference Proceedings ; 30, Oct
94

Microwave Update 1994 Proceedings ; 31, Oct 94
Proceedings of the AMSAT-NA 12th Space Symposium and
AMSAT Annual Meeting ; 27, Dec 94

Proceedings of the Twentieth Eastern VHF/ UHF Conference
of the Eastern VHF/ UHF Society ; 30, Oct 94

RF (Lau)
A 2-W 13-cm Amplifier ; 27, May 94
10-GHz WBFM-Improved Designs; 25, Nov 94
Designing a 2-Meter Power Amplifier ; 26, Jan 94
A Low-Noise PHEMT Amplifier for 5760 MHz ; 28, Sep 94
Mode-S Receive Converter ; 25, July 94 ; Feedback ; 31, Sep 94
A VHF Driver for Hybrid Power Modules ; 29, Mar 94

Specialized Communications Techniques
AN-93, and HF Modem for RTTY, AMTOR and Pactor Soft-
ware TNCs (Forrer) ; 3, May 94

An Adaptive HF DSP Modem for 100 and 200 Baud (Forrer) ;
3, Nov 94

A CVSD Codec System for Your PC (Bloom) ; 11, Apr 94 ;
Feedback; 30, Jun 94

A DSP Version of Coherent-CW (CCW) (de Carle) ; 25, Feb
94

Interfacing GPS or LORAN Devices to Packet Radio
(Bruninga); 9, Feb 94

G-TOR: A Hybrid ARQ Protocol for Narrow Bandwidth HF
Data Communication (Prescott, Anderson, Huslig and
Medcalf) ; 12, May 94

The KD2BD Pacsat Modem (Magliacane) ; 20, Aug 94
Toward New Link-Layer Protocols (Karn) ; 3, Jun 94
Wavelet Compression for Image Transmission Through
Bandlimited Channels (Langi and Kinsner) ; 12, Sep 94

Upcoming Technical Conferences
The 1994 AMSAT-NA Annual Meeting and Space Sympo-
sium ; 32, Aug 94 ; 30, Oct 94

1994 ARRL Conference on Digital Communications ; 29,
Jan 94 ; 31 Mar 94 ; 29, Jun 94 ; 32, Aug 94

ARRL Continuing Education Workshop : Computer-Aided
Design of HF Antennas ; 30, Oct 94

Central States VHF Conference; 29, Jan 94 ; 31, Mar 94 ; 29,
Jun 94

Eastern States VHF Conference ; 29, Jan 94 ; 31, Mar 94,
30, Jun 94 ; 32, Aug 94

HamVention '94 ; 31, Mar 94
Microwave Update '94 ; 29, Jan 94 ; 31, Mar 94 ; 29, Jun 94 ;
32, Aug 94

Pack Rats Conference ; 29, Jan 94; 31, Mar 94, 30, Jun 94 ;
32, Aug 94

Radio Amateurs of/du Canada-First National Conven-
tion ; 31, Mar 94 ; 29, Jun 94

West Coast VHF Conference ; 29, Jan 94 ; 31, Mar 94 m
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