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The American Radio Relay League, Inc, is a
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Amateur Radio art

All correspondence concerning QEX should be
addressed to the American Radio Relay League,
225 Main Street, Newington, CT 06111 USA .
Envelopes containing manuscripts and corre-
spondence for publication in QEX should be
marked : Editor, QEX .
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the authors, not necessarily those of the editor or
the League . While we attempt to ensure that all
articles are technically valid, authors are
expected to defend their own material . Products
mentioned in the text are included for your
information ; no endorsement is implied . The
information is believed to be correct, but readers
are cautioned to verify availability of the product
before sending money to the vendor .
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Empirically Speaking
Our transition to bimonthly has gone

well . I'm sure you've noticed the new
cover graphics and some changes in the
banner. Now we must keep the stuff in-
side as nice as the cover . In that regard,
I am very pleased by how many of you
have submitted articles . We are not
overflowing but have a good content se-
lection, as you can see in the last few
issues . Every QEX issue gobbles up ma-
terial . We publish about twice as much
technical material as QST, on a
monthly basis . We can't rest for a mo-
ment. Keep the stuff coming and re-
member that QEX is what you make it .
Let's look at the workings of QEX: how
we handle articles and what we expect
from authors .

QEX Editorial Approach
As a purely technical forum, QEX is

much less formal than QST . Authors ex-
change ideas here through their ar-
ticles . They need not explain and
support every detail . Although experts
review submitted articles, our readers
can fill in some gaps and work out un-
clear areas . The QEX editorial process
is much quicker than that of QST, with
much less author contact . QST articles
get several days of editorial time, QEX
articles get less than a day . We consider
articles nearly camera ready, and con-
tact the author only if there's a prob-
lem. Most manuscripts (about 60%) are
complete, and require no communica-
tion except to work out the final review
schedule .

How to Submit Articles
Send your articles to the QEX Editor

at ARRL Headquarters . You can down-
load an author's guide at http://
www.arrl.org/qst/aguide /. If pos-
sible, send manuscripts and drawings
in electronic form as well as on paper .
You can e-mail them to qex@arrl.org .
Hand drawn figures are okay, but bet-
ter drawings make it easier for us to
process the article . (If your drawings
are correct and legible-even if hand
drawn-we'll scan them for publica-
tion.) Once logged into the HQ data-
base, articles are sent to me for review .

Given our great need for material, we
return very few manuscripts these
days, so don't be bashful . We need ma-
terial at all skill levels . After the re-
view, we either send an acceptance
letter and Publication Release form or
return the manuscript . We can't pro-
ceed without a signed release . Then I
edit the article lightly for technical con-
tent, and send it to Bob Schetgen, who

prepares it for layout . The author gets
one final review before it goes to the
printer .
We don't plan QEX far in advance,

and content may change until it's sent
to the printer . Therefore, we can't pre-
dict when your article will appear until
well after it's edited .

This Issue in QEX
In this issue, we begin a three-part

series by Doug Smith, KF6DX/7, about
the workings of I)SP receivers . Doug is
the designer of the new Kachina re-
ceiver, and he gives the inside dope on
this new technology . He begins with
basic principles and goes on to concrete
examples .

Ever wonder what really goes on with
the waves travelling back and forth on
your transmission lines? Walt Maxwell,
W2DU, gives us some insight, in the
context of impedance matching . This
gives us a good feel for what's happen-
ing on transmission lines .
The voltage multiplier is an old

standby circuit for making higher volt-
ages at low power, but we tend to forget
about it . Parker Cope, W2GOM, re-
minds us of this useful circuit family
and puts them in a more modern con-
text.

Sunspots are on the rise, and it's time
to think about 6 meters again. Grant
Bingeman, KM5KG, makes some inter-
esting comparisons between J4 ground-
plane antennas and vertical dipoles . The
result is a slick 6 meter vertical that can
be scaled to other frequencies, too .

Talk about strange happenings, the
ionosphere is full of surprises . Eric
Nichols, KL7AJ, gives us some insight
to the more mysterious happenings, all
of which are very real .

Need a little more selectivity? Mae-
stro Wes Hayward, W7ZOI, tells us how
to go from double-tuned circuits to
triple with very little pain .

Antenna modeling and the associated
software are hot topics these days . L .B .
Cebik, W4RNL, gives an overview of
what's available and how to find out a
lot more .

If you're into microwaves, you may
have used waveguide filters . John Reed,
W6IOJ, shows how to build custom
waveguide filters, with an example for
2.4 GHz .
This month in RF, Zack Lau, W1VT,

presents an inexpensive homebrew feed
for 3456 MHz dishes . He's also got a 10
GHz preamp using the low-noise NEC
NE32984D PHEMT.-73, Rudy Severns,
N6LF, rseverns@arrl .org



Signals, Samples and Stuff:
A DSP Tutorial (Part 1)

"DSP" is a buzzword of the 90s. Have you wondered
what it's all about? This article begins an ongoing

QEX walk through the forest of DSP.

What is all this DSP business, anyway? How does
it really work? Certain crucial concepts are used
in digital radio design . In this first article of a

series, I'll describe these concepts in some detail . All of
them are important to understand in the execution of a DSP
transceiver. In the second article, we'll investigate an ac-
tual design . We'll look at architectural issues that impact
decisions made during development, and we'll review the
final configuration . In the third article, we'll survey some
advanced DSP techniques such as adaptive filtering and
special demodulation methods .

The Mathematics of Complex Signals
DSP implementations of radio transceiver functions

compel designers to reexamine the mathematics that de-
scribe them . Computers and microprocessors are good at
crunching numbers, but one thing stands out about them :

By Doug Smith, KF6DX/7

they do exactly what they are told! Therefore, if we expect
a DSP system to generate an SSB signal, we'd better know
those calculations to perform, and those to avoid .

Real and Complex Signals
Let's start with the job of taking a real input signal, say

the audio from a microphone, and converting it to an SSB
signal that can be transmitted over the air . We have to
translate its frequency upward by the carrier frequency's
value, and in so doing, preserve the spectral content . If we
wish to produce an upper sideband (USB) signal, we want
the carrier and lower sideband to be suppressed by as much
as possible . We'll explore how the mathematics of complex
signals achieve this using the so-called "phasing method"
of SSB generation .

Of course, we generate SSB signals in other ways, such as
the filter method . Because DSP makes it easy to build broad-
band phase shifters, and because the use of complex signals

PO Box 4074 gives rise to a great deal of flexibility and precision, the
Sedona, AZ 86340 phasing method has dominated DSP SSB generation to date .
e-mail dsmith@sedona.net

	

Complex signals are not generally well understood, and
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they're an obstacle in the way of those who wish to grasp
the concepts . The idea of negative frequency is especially
troublesome . A real signal, such as a cosine wave, is nor-
mally thought of as a positive frequency . It can be seen on
an oscilloscope or spectrum analyzer in the positive-
frequency domain . It can be transmitted and detected nor-
mally. We shall see, however, that such a signal actually
consists of positive and negative frequencies when exam-
ined in the complex domain .

Our real cosine wave embodies the relation :
X, =cos wt

	

(Eq 1)
where w = 2nf, and t is time. In the complex domain, the
cosine wave is really the sum of two complex signals :

X, =
2
[(coswt+ jsincot)+(coswt- jsintot)1

	

(Eq 2)
This signal has both positive- and negative-frequency

components! The left-hand term is positive, the right-hand
negative-the imaginary terms cancel and the real terms
reinforce to make the equation true . In the complex plane,
where the real part is one axis and the imaginary part the
other, this signal can be represented as two vectors rotat-
ing in opposite directions . See Fig 1 .

While this depiction is beautiful and elegant to a math-
ematician, what does it really mean to you and me? Well,
it means that signals represented in complex form can have
a one-sided spectrum, ie, having only positive or only nega-
tive frequencies . This is useful as we mix our signal up-
ward to its final RF position .

Frequency Translation and Complex Mixing
We see that if we were able to translate the spectrum of

our cosine wave-with its symmetrical positive and nega-
tive parts-upward in frequency far enough, we'd have two
positive frequencies separated by twice the original signal
frequency . For a real signal, this is exactly what happens
when it's applied to an analog mixer! Both the sum and
difference frequencies are generated, and the amplitude of
each is half the original amplitude . So it's no coincidence
that a mixer's conversion loss is about 6 dB-precisely what
physics predicts .
We now invoke an identity discovered by Euler, which

states that :
et"'t =coswt+jsinwt

	

(Eq 3)
This is a more convenient notation for complex sinusoi-

dal signals. So now, our real cosine wave takes the form :

we get the product of the two inputs :

Imaginary

4 QEX

(cos (oot)(cos N t) =

( e jwot i e-jwot
)

2

(ej wt +e- c (o t )

2 (Eq 6)

l ej(mo+w)t +e-j(wo+w)tl + l ej(wo- w)t +e-j(wo- (0)t I

4
(Eq 7)

=
2

[cos(0)0 + (o)t +cos(co o - w)t}

	

(Eq 8)

The multiplication of the two cosine waves results in a
frequency translation of their two-sided spectra . Now, let's
consider what happens when we mix or multiply two com-
plex, one-sided signals-as opposed to real, two-sided sig-
nals-together .

SSB Generation
We now present a new function, It , to represent the ampli-

tude of the microphone audio versus time . This is a real sig-
nal with a two-sided spectrum . It's possible to convert this
real signal to a complex signal-with only positive-frequency
components-by generating a quadrature signal, Q t ,
wherein all frequencies are phase-shifted by 90° from I t , and
treating It and Q t as a complex, or analytic, pair. The signal
It +jQ t contains only positive frequencies . The negative fre-
quencies cancel each other, while the positive frequencies
reinforce . The function that phase shifts all the frequency
components by 90° is called a Hilbert transform . This would
be difficult to achieve in the analog world, but is easy in DSP .
We now multiply this analytic signal by a complex

oscillator :
Yt = ejw0t (Eq 9)
and the translated signal takes the form :
e, t (It + JQt)=(cos (oot+1, sin wot)(I t JQt)

	

(E q 10)-
= (I, cos (9ot - Q, sin wot) + j(It sin wot + Qt cos wot)

(Eq 11)
Since we're interested in transmitting this SSB signal

via a single path over the air, we only have to compute the
real part. This "half-complex" mixer is implemented as
shown in Fig 2. It produces a real USB signal . This is, in
fact, the good old phasing method .

Properties of SSB Signals
Since the amplitude of the carrier is constant, the ampli-

tude of the SSB signal can be specified as some function of
the modulating signal . If we think of the converted micro-
phone audio signal It + jQ t as a vector, it follows that its
length is equal to the instantaneous amplitude :

t
At =(h+Qr )9

	

(Eq 12)

The phase of the signal is the instantaneous angle of this

This shows that an SSB signal is a hybrid of both ampli-
tude and phase modulation . Also, note that having defined
the amplitude and phase of the baseband signal in Eq 12
and 13 above, we can write :

cos w t= 2 (eiwt + e -j(Dt )

When we mix this with a real carrier, say
(Eq 4)

Yt = cos N o t (Eq 5 )

rotating vector :

O t = tan-/ Qt (Eq 13)

Fig 1-Vector representation
of a real cosine wave.

	

9Z[e.w" t

it i

Now we can rewrite
(I,+ jQ,)J=At cos((oot+0,)

the real part of Eq 11 as :

(Eq 14)



(It +A)= Atej 0 '

	

(Eq 15)
directly relating the envelope and phase to the analytic
baseband signal . The amplitude and phase of this analytic
signal are identical to those of the SSB wave of Eq 11 .

DSP Receiver/Exciter Architectures for SSB
With all this under our belts, we're ready to examine how

these concepts apply to actual digital SSB receivers and
exciters . While we won't explore all the ways DSP trans-
ceivers can be configured, and won't yet dive into all the
minute detail, we will look at several designs to illustrate
the principles .

Fig 3 is the block diagram of a digital exciter . The audio
is normally low-pass filtered before sampling to remove

ADC

Analog
LPF

Audio In

Fig 2-Block diagram of a half-complex mixer .

Audio Input

Fig 3-Block diagram of a digital SSB exciter .

BPF

BPF
+90o
Phase
Shifter

f
4

Interpolation
Filter

Sampling Rate
Increases

l

t
4

Interpolation
Filter

components above half the sampling frequency of the ana-
log-to-digital converter (ADC) . A sampling frequency that
is one quarter of the output sampling frequency is conve-
nient. The audio passes through two band-pass filters, one
of which incorporates a 90° phase shift . This converts the
real signal to a complex signal It +jQt having only positive
frequencies. The filters are identical in frequency response
and differ only in their phase responses .
The construction details of these filters will be treated

later, under "Digital Filters ." For now, it's sufficient to say
that it's easy to build a frequency-independent DSP phase
shifter-a fantasy in the analog world! The key concept
here is that the real and imaginary parts of the analytic
signal It + jQt are handled separately in DSP .

The analytic signal is translated to the output frequency

	••

Cos (jo ta

USB
Output

DAC

Analog
LPF

USB
Output
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through multiplication by a complex carrier :
ej 0̀ °t = cos coo t + j sin coo t

	

(Eq 16)
and the result is just as it was for Eq 11 . Only the real part
is computed, and that is at a sampling rate four times the
input sample rate . For every sample from the filters, we
use four samples of the complex oscillator .

This is beneficial, because for each full output cycle, the
cosine oscillator produces values 1, 0, -1, and 0 ; the sine
oscillator produces values 0, 1, 0, and -1 . No actual multipli-
cations take place, which saves time and accuracy. The sam-
pling rate of the filter outputs must be artificially increased
to make this procedure work-it's called interpolation .

The sampling process causes the output spectrum to re-
peat at harmonics of the sampling frequency . To remove

USB
Audio
Input

LSB
Audio
Input

IF
Input
(Xt)

Fig 4-Block diagram of a digital ISB exciter .

Fig 5-Block diagram of a digital SSB receiver .
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Filter
Shifter

these aliases, an analog anti-alias filter is required after the
digital-to-analog converter (DAC) . A digital interpolation
filter eases the requirements of this anti-alias filter . It op-
erates at the higher output sampling rate, taking the addi-
tional input samples to be zero . The filter shape is designed
to attenuate the harmonic spectra in the original signal .

In the example, a USB signal is produced . Had the sum
of the real and imaginary parts been taken instead of the
difference, an LSB signal would have emerged .

An Independent Sideband (ISB) Exciter
We saw how easy it was to change sidebands in the above

example by either subtracting or adding the real and imagi-
nary parts. This makes it easy to create an ISB exciter that
transmits separate information on each sideband .

18sin W, t

	••
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ADC

	••

0
Decimation

LPF

co Wo t

sin Wo t

Decimation
BPF
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IMA&M .ti
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Output
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The block diagram of such an exciter is shown in Fig 4 .
Working through the math for each sideband-and taking
the input for the other sideband to be zero-shows that the
system works as advertised .

While there are other ways to design sideband exciters in
DSP, these examples illustrate the flexibility afforded by
using the phasing method. The basic structures in the ex-
citer architecture are directly applicable to a sideband re-
ceiver, too . Let's consider what happens on the receiving end
of an SSB radio link, and see how the math works in reverse .

A Digital SSB Receiver
As in digital exciters, phasing methods prevail in receiv-

ers because it is easy to build frequency-independent phase
shifters and because amplitude accuracy is preserved
throughout . The first job is to convert the analog IF signal
to digital form . Because of dynamic range considerations,
the frequency at which the sampling is performed is lim-
ited to just above the audio range . Current technology dic-
tates that a 16-bit ADC is used at a low-frequency IF .

As expertise in ADCs progresses, the digitization point
will move closer to the antenna . For now, we must stick with
traditional analog front ends, using very high-frequency
first IFs to avoid image and spurious problems, and low-
frequency second IFs to satisfy the ADCs . The sampled IF
signal must be sharply band pass limited because of the
restrictions imposed by current DSP processor performance .

Fig 5 presents a block diagram for a digital SSB receiver .
After the IF signal is digitized, we wish to reduce the sam-
pling rate-and the filtered bandwidth-as soon as pos-
sible. This is so because we need as much time as possible
between input samples for the intense computations we
must perform . Reduced sampling rates also ease the de-
sign of the digital filters that provide the final selectivity .
A technique known as harmonic sampling allows us to

reduce the initial sampling rate to twice the input signal
bandwidth. Let's say this bandwidth is about 15 kHz,
enough for FM and other modulation formats, yet not so
wide as to let in lots of QRM .
Therefore, the sampling rate must be at least 30 kHz,

IF
Input
(xt)

Fig 6-Block diagram of a digital AM receiver.

and we select something slightly higher to ease the analog
IF filtering requirements . The digitized signal is then
translated to baseband using the complex mixing algo-
rithms outlined previously . Since the input signal, X t is
real, only two multiplications are necessary :
Xtej w0t = Xt cos wpt + jX t sin opt

	

(Eq 17)
Now we have an analytic signal as before, and the value

of the oscillator, wp, is chosen to beat the carrier frequency
to zero. Again, the sampling rate is converted by choosing
an IF that is four times the sample rate after translation,
so that the oscillator values are only 1, 0, -1 or 0 . This time
though, we're reducing the sampling rate, and this is called
decimation .

The sampling process again produces spectra at harmon-
ics of the sampling frequency . To avoid mixing these into the
passband at the reduced sampling rate, a decimation filter
is required. This filter operates at the higher sampling rate,
and limits the bandwidth to half the lower sampling rate .

Since the carrier frequency is at zero, the spectrum of
our analytic signal contains both negative and positive
components. The negative frequencies represent the lower
sideband, and the positive frequencies the upper sideband .
The It and Qt signals are passed through two band-pass
filters, one of which has a built-in 90° phase shift . These
filters provide the final receiver selectivity, and are again
identical in frequency response . The outputs of these fil-
ters are either subtracted or added to demodulate the USB
or LSB audio. The digital audio signal is converted back to
analog by the DAC, and the output is low-pass filtered to
remove the sampling-frequency-caused harmonic spectra .

Obviously, we could both add and subtract the terms to
produce an ISB receiver . Very little additional processing
overhead would be involved, but we would need another
DAC and low-pass filter .

We see that this receiver processes signals in a way that
is the reverse of the digital exciter above . The mathematical
relationships we described above define the transforms
between real audio signals and real SSB signals, and we've
seen how they work in both directions . Analytic signals can

Audio
Output
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also be used to demodulate other types of signals, such as
AM and FM. Let's look briefly at how these are handled in
DSP .

AM Demodulation
In conventional AM, the envelope of the received signal is

equal to the amplitude of the baseband audio . So to imple-
ment an AM detector, we can compute the magnitude of the
analytic signal I t + fQt as in Eq 12 . The resulting audio sig-
nal is free of the distortion encountered in detectors using
rectification methods. Note that in the AM demodulator
shown in Fig 6, the second pair of filters isn't necessary ; and
the decimation filters provide the final selectivity .
Now that we must use Eg12, we're stuck with computing

the square root of a number . We could use the relation
I

X 2 =log-1( b0 X)

	

(Eq 18)

but this involves computing a logarithm, or looking it up
from a very large table . Fortunately, Sir Isaac Newton
comes to the rescue with his root-finder algorithm!

In the 17th century these calculations were quite a bur-
den, and anything that sped them up was a major blessing .
Logarithms had only just been invented, and large tables
of them were both expensive and scarce . Newton found a
quick, simple iterative method for finding the roots of cer-
tain equations . For square roots, it goes like this : Take a
crude guess at the square root of the number in question .
Divide the number by the crude guess . Add the crude guess
to this result, and divide it all by 2 . Then, use this result

1 .2000

0.8000

d 0.4000v
:

	

0.0000
E
a -0.4000

-0.8000

-1 .2000

1 .2000

0 .8000

0.4000

0.0000
E
a -0.4000

-0.8000

-1 .2000

7

i

1~_A
_14W

L, ~J -

r

Sample Times

(A)

(B)

Fig 7a-Sine wave of frequency much less than the sampling
frequency .
Fig 7b-Sampled sine wave.
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as the new crude guess and repeat the process to obtain the
desired accuracy .

let GUESS„,,,, _

let GUESSa td = GUESSRe,,,
REPEAT

In practice, the accuracy of the result reaches the limit
of 16-bit representation in five or six iterations . This
method is much quicker and more accurate, for assembly-
language implementations, than any alternative .

FM Demodulation
In FM, the instantaneous frequency of the carrier is

equal to the amplitude of the baseband signal . We discov-
ered how to compute the phase of our analytic signal above,
so we can build a PM demodulator right away using Eq 13 .
The arctangents can be looked up from a table, or we can
compute them using power series .

Once the phase at each sample time is found, the fre-
quency is calculated as the rate of change of the phase :

ft = dot

	

(Eq 20)

Differentiating the string of phase samples is accom-
plished using the technique of first differencing . We sim-
ply take the difference between the adjacent samples :
fn = On - on-1

	

(Eq 21)
This is the FM demodulator output .
Alternatively, FM can be directly calculated by evaluat-

ing the vector relationships and using :

Qt( dt )it)- tld
ft.=

	

I2 +Q2
then low-pass filtering .

Finally, a digital discriminator can be used to translate
the FM to AM, which is then demodulated as described above .
While the mathematics of the various modulation for-

mats can be complicated, they dictate exactly what the
computational block diagrams must look like . In a DSP
implementation, the equations hold true and the results
are precisely as predicted by theory . Next, we'll develop
the theories of sampling and data-rate conversion to see
what limitations they impose on us, and what advantages
apply to digital radio design .

Sampling Theory and Multirate Processing
In the field of radio communication, we deal with analog

signals. In order to perform our DSP magic on them, there-
fore, the first and last steps in the processing chain involve
conversion to and from digital form . Once a signal is digi-
tized, we fight to preserve its integrity through the numeri-
cal precision of our calculations . At the interfaces to the
analog world, the enemies are manifold : noise, distortion
and lack of dynamic range and resolution. We'll explore the
characteristics of sampled signals, and the reasons for
degradation in conversion techniques .

Sampling Theory : Digitizing the Analog World
Sampling is the periodic measurement of the signal volt-

age and the conversion of this voltage to a number . If we
take f9 measurements per second, we call fs the sampling

Number + GUESS0Id
GUESSocd

2

(Eq 19)

(Eq 22)



-fs

Amplitude A

0

Fig Ba-Spectrum of sampling impulses .
Fig Bb-Spectrum of a band of real Input signals .
Fig 8c-Spectrum of the sampled band of signals .

frequency . We can represent the sampled signal as a string
of amplitude measurements over time, as shown for the

	

1 .2000

case of a sine wave in Fig 7 .

	

0 .8000
To completely understand the nature of the sampled sig-

	

„ 0 .4000nal, first consider a function S t , consisting of unit impulses

	

100

spaced at intervals of the sampling time, %- 1 . This is the

	

a 0 .0000
time-domain representation of the sampling function . The

	

E
sampled signal can be thought of as the sampling function

	

a -0.4000

multiplied by the continuous input signal, x t :

	

-0.8000
yt =x tS t

	

(Eq 23)

	

-1 .2000
The result is the convolution of the two signals-equiva-

lent to their mixing in the analog world . A look at the spec-
trum of this result shows that it repeats at intervals of the
sampling frequency, as shown in Fig 8 for a band of sig-
nals .

These repetitions are called aliases, and are as real as

	

1 .2000
the fundamental in the sampled signal . They each contain
all the information sufficient to describe the original sig-

	

0.8000

nal . In our example, the sampling frequency is much higher

	

„ 0.4000
than the signal frequency, so the output still roughly re-
sembles the original sine wave .

	

a 0 .0000
E

Sine Wave, Alias Sine Wave: Harmonic Sampling

	

¢ -o.4000

Imagine that the input frequency is greater than the

	

-0.8000
sampling frequency . (See Fig 9 .) Now, the output no longer

	

-1 .2000matches the input . Note that the sampled signal is still in
the shape of a sine wave, though, and that its frequency is
lower than that of the input. Ordinarily, this wouldn't be
a happy situation .

Nevertheless, a downward frequency translation is useful Fig 9a-Sine wave of frequency greater than sampling
frequency .

in the design of an IF-DSP receiver . In addition, lower sam- Fig 9b-Harmonically sampled sine wave .
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pling frequencies are desirable because they provide more
time between samples for signal modification algorithms .
Caution is required, though . An input signal near twice the
frequency of that in Fig 9 would produce the same output . To
use this technique, therefore, we must first band pass limit
the input. This trick is known as harmonic sampling .
The input signals must fall between the fundamental, or

some harmonic, of the sampling frequency and the point
half way to the next harmonic . A frequency translation will
take place, but no information about the shape of the input
signal will be lost because of this sampling technique . A
frequency-domain representation of harmonic sampling is
illustrated in Fig 10 .
Information can be lost, however, because of inaccura-

cies and noise introduced by the ADC . After digital pro-
cessing, additional distortion can be introduced by the DAC
as we convert back to analog . Let's look at these errors .

Noise and Distortion in Signal Conversion
An ADC is a device that measures an analog signal volt-

age and outputs a proportional number . A DAC is another
device that performs the reverse operation, outputting some
analog voltage proportional to the numerical input . Both of
these devices inject noise and distortion, at levels that are
predicted by sampling theory. Their performance is so criti-
cal to any DSP transceiver that it's worth our effort to exam-
ine causes of degradation and learn how to combat them .

Aside from stray noise picked up in the physical circuits,

s AA

I

Amplitude

-fs

	

0

A

A

A

0

-fs

	

0

	

fs

Fig 10a-Spectrum of sampling impulses .
Fig 10b-Spectrum of a band of real signals .
Fig 10c-Spectrum of harmonically sampled band of signals .
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AA

the deleterious effects occurring in signal converters can
be grouped as follows, and discussed :

•

	

Nonlinearities in quantization step sizes
•

	

Quantization noise
•

	

Aperture jitter
•

	

Noise figure and distortion in analog stages
•

	

Zeroth-order sample-and-hold distortion

Nonlinearities
Nonlinearity means distortion, and -in this case-noise .

The quantization steps of any real converter are not per-
fectly spaced, and conversion results are contaminated by
the inaccuracy . In general, two types of nonlinearities can
be characterized : differential nonlinearity (DNL), and in-
tegral nonlinearity (INL) .

DNL is the measure of the output nonuniformity from one
input step to the next . It is expressed as the maximum error
in the output between adjacent input steps, measured over
the entire input range of the device . In an 8-bit converter, for
example, the worst errors typically occur when the output
changes from 01111111 to 10000000, using base-2 notation .

Since we're talking about the accuracy of the smallest
steps the converter can resolve, noisy low-order distortion
products caused by this effect limit the dynamic range of
the device . Current technology uses correction systems to
compensate for temperature variations that would other-
wise degrade performance beyond acceptable bounds .

A converter is considered monotonic if a steady increase

2fs

	

ifs

	

4fs

h

	r
2fs

	

3 fs

	

4fs

(A)

V .
Frequency

(B)

W

(C)



in the input signal always results in an increase in the
output . Device manufacturers attempt to hold DNL to ±0 .5
bits so that monotonicity is maintained .

The second measure of nonlinearity, INL, is a measure of
the device's large-signal-handling ability. If we inject a sig-
nal of amplitude A and measure the output, then inject a
signal of amplitude 100 A, we expect the output to increase
in exact proportion. The INL is a measure of the maximum
error in the output between any two input levels . Another
way of depicting this measurement is to plot the input
against the output, and see how straight the line is .
INL produces harmonic distortion and IMD that are

obviously undesirable . Typical values are from ± 1 to ±2 bits
over the entire range .

Quantization Noise
Quantization noise, caused by the inability to resolve

signals near the amplitude of the smallest quantization
step, is basic to all converters and spread uniformly over
the entire input bandwidth of fs/2. The noise power is :

2
__ Vpeak

P111 3R2 21

	

(Eq 24)

in watts, and so the noise density is :

NDqn = Pqn

	

2V
2
peak

fs

	

3 f3R221

	

(Eq 25)
2

in watts/Hertz, where Vpeak is half the maximum peak-to-
peak input signal, R is the ADC input resistance, and b is
the number of bits of resolution . Note that the quantiza-
tion noise density decreases by 6 dB for every bit of reso-
lution in the converter and by 3 dB every time we double
the sampling frequency .
Since the maximum sine wave the converter can handle

produces a power of:

For a 16-bit converter, this is about 98 dB . If we could
increase the sampling rate by some factor N, then digitally
filter the output back down to the lower rate, we could

Fig 1 la-Block diagram of an IIR filter for L = 5 .
Fig 11b-Equivalent block

(A)

(B)
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V peak
2

V2 V2
peak (Eq 26)

Psine
_

R

	

2R
the maximum signal-to-noise ratio (SNR) is :

(Eq 27)Psine _ 3(2 2b = (6.02b + 1 .76)dB
PQ,

	

2



increase the SNR by almost the factor N . The quantization
noise would be spread over a much larger bandwidth, and
we'd use a decimation filter to eliminate the higher-
frequency noise in bringing the sampling rate back down .
This technique is known as over-sampling .

So-called "sigma-delta" ADCs use this method to achieve
the best possible dynamic range and noise performance .
They represent the state of the art in ADC technology .

Aperture Jitter
In addition to the above sources of noise and distortion,

noise is introduced by slight variations in the exact times
of sampling. Phase noise in the clock source used to derive
the sample times, as well as other inaccuracies in the sam-
pling mechanisms, produce undesired phase modulation of
the sampled signal . If we assume this phase noise is not
correlated with the input signal, a sine wave input gener-
ates a white noise component in the output having a power
density relative to the input power :

Nr __ 81r2f2 6a
Psine

	

fs

where f is the signal frequency, and a s is the RMS time
jitter in the sampling rate . Note that the result is expressed
in dB/Hz, and is proportional to the squares of both the
signal frequency (f) and the time jitter (oh),

Noise Figure Issues
Quite often, the smallest signal the converter can dis-

cern is so small that noise generated in the analog stages
of the converter becomes a problem . Consider a converter
with 16 bits of resolution and a peak-to-peak input limit of
5 V. Say its input impedance is 10 kSl . The noise power
contributed by quantization is :

Pqn -

	

2.52

	

= 48.5 x 10 -15 W =-103 dBm (Eq 29)
(3)(10,000)2

(2)(16)

It's likely, if the ADC comparators have a wide input band-
width and a noise figure of more than 6 dB, that their noise
contribution exceeds this amount . It's imperative, therefore,
to evaluate converters based on all their properties before
deciding to incorporate them in a DSP transceiver .

Zeroth-Order Sample-and-Hold Distortion
Typical converters are sample-and-hold devices . That is,

they continue to output the last sampled value throughout
the sample period . This effect acts as a filter having a
frequency response :

no)

\ wsI
lrw

	

(Eq 30)
ws i

This results in a high-frequency rolloff that is quite un-
desirable in many circumstances . For example, if the out-
put frequency is one quarter of the sample frequency, an
attenuation of about 1 dB will occur . This is mainly a prob-
lem in the final DAC stage, where signals are converted
back to analog. We see that increasing the output sampling
frequency reduces the attenuation, and that may call for
interpolation of the output .
I've referred to changes in sampling rate called de-

cimation and interpolation and alluded to the advan-
tages in performing these rate changes . Now, let's look
at them in more detail . This will lead us naturally into
a discussion of digital filtering .

12 QEX

H, =
sin

(Eq 28)

Sampling Rate Reduction: Decimation
Sampling at higher rates can be quite beneficial because

it eases the design of the analog filters we must use to avoid
the aliasing phenomenon, It also helps reduce noise intro-
duced by quantization and aperture jitter .

At some stage, however, we want to reduce the sampling
rate in order to provide as much time as possible in between
samples for other calculations . When it's time to digitally
filter some signals, making the filter bandwidth a large
fraction of the sampling frequency makes it easier to build
a sharp-skirted filter . Reduction of the sampling rate is
usually referred to as decimation .

Decimation is normally done by integer values-although
it doesn't have to be-and is the same as resampling the
signal at the lower rate. The resampled signal has a spec-
trum repeating at intervals of the lower sampling frequency,
and so we have to reduce the bandwidth to less than half this
value to avoid the aliasing that would destroy information .

The decimation filter, operating at the higher sampling
rate fin , eliminates components above four/2 so that aliasing
won't occur after the rate reduction . The output signal can
be processed at the four rate, which requires less time . We
see, though, that in sampling our signal at the lower rate,
we're going to have to either average or discard some of the
input samples .

When we filter the signal at the higher rate, then re-
sample at the lower, it turns out it's legitimate to just dis-
card the unneeded samples during decimation . No infor-
mation about the input signal will be lost since aliasing is
avoided. So, why compute these output samples when we're
only going to throw them away? We'll calculate only the
ones we're going to keep, and this is equivalent to running
the decimation filter at the lower sampling rate . This box-
car technique is typical of those used by DSP designers to
save time and effort .

Increasing the Sampling Rate : Interpolation
While a low sampling rate is pleasant for the reasons

outlined above, it may cause difficulties when it's time to
convert signals back to analog . The alias products aren't
far above the desired signals, and are therefore difficult to
filter out . The solution is to increase the sampling rate, and
hence the frequencies of the alias products, using the pro-
cess of interpolation .

We usually do this by an integer factor, although again,
we don't have to . While there may be advantages to chang-
ing the sampling rate by other rational factors, such as
3/2, we're after an arrangement that solves the aliasing
problem with a minimum of processing . In most cases, a
doubling or tripling of the rate is sufficient to allow a rea-
sonable anti-aliasing filter to be constructed .
To double the sampling rate, we'll insert additional

samples with a value of zero between the existing samples .
An interpolation filter is required, using the zero-inserted
data as its input . It is a low-pass, operating at the higher
sampling rate, which removes the alias components due to
the lower sampling rate .
We've seen some properties of sampled signals and

learned how the sampling theorem can be used to our ad-
vantage in designing a DSP transceiver . We've also seen
the potential trade-offs that selection and conversion of
sampling rates present . Next, on our path toward acquain-
tance with the important DSP methods, a thorough under-
standing of digital filtering is in order .



Digital Filters
The ability to construct high-performance filters is prob-

ably the most important reason for using DSP in radio
transceivers . An expensive crystal or mechanical filter
with a single bandwidth can be replaced by a set of supe-
rior digital filters, which offer as many bandwidths as the
associated memory can support .
We can build digital filters that have linear phase re-

sponse, which is very difficult in the analog world . This can
be important for certain data modulation modes . Once the
filter is designed, each unit is identical to the next-no
alignment is necessary! Finally, filter shapes and re-
sponses that are impractical in the analog world can be
easily implemented in DSP because there are no produc-
tion variations .

Infinite-Impulse-Response (IIR) Filters
IIR filters are notable for the presence of feedback, which

finite impulse response (FIR) filters do not have . For this
reason, IIR filters are usually designed by converting tra-
ditional analog filter responses, such as Chebyshev and
elliptical . IIR filters can have much sharper transition re-
gions than FIR filters (for the same number of multiplica-
tions), but they bring with them the nonlinear phase re-
sponses of their analog brethren . They are much more
susceptible to overflow problems, and are not necessarily
unconditionally stable . They are also prone to limit cycles,
low-level oscillations sustained by inaccuracies in numeri-
cal representation .
Designers can attempt to compensate these unwanted

traits, but they may find that the resulting computational
load isn't worth it . Nevertheless, we shall describe the
synthesis and use of IIRs, as they have their places in
modern radio development .
The transfer function of an analog Chebyshev low-pass

filter can be written as the ratio of a constant to an nth-
order polynomial :

Hs =
s" +a l si-1 +a

K

ls"-2+ ., .+an

Tables in the literature, such as Zverev, list the values
of the coefficients, a, which are related to the cutoff fre-
quency and used to derive actual component values for the

Signal
Input

h(O)

Fig 12-Block diagram of an FIR filter for L = 5 .

(Eq 31)

filter. The low-pass design can be transformed to band-pass
or bandstop response . Two popular methods exist for de-
riving the digital transfer function from the analog trans-
fer function. These are known as the impulse-invariant
method and the bilinear transform method .
The impulse-invariant method assures that the digital

filter will have an impulse response equivalent to its ana-
log counterpart, and therefore the same phase response .
Problems arise, though, if the bands of interest are near
half the sampling frequency . The digital filter's response
can develop serious errors in this case . Because of this, the
impulse-invariant method isn't as good as the bilinear
transform method .
The bilinear transform method makes a convenient sub-

stitution for s in Eq 31 above, and the filter output comes
out looking like :

L-1

	

L-1
y,,= >L akxn-k - Y_Qkyn-k

	

(Eq 32)
k=0

	

k=1

This filter has L zeros and L - 1 poles .
The block diagram of such a filter for L = 5 is shown in Fig

11 . Each box marked "Z -1 " is a one-sample-time delay . Feed-
back is evident in the diagram : The paths involving coeffi-
cients labeled 13 loop back and are added to the signal path .

This direct form equation can be factored into 2-pole sec-
tions, and implemented in cascaded form . For each section :

2

	

2
yn = Y- akxn-k - Y- pkyn-k

	

(Eq 33)
k=0

	

k=1

The output of each section serves as the input to the next .
This configuration requires a few more multiplications than
the direct form, but is less prone to instability and limit-cycle
problems when proper pole-zero pairing is used . Additional
information about IIR filters can be found in the literature .

Finite-Impulse-Response (FIR) Filters
This digital filter is by far the most popular for SSB use

because of its linear phase response . The transfer function
of an FIR filter has only zeros, so to implement one, we
eliminate the poles and compute only the left half of Eq 32 .
The output then takes the form :

L-1
yn = Y- hkxn-k

	

(Eq 34)
k=0

Filter
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where h is the set of L coefficients . The coefficients repre-
sent the impulse response of the filter, and the filter is said
to have length L .

The block diagram of such a filter for L = 5 is shown as
Fig 12. The set of input registers holding delayed samples
of x is just a tapped digital delay line, and for this reason,
this filter can be said to have 5 taps . Since the output de-
pends only on past input values, the filter can be said to be
a causal process .
Normally, the impulse response has a symmetry about

center, and it turns out this is enough to ensure that no
differential or group delay distortion is produced . Since
there is no feedback, the filter is unconditionally stable .
Almost any frequency response can be generated if enough
taps can be used . Many excellent CAD programs are avail-
able to design digital filters, relieving us of the burden of
generating coefficient sets .

Numerical Accuracy Effects in FIR Filters
In general, adding more taps sharpens the transition re-

gions in the frequency response . In addition, accurate fre-
quency and phase responses require a large number of taps .
Because it is truncated at both ends, the finite coefficient set
is only an approximation of that required for the exact re-
sponse we want. Some error in the result must be tolerated .
After Rabiner and Gold, the number of taps required can

be estimated using :

L = 1
10 log( 6132)-15-	

14 fT

	

(Eq 35)
fs ,

where 61 is the allowable passband ripple, 32 is the
stopband attenuation, fT is the transition bandwidth, and
fs the sampling frequency . This assumes, of course, enough
bits of resolution are used to achieve the required accu-
racy. In actual practice, filters of over 100 taps are used to
realize shape factors of less than 1 .14 .
When computers are used to design FIR filters, coeffi-

cients can be represented to the full accuracy of the pro-
gram-usually in floating-point format with 12 or more
decimal significant figures in the mantissa . Real imple-
mentations ordinarily don't achieve this accuracy, as we're
typically limited to 16 bits in an embedded DSP design .
The truncation of coefficients and data degrades the re-
sponse and, of course, sets the dynamic range .
We know that the product of two 16-bit numbers is a

32-bit number, so we need at least that many bits in the
final accumulator to avoid losing accuracy . Another point
of interest : While the delay through the filter isn't depen-

Signal
Input
xt
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Fig 13-Block diagram of digital notch filter .

Notch
Output

BPF

dent on frequency, the absolute value of that delay can be
quite large. In fact, it is equal to :

TFIR = L 2ts

	

(Eq 36)
When we get around to using these filters in our design,

we'll want to consider the effects of these delays .

Fixed-Point Mathematics and Scaling Problems
The typical DSP microprocessor is a 16-bit machine us-

ing fixed-point math . This means numbers are represented
internally as signed fractions between -1 and 1 in 2s
complement format. The most significant bit (MSB) repre-
sents the sign of the number, and the 15 least significant
bits (LSBs) the magnitude-or the complement of the
magnitude for a negative number . In hexadecimal format,
$7fff is the largest positive number and represents 1-2 -15
while $8000 is the most-negative number, and represents
(-1) . This is a convenient format, since the product of two
fractions is always another fraction! When we start adding
the fractions together, however, (as in our FIR filter above)
we may generate a number whose magnitude is greater
than unity-a result known as overflow .

Most DSPs using 16-bit data and coefficients have final
accumulators with at least 32 bits . A trade-off exists be-
tween the possibility of overflow-which is catastrophic-
and the loss of accuracy in the LSBs, via truncation during
operations . Especially in FIR filters with sharp transition
regions, and under certain input conditions, the output can
exceed ±1 . The worst-case output can grow as large as the
sum of the absolute value of all the coefficients :

L-1
Ymax = E IhkI

	

(Eq 37)
k=0

We must scale either the data or the coefficients by the
reciprocal of this factor to ensure against overflow .

At the small-signal end of things, the bit-resolution of
the system determines the dynamic range because of the
presence of quantization noise, just as in the case of ADCs
or DACs. It is computed almost the same way . Its normal-
ized amplitude is :

2 -(b+1)
Vqn =

	

( Eq 38)

where b is the number of bits used, internally, to represent
numbers.

Truncation of numerical results is another form of quan-
tization noise, also computed in the same way . If each of
the L multiplications is truncated, then the noise ampli-
tude from this source is :

2-~e+1) L
Vtrunc =

	

( Eq 39)0
It's interesting to note that while truncation of the coef-

ficients affects the response characteristics of the filter, it
doesn't contribute to the noise in the output .

Hilbert Transforms
We know that to build a DSP radio, it's convenient to use

phasing methods as discussed previously . We need a way to
shift the phase of signals by 90° . For a single frequency, this
is easy: We just insert a delay of one-quarter cycle . Over a
range of frequencies, though, an FIR structure is required to
obtain a frequency-independent phase shifter . We'll call this
a Hilbert transformer .

Coefficients for a Hilbert transformer can be generated



by CAD programs, and optimized for the bandwidth of in-
terest. As noted above, the coefficient set will be symmetri-
cal about center. The phase response is, of course, a
straight line . A nice property of Hilbert transform impulse
responses is that if the total number of taps is odd, the even-
numbered coefficients are zero . This cuts our number of
calculations in half .
Also, to minimize the computational load, let's see if we

can somehow avoid having a separate Hilbert transformer
in our phasing-method implementation . We'll attempt to
build a pair of band-pass filters, with the frequency re-
sponse we need and whose phase responses are 90° differ-
ent from each other . These can then be used directly in our
receiver/exciter to create and operate on analytic signals .

Analytic Filter-Pair Synthesis

The frequency translation theorems we explored above
can be used to advantage in creating our pair of filters . If
we start with a low-pass filter having impulse response, ht,
and frequency response, H t,,, multiplying the impulse re-
sponse by a complex sinusoid
e .w°t = cos w o t + j sin co o t

	

(Eq 40)
results in two sets of coefficients, one for the real part, and
one for the imaginary part :
hi = htcosto o t

hQ = h t sin(oo t

The frequency response of either one of these filters is
given by :

H = H(w-w„) + H(w+wo )w 2

cos W° t+tp)

X 1

Input
d t

(Eq 41)

(Eq 42)

0
LMS

Algorithm

Fig 14-Block diagram of adaptive, manually tuned notch filter .

which is a band-pass filter centered at cop . The first filter
in Eq 41 has a phase response 90° different from the sec-
ond . The frequency translation theorem works on the re-
sponses of filters just as well as it does on real signals!

To perform this transformation on the L coefficients of
the initial low-pass filter, we calculate new coefficients :

For 0<_k<_L-1,

h t , = hkcoscoo~k - 2 + 2 IJts OR

hQk = hksinco o k - L + 1 i s
2 2,

We can implement an IF shift in our receiver design sim-
ply by altering the value of coo, and computing the new coef-
ficients . We can alter the transmitter's frequency response
by convolving the impulse response of our analytic filter pair
with that of a filter having the desired characteristic . It's
evident that FIR filters yield flexibility beyond that of any
analog technique .

Digital Notch Filters
The other type of filter of interest to us is the notch,

designed to remove a single frequency . Note that such a
filter can be constructed by subtracting the output of a
narrow band-pass filter from the broadband input, as
shown in Fig 13 . We include a delay of
Z-a = Lets

	

(Eq 44)
in the broadband input to compensate for the delay through
the band-pass filter, whose length is L .
An unusual type of notch filter has been described by

x2

sin( W °t + (p)

Notch
Output

e t

BPF
Output

Yt

(Eq 43)
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Widrow and Stearns, in which the number of taps in the
band-pass filter is minimized. In fact, they were able to
show that only two taps were needed for each frequency to
be notched! DSP designers love this, since the amount of
computation is almost nil . In describing this notch filter,
we'll introduce the concept of the adaptive interference can-
celer, and we'll touch on some of the theory involved in
adaptive signal processing .

The Adaptive, Manually Tuned Notch Filter
The situation is this : We want to copy a broadband signal,

such as an SSB voice signal, and suddenly, a dreadful carrier
appears in the passband! Our notch filter will remove it, and
we'll have complete control over the notch width, along with
a depth limited only by the bit resolution of our system .
Dr . Widrow discovered that one can build a filtering sys-

tem to minimize repetitive signal energy by altering the
filter coefficients "on the fly" using a certain algorithm .
Known as the least-mean-squares (LMS) method, it de-
scribes a way to adjust FIR filter coefficients over time to
remove an undesired tone in the input! A reference signal
is used, which is of the exact frequency of the interfering
tone. The algorithm then forms a band-pass filter that is
subtracted from the broadband input to create the notch .

The block diagram of this system is shown in Fig 14 . The
broadband input is called d t , and the reference input is a
pure cosine wave :
xt = A cos(wot+¢)

	

(Eq 45)
The cosine wave is sampled and fed to the input of one

multiplier. It is also phase-shifted by 90° to produce a sine
wave, which is fed to the second multiplier . The multiplier
outputs are then added, as in a regular FIR filter, to form
the band pass output . This output y t is then subtracted
from the broadband input signal to produce the notch out-
put, e t . Note that the band pass output is also available at
no additional overhead .

While the initial values of the coefficients hl and h2 are
unimportant, the procedure for updating them is defined
by the LMS algorithm as :
hl(t+t) = htt + 2petxlt

h2(t+l) = h2t + 2petx2t

	

(Eq 46)

where 0 <,u < 1, and the sampled reference inputs are :
x jt =Acos(wot+0)

X2t = A sin(wpt + 0)

	

(Eq 47)

In the final analysis, it can be shown that as the refer-
ence inputs are sinusoidal, the system is linear and time-
invariant for the output e t . Several interesting points fol-
low about the characteristics of this notch .

Adaptive Notch Filter Properties
First, the 3 dB bandwidth of the notch can be shown to be :
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BW =
2,u o

2

	

(Eq 48)
8

radians/second . The Q of the filter is simply the center
frequency divided by the bandwidth :

Q= 2p A2 (t8)

	

(Eq 49)

Therefore, we have control over the bandwidth by varying
the factor, µ, and the amplitude of the reference signal, A,
in the equation . The depth of the null is, in general, superior
to that of a fixed filter because the algorithm will maintain
the correct phase relationship for ideal cancellation, even if
the reference frequency is changing slowly .

Each additional tone to be notched creates the need for two
more taps in the adaptive filter . Any noise in the input causes
us to add more taps to achieve sufficient accuracy . More de-
tail of adaptive processing will be provided in future articles,
and still more details may be found in the references listed .

Summary
DSP microprocessors are optimized for the multiply-and-

accumulate (MAC) operation that forms the backbone of
digital filtering and other DSP algorithms. We've discov-
ered that FIR filter structures are definitely the way to go
when designing DSP subsystems, and that quite a few
nuances of theory make life easier .

In Part 2 of our review of DSP techniques, we'll look at
an actual transceiver scheme, and examine how the strat-
egies we've learned result in an efficient, high-performance
design .
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Examining the Mechanics
of Wave Interference in
Impedance Matching

Impedance matching is a mystery to many of us . Here's a
short explanation of the subject from a well known engineer.

Preface
The purpose of this article is to

examine a powerful, but relatively
unused treatment of wave-reflection
mechanics as an aid in understanding
how the matching of impedances is
achieved by means of networks and
transmission lines . This treatment
focuses directly on the fundamental
actions of four reflected waves, the
voltage and current reflected waves,
which result from two mismatches,
the mismatched load and the mis-
match introduced by the matching
device. As we proceed, it will become
evident that all impedance-matching
operations are achieved through the

243 Cranor Ave
DeLand, FL 32720-3914
e-mail w2du@iag .net

By Walter Maxwell, W2DU
ARRL TA for Antennas and Transmission Lines

superposition of these four reflected
waves . By wave interference resulting
from the superposition, the reflections
from the mismatched load are can-
celed by the reflections generated by
the matching device .' The cancella-
tion of reflections at the matching
point simultaneously creates a vir-
tual, totally reflecting open or short
circuit to all the reflected waves at
the matching point in the network or
transmission line . Consequently, no
reflected waves travel rearward past
the matching device, and a matched
condition exists between two previ-
ously mismatched impedances .

Background
Before presenting the discussion

'Notes appear on page 24 .

however, it seems wise to acquaint the
reader with some background on the
subject . During the 1970s, I published
a series ofQST articles, 2 and my ARRL
book3 in 1990, both aimed at dispelling
prevalent misconceptions concerning
wave propagation on transmission
lines . One of the most serious miscon-
ceptions concerned reflected power
reaching the tubes in the RF amplifier
of the transmitter . The prevalent, but
erroneous thinking was that the re-
flected power enters the amplifier,
causing tube overheating and destruc-
tion. However, I dispelled this miscon-
ception in the above-mentioned pub-
lications, using the wave-mechanics
treatment, discussed here in greater
detail, by showing that when the
pi-network tank is tuned to resonance,
a virtual short circuit to rearward
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traveling waves is created at the input
of the network . Consequently, instead
of the reflected power reaching the
tubes of the amplifier, it is totally re-
reflected toward the load by the vir-
tual short circuit appearing at the
network input .
However, please note that, in his

QEX article, Bloom 4 has disputed my
QST and ARRL book explanations
(and that of MIT electrical engineer-

18 QEX

ing professor Slated) of the wave ac-
tion that results in total re-reflection
of the reflected waves . Bloom main-
tains that such total re-reflection is
impossible, because he claims the cre-
ation of a virtual short circuit at the
pi-network input is "unrealistic ."

Discussion
Whenever there is a mismatch of

impedances that generates reflected

waves-which must be eliminated by
a matching device-it is fundamental
that the elimination of the undesired
reflections is achieved through wave
cancellation by introducing new re-
flections that are complementary to
the undesired reflections . The new
reflections are generated by intro-
ducing a new mismatch tailored to
produce reflections whose complex
reflection coefficients are complemen-
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tary to those of the original reflec-
tions . 1 By complementary, I mean co-
efficients that have identical magni-
tudes, but angles of the opposite sign .
The new mismatch may consist of any
appropriate network, or a transmis-
sion-line configuration .

The technique of stub matching on a
transmission line provides a simple,
but elegant model for an illustration
of the wave-interference treatment,
with the stub establishing the new
mismatch. However, before discussing
this technique using wave-interfer-
ence treatment, it will be a study in
contrast to review briefly the tradi-
tional treatment of matching with
transmission-line stubs . To solve a
matching problem in the traditional
manner, engineering handbooks and
texts provide equations and graphs to
determine the length of the stub, and
its position on the line, based on the
characteristic impedance of the line
(Z 0), the impedance of the load termi-
nating the line and the resulting SWR .
It is understood that the matching is
achieved because the reactance (or
susceptance) of the stub cancels the
line reactance (or susceptance) at the
stub point . However, the handbooks
and texts do not explain the wave ac-
tions that produce the impedance
matching or why the reflected waves
produced by the mismatched load do
not travel rearward beyond the stub .
So let's now examine the treatment
that does reveal what the handbooks
and texts do not .

Matching via a
Transmission-Line Stub
To illustrate stub-matching tech-

nique using a wave-interference treat-
ment, consider first a 50 S line termi-
nated with a pure 150 Q resistance
that yields a reflection coefficient of
magnitude 0 .5, for a 3 :1 SWR on the
line, as shown in Figs 1 and 2 . By plac-
ing a series stub of the correct length
at the correct position on the line, a
50 Q impedance match is obtained at
the stub point ; this results in a 1 :1 SWR
on the line between the source and the
stub, but the 3 :1 SWR between the stub
and the load remains (see Fig 3) .

This we already knew, so now let's
make a change that provides a fresh
perspective . Leaving the stub in place,
we replace the mismatched 150 S2 load
with a 50 f matched resistance, as
shown in Fig 4 . Now there is no reflec-
tion from the load, so the SWR between
the stub and the load is 1 :1, but there
is a reflection from the stub . This stub
that initially reduced the 3 :1 SWR to

1 :1 also generates a reflection of mag-
nitude 0.5, presenting a reactive 3 :1
mismatch to the 50 4 line . Thus, with
the 50 Q matched load terminating the
line, the stub alone now produces a
3 :1 SWR on the line between the source
and the stub. So how does the stub
achieve an impedance match with the
150 Sl resistance at the load? Because
the reflection coefficients of magnitude
0.5 for both voltage and current pro-
duced by the stub reflections at the
stub point are complementary to those
arriving at the stub point from the
150 Q mismatch at the load . So you
now ask, "Why are there no reflected
waves on the line between the source
and stub with the 150Q load terminat-
ing the line?" This is the crucial point
of the discussion . It is because the
superposition of the voltage and cur-
rent components of the reflected
waves, generated by both the load mis-
match and the stub mismatch, creates
a totally reflecting open-circuit to all
reflected waves arriving at the stub
point . These reflected waves are then
totally re-reflected by the open-circuit
condition at the stub point, to travel

> Zo=50c2

rFROM STUB
Zs=ii57.711
pr = 0.5 L+60°
Pi = 0 .5 L-120°20 -

SWR =

SWR=3:1

only in the forward direction toward
the load-they cannot travel rearward
past the open circuit provided by the
stub . This phenomenon is explained
below and illustrated in Fig 5 .

In the illustration above, the action
of the stub created an open circuit at
the stub point to rearward-traveling
reflected waves (but not to forward
traveling waves). However, the stub
can create either an open circuit or a
short circuit, depending on the rela-
tion between the terminating load
impedance, ZL, and the characteristic
impedance, Z 0 , of the line . When ZL is
greater than Zoas in the illustration
above-the reflecting condition at the
match point is an infinite impedance,
a virtual open circuit. When ZL is less
than Z o the reflecting condition is a
zero impedance, a virtual short circuit .
To avert any misunderstanding con-
cerning the conditions just described,
I repeat for emphasis : These open-or
short-circuit conditions apply only to
the rearward-traveling waves, not to
the forward-traveling waves, which
see only the characteristic impedance
of the line, Z 0 .

Line Length = 30°	

Fig 2. A 50-ohm transmission line terminated with a
150-ohm load, creating a 3:1 SWR along the entire line .

r FROM LOAD
AT STUB POINT
Zu..=50-157.70
PE = 0 .5 L-60°

1 pi = 0.5 L+120°

SWR = 3 :1

Fig 3. A 50-ohm line terminated with a 150-ohm load, matched
with a series stub, reducing the SWR to 1 :1 from the stub to
the source, and leaving a 3:1 SWR from load to stub .

R =150 ()

r------------
AT LOAD

zL=150+ion :
PE = 0 .5 LO°

= 0 .5 /180°

R =150 0
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Let us now examine the wave-inter-
ference phenomenon that produces
the totally-reflecting condition at the
stub, or match point, which is the ba-
sis for all impedance-matching opera-
tions . Then following, we'll discuss
how the same phenomenon occurs in
X/4 transformers and in pi networks
comprising lumped components,
which, when resonant, behave as A./4
impedance transformers . After this
discussion, the reason why the short
circuit to rearward traveling waves
appears at the input of a pi network in
RF amplifiers will become clear .
By continuing the use of the 3 :1

mismatch with the stub treatment, as
in the illustration above, we obtain
nice, even numbers that are easy to
work with. With a 3 :1 mismatch, the
correct position on the line for the stub
is 30 electrical degrees from the 150 0
resistive terminating load, because at
30° from the load, the real part of the
line impedance is 50 S2 (see point A in
Fig 1) . The reactive portion of the line
impedance at this point is -j57 .7 Q .
Thus the line impedance at this point
is 50 -j57.7 S2, normalized to the 50 S2
characteristic line impedance as 1 -
j1.15. In this illustration, we will use
impedance treatment, not admit-
tance. Therefore (as we already know),
placing an inductive stub having
+j57.7 0 of reactance (+j1 .15 normal-
ized) in series with the line produces
an impedance match . This is so be-
cause the stub's +j57 .5 S2 of inductive
reactance cancels the -j57 .7 Q capaci-
tive line reactance, which leaves 50 +
jO 0 (1 + jO normalized) as the input
impedance looking into the line to-
ward the load . This is true when look-
ing from anywhere between the source
and the stub point . This is also old hat,
but it doesn't explain why there are no
reflected waves on the line between
the source and the stub .

However, as we will see, more action
occurs at the stub point-in prevent-
ing reflected waves from traveling
rearward past the stub-than simply
canceling reactances . To discover
how the open circuit to rearward-trav-
eling waves at the stub point is estab-
lished by wave interference, we must
examine the reflection coefficients
produced by both the load and stub
mismatches. Keep in mind that for
every electrical degree of motion along
a mismatched transmission line the
angle 0 of the reflection coefficient
changes two degrees. Thus the angle
of the voltage reflection coefficient at
the stub point (30° from the resistive
load) resulting from the 3 :1 load mis-
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match is -60°, as indicated on the re-
flection-angle scale at its intersection
with the radial line extending from
point A in Fig 1 . Because reflected cur-
rent is always 180° out of phase with
its corresponding reflected voltage,
the angle (0) of the current reflection
coefficient at the stub point for the
load mismatch is +120° as indicated by
the radial extending from point C .
Let us now examine the reflection

characteristics of the stub mismatch .
Keep in mind that, to examine the
stub mismatch separately, we re-
placed the 150 S2 mismatched load
with a 50 .0 matched load, as shown in
Fig 4. Thus the +j57 .7 S2 (point D in Fig
1) of inductive stub reactance in series
with the 50 S2 matched line results in
an impedance of 50 + j57.7 Q and a
voltage reflection-coefficient angle 0 of
+60° at the stub point, as indicated by

rFROM STUB
~ZS =+j57.7O
PE - 0.5 L+60°
pi = 0,5 L_120°

SWR = 3 :1

AT STUB POINT,
`Zwu = 50 + j 57 .7 0

Fig 4 . Series stub on matched line, generating a mismatch
complementary to load mismatch generated by 150-ohm
load in Figs 1, 2, and 3 .

SWR = 1 :1

Z4m = 50 - 157 .7 ci
Zw = 50 + jO Q

I

r

Fig 5. Showing how resultant angles of voltage and current
reflection coefficients pE0 = 0° and pi0 =180° at the match point
define a virtual open circuit at the match point to waves reflected
by the load .

the'radial extending from point D . And
again, since reflected current is al-
ways 180° out of phase with the re-
flected voltage, angle 0 of the current
reflection coefficient of the stub reflec-
tion at the stub point is -120° (see
radial through B) . Next, it is impor-
tant to note that-because the load
and stub both yield 3 :1 mismatches-
the magnitudes of all four reflection
coefficients are identically 0 .5 . This is
one of two requirements for the total
cancellation of the load-reflected wave
by wave interference and creation of
the virtual open circuit at the stub .

We will now discover that the sec-
ond requirement for creating the open
circuit is the relationship of the angles
(0) of the two sets of reflection coeffi-
cients . First we consider the two volt-
age angles at the stub point : -60° for
the load reflection and +60° for the

SWR = 1 :1

/

	

SWR = 3:1

Z IN = oo (to reflected waves)

R=5052

r	
ISTUB AND LOAD r TUB-SAND
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;PE LOAD- 0.5 L-6O° pi LOAD= 0.5 L+120° ZL =150+j0 f2
IPESTUB=0 .5 L+60° Pi STUB= 0 .5 L-120 ° i

`pi RESULTANT= L180°i-------------
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`pi = 0 .5 Z180-`pE RESULTANT=LO° -

-------------
r FROM LOAD
AT STUB POINT r AT LOAD
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stub reflection makes their resultant
0° . Next we consider the two current
angles at the stub point : +120° for the
load reflection, and -120° for the stub
reflection makes their resultant 180° .
In these two resultant angles, voltage
0° and current 180°, lies the secret of
the open circuit to reflected waves
being created at the stub point, which
I'll now explain with the aid of Fig 5 .
From universally-known transmis-

sion-line theory, when the terminat-
ing load on a line is an open circuit, the
angles of the reflection coefficients are
0° for voltage and 180° for current .
Conversely, when the terminating
load is a short circuit, the angles are
reversed, 180° for voltage and 0° for
current. Now for the crucial factor in
establishing the virtual short or open
circuit at the stub . In both cases, these
conditions are reciprocally related . An
open-circuit termination yields 0° and
180° for voltage and current, respec-
tively, but conversely, if by some
means we establish reflection coeffi-
cients of equal magnitude, with angles
of 0° for voltage and 180° for current
at any given point on a line, that com-
bination of reflection-coefficients cre-
ates an open circuit at that point to
waves traveling rearward . Means for
establishing these reflection coeffi-
cients of equal magnitude, angles 0°
for voltage and 180° for current, is il-
lustrated in Fig 5. Continuing, if we

PE = 0.5 L180°
Lp~ = 0.5 LO° -- J

- Zo = 225 .2 -

11

	

A

establish reflection-coefficient angles
of 180° for voltage and 0° for current
at a given point, that combination cre-
ates a short circuit at that point to
waves traveling rearward . So having
already established the resultant volt-
age and current 8 angles of 0° and
180°, respectively, with equal magni-
tudes of 0.5 at the stub point in the
present example, we have demon-
strated that an open circuit to
rearward traveling waves has been
created there, causing them to be to-
tally re-reflected toward the load at
the stub point . Consequently, if there
are no reflected waves on the line be-
tween the stub and the source, the line
must be matched, with an SWR of 1 :1
between the source and the stub .
Before proceeding to discuss the

corresponding conditions of matching
with ~,/4 transmission lines and
pi-networks, let us first examine
what happens to the reflected waves
after re-reflection at the stub point .
On re-reflection by the open circuit
appearing at the stub point, the result-
ants of the voltage and current com-
ponents of the load- and stub-re-
reflected waves emerge in the forward
direction in phase with the corre-
sponding components of the source
waves. Why do the re-reflected result-
ant waves emerge in phase with the
source waves? Keep in mind that just
prior to the re-reflection the reflection

r	 1

~ pE = 0.5 L180°
~ = 0.5 LO°

~~
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-----------------------------------------
Due to the 180° phase delay explained in the text (two-way 90° from
:point A to B to A), forward waves reflected at B arrive back at A after :
:complete reversal of reflection angles from pEO = 1800 and pig =0° to
: pE8 = 0° and pie =180°, 180° out of phase with their corresponding i ,
: reflections of forward waves reflected at A. Result: Creation of a :
totally-reflecting virtual short circuit at A to waves reflected at B .
--------------------------------------------------

Fig 6. Impedance Matching with 90-degree (?J4) Transmission-Line Transformer

angles 8 of the resultants were 0° and
180° for voltage and current, respec-
tively. Also, keep in mind that on
reflection from an open circuit, angle
8 for voltage remains unchanged,
while angle 8 for current changes by
180°. Therefore, on re-reflection the
voltage angle remains at 0°, and the
current angle reverses from 180° to 0°,
bringing both in phase with the for-
ward voltage and current from the
source. Consequently, the power in
the reflected waves adds directly to
that of the source waves at the stub
point. This accounts for power mea-
surements in the transmission line
between the stub and the load that are
greater than that supplied by the
source, by the amount of the power
reflected . Of course, the power re-
flected at the load then subtracts from
the sum of the source and reflected
powers, leaving the source power to be
totally absorbed by the load . (We're
considering only loss-less lines here .)
This same total-reflection phenom-
enon occurs with a properly tuned
antenna tuner, which is why no re-
flected power is observed on the line
between the transceiver and the input
of the tuner . (With an SWR of 12 :1 on
your open-wire feed line, has it
puzzled you why there is no reflected
power on the line from the transceiver
to the tuner? Why is the forward
power in the open-wire line greater

1
1 R=25 .2
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than the true power, the power deliv-
ered by the source and absorbed by the
load? Here we're treating the open-
wire line as loss-less line .)

Matching via a 7v/4 Transformer
Before we discuss impedance

matching with X/4 transmission-line
impedance transformers, you should
be aware of an important refinement
concerning the definition of reflection-
coefficient angles : When a traveling
wave in a transmission line encoun-
ters either an open-circuit termina-
tion or a change in line impedance
from low to high at a junction, reflec-
tion angle 0 is 0° for voltage and 180°
for current, when the higher-imped-
ance line is terminated in a matched
load. Conversely, when the wave en-
counters a short-circuit termination,
or a change in line impedance from
high to low at a junction, angle 0 is
180° for voltage, and 0° for current
when the lower-impedance line is
terminated with a matched load .

In explaining the wave action in the
X14 line-matching transformer as
shown in Fig 6, let's assume that two
transmission lines having imped-
ances of 225 and 25 1 , respectively,
are to be matched by a 7L/4, or 90°,
matching transformer . The source
feeds the input of the 225-Q line, and
the 25 Q line is terminated in a pure
resistance of 25 Q .

To match the 225 Q and 25 S2 imped-
ances of the two lines, the characteris-
tic impedance (Z0 ) of the matching line
must be equal to the geometric mean
of the two impedances being matched,
which in this case is 75 Q. The 225 Q
line from the source is connected to
the input of the 75 I matching line,
point A, the 25 L2 line is connected to
the output of the matching line, point
B, and terminated with a load of 25
+j0 S2 . In the absence of the matching
line, the mismatch between the two
lines is 9 :1 for a reflection-coefficient
magnitude of 0 .8 . However, with the
matching line in place there will be no
wave reflections on either transmis-
sion line, but there will be reflections
on the matching line resulting from
the 3 :1 mismatches appearing at both
ends of the matching line . The match-
ing is performed by the behavior of two
sets of reflected waves traveling
within the matching line, which are
produced by the 3 :1 mismatches ap-
pearing at both the input and output
junctions of the matching line and the
225 Q and 25 S2 lines, respectively . The
3:1 mismatch to forward-traveling
waves occurring at the input of the
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matching line produces two wave re-
flections, one of voltage and one of
current . Because the impedance
change is from high to low, the reflec-
tion coefficients at the input are PE 0.5
ate = 180° for voltage, and p i0.5 at 8 =
0° for current . These same reflection
coefficients appear again as the con-
tinuing forward-traveling waves ar-
rive at the output of the matching line,
because the impedance change for the
continuing forward waves is again
from high to low with the identical
mismatch as that at the input . Ini-
tially the waves reflected at the input
of the matching line travel rearward
into the 225 Q line, and the waves re-
flected at the output (of the matching
line) travel rearward into the 75 S2
matching line. However, the matching
action occurs at the input of the
matching line . So to determine how
the matching is accomplished, we are
concerned with the reflection coeffi-
cients of the four reflected waves as
they appear on simultaneous arrival
at the input of the matching line . As
stated above, the magnitudes of all
four reflected waves are identical, p =
0.5, and the angles of the coefficients
generated at both the input (point A)
and output (point B) of the matching
line are 180° for voltage (E), and 0° for
current (i) . On arriving rearward at
the input, however, the waves re-
flected from the output junction have
traveled 180° farther ; that is a half-
wavelength more than the forward
waves arriving at the input from the
225 0 line . Therefore, while angles at
the input of the matching line for
waves reflected at the input mismatch
are 180° for voltage, and 0° for cur-
rent, the angles at the input for the
waves reflected from the output mis-
match are reversed : 0° for voltage and
180° for current, due to the extra 180°
of travel . Consequently, all corre-
sponding components of voltage and
current are 180° out of phase at the
matching point. This condition is
equivalent to two waves a half-wave-
length apart . With equal magnitudes
and opposite phase at the same point
(point A, the matching point), the sum
of the two waves is zero . Result-zero
impedance-a short circuit to all rear-
ward-traveling waves, and total re-
reflection of the waves reflected from
both the input and output mismatches
in a manner identical to that described
in stub matching .

7X4 Transformer
versus Pi Network
Let us now examine similarities

among of the impedance-transform-
ing characteristics of the pi-network
and those of the X/4 transmission line
to explain why a virtual short circuit
to reflected waves appears at the in-
put of a pi-network fed by an RF power
amplifier. Because the pi-network at
resonance in a RF power amplifier is
electrically equivalent to a k/4 (90°)
transmission-line impedance trans-
former, the network performs in the
same manner as described above . The
only difference is in the values of the
impedances .

For example, let's assume 1800 62 as
a realistic optimum load impedance of
the amplifier, and 50 S2 as the output
impedance. The geometric mean of
these impedances is 300 Q, establish-
ing the characteristic impedance (Z,,)
of the pi-network performing as a 90°
matching transformer . When the net-
work is tuned to resonance with a 50 +
jO 0 termination at the output, the
50 S resistive load produces a mis-
match of 6 :1 at the output of the 300 Q
network line . The amplifier source
impedance of 1800 0 also sees a 6 :1 mis-
match at the input of the 300 Q pi net-
work. As in the k/4 matching-line op-
eration described above, the electrical
k/4 of the network performs the same
half-wave time delay for the reflection
from the output mismatch to reach the
input . Here too, the two sets of re-
flected waves are 180° out of phase at
the input terminals to create a zero
impedance there to all reflected waves .
Now we come to the crucial point of

this entire discussion . So far, we have
assumed the load at the output of the
network is 50 0 resistive . As we know,
however, if the load is a mismatched
50 Q transmission line, the input im-
pedance of the line loading the network
will not be 50 52 . If the network has
been loaded and resonated with a 50 Q
termination, and then connected to an
unmatched line without retuning and
reloading to derive the same output
power as before, the waves reflected
from the input and output mismatches
will no longer be equal and opposite,
and the zero impedance previously
established at the network input will
no longer be zero . In this condition,
wave reflections resulting from the
different load impedance will travel
past the input of the network to com-
bine vectorially with the source waves .
This creates a reactive load impedance
at the input of the network, which
changes a straight load line into an
elliptical load line . However, the short
circuit will be re-established when the
network is retuned and reloaded to



compensate for the difference in the
load impedance, because then the net-
work is again equivalent to a ?,/4 trans-
mission-line transformer . In other
words (contrary to Bloom ( 4 , when the
pi-network is properly tuned and
loaded with any complex impedance
within its compensation range, the
impedance to rearward-traveling re-
flected waves at the input is zero . This
prevents reflected energy from seeing
the internal impedance of the source as
a terminating load .

On the Input Impedance
of Open- and Short-Circuit
Transmission-Line Stubs

After examining the wave mechanics
that establish the impedance-match-
ing phenomenon in 2,/4 transmission-
line transformers, we would be remiss
if we do not examine the wave mechan-
ics that establish the input impedances
of open- and short-circuited transmis-
sion-line stubs . In this discussion, all
lines are considered loss less .

A A/4 Open Stub
Let us first consider a 1/4 open-

circuit stub . On arrival at the input of
the stub the source voltage and cur-
rent are in phase, at which point we
assign a reference phase of 0°. On ar-
riving rearward at the input, the volt-
age and current waves reflected from
the open-circuit termination of the
stub have traveled 180° relative to
those arriving at the input. (They
travel 90° from the input to the open-
circuit termination and another 90° in
returning to the input .) However, keep
in mind that, on reflection from an open
circuit, angle 0 of the voltage reflection
coefficient experiences no change,
while angle 0 for current changes 180° .
Thus, on return to the input, angle 0 of
voltage waves reflected from the open-
circuit termination is now 180°, a com-
plete phase reversal relative to the
source . Consequently, the reflected
voltage appearing at the input of the
stub is of the opposite polarity to that
arriving from the source . Continuing,
with the 180" angle change in current
on reflection at the open-circuit ter-
mination, plus 180° travel on the stub
line, on return to the input, angle 0 for
the reflected current is 0° . It is in phase
with the source current . So we have two
equal voltages of opposite polarity at
the input, the source voltage and the
stub voltage, with their currents in
phase. What's the result? Maximum
current-zero impedance-a short cir-
cuit! A perfect dc analogy is two batter-
ies connected in series, plus to minus,

and plus to minus-short circuit-
maximum current .

A 27A/4 Shorted Stub
Let us now consider a l../4 short-

circuit stub. The only differences rela-
tive to the conditions prevailing in the
open-circuit stub are the 0 angles of
the voltage and current reflection co-
efficients of the waves reflected from
the short-circuit termination that ap-
pear on return to the input . On reflec-
tion from a short circuit, angles 0 of the
reflection coefficients for both voltage
and current are opposite to those re-
flected from an open circuit. That is,
on reflection from a short circuit the
voltage angle 0 changes by 180°, while
the current angle 0 does not change .
Consequently, on return to the input,
the 0 angles of the voltage and current
waves reflected from the short-circuit
termination of the stub are 0° and 180°
respectively, opposite to those return-
ing at the input of the open-circuit
stub. As a result, the source and stub
voltages are equal and of the same
polarity at the input, while the cur-
rents are of opposite phase . What's the
result? Zero current---an infinite im-
pedance-an open circuit . A perfect dc
analogy is two batteries (of equal volt-
age) connected in parallel, plus to
plus, and minus to minus-open cir-
cuit--zero current .

Nonresonant Stub Lengths
So far we have considered only stubs

of 2 ./4, the length that, yields zero reac-
tance, because the stub-reflected volt-
age is either exactly in phase, or 180°
out of phase with the source voltage .
However, as we know, capacitive reac-
tance is present in a circuit when cur-
rent leads the voltage, and inductive
reactance is present when voltage
leads the current . So, let us examine
the wave mechanics of stubs that do
yield reactance by causing the voltage
and current to be out of phase . Let us
begin with stubs that provide capaci-
tive reactance by causing current to
lead the voltage. These are open-
circuit stubs having lengths less than
?J4. When the stub length is less than
a a./4, the stub current leads the volt-
age at the input of the stub because the
current reflected from the open-
circuit termination has traveled less
than 180° relative to the waves arriv-
ing from the source. As a result (while
including the 180° phase reversal on
reflection from the open circuit), the
reflected current arrives back at the
input of the stub ahead of the source
voltage. Because of this current-

leading-voltage phase relationship be-
tween the source voltage and the re-
flected current arriving at the input of
the stub, a capacitive reactance jX is
developed at the stub input .
For this knowledge to be useful, we

need to establish the relationship be-
tween stub length and the resulting
reactance obtained from the superpo-
sition of the source and reflected
waves at the input of the stub . First,
the phase relationship between the
source and reflected waves at the stub
input is determined by angle 0 of the
reflection coefficient of the reflected
waves. Angle 0 is directly related to
the stub length by the expression
Ls = 0/2, where Ls is the electrical stub
length. Both L s and 0 are in degrees .
The stub length in wavelengths may
be found using the expression L5,=
Ls°/360° . Finally, the capacitive reac-
tance at the stub input may be found
using the expression jX = Z o cot Ls .
As an example, let us find the ca-

pacitive reactance obtained with an
open-circuit stub having a measured
current reflection coefficient angle 0
of 90°, and where the characteristic
impedance Z o of the stub line is 50 Q .
From angle 0, the stub length is L s =
0/2 = 90°/2 = 45° . The length LK is 45°/
360° = 0 .125 k, or k/8 . The capacitive
reactance -jX = Z o cot L s = 50 cot
45° = 50 x -1 .0 = -j50 4 . The stub
length required to obtain a given ca-
pacitive reactance may be found by
reversing the above procedure .
Having examined the open-circuit

stub for its capability of obtaining
capacitive reactance, let us now exam-
ine the short-circuit stub for its capa-
bility of obtaining inductive reac-
tance . Keep in mind that in the open-
circuit stub, angle 0 of the voltage
reflection coefficient remains un-
changed on reflection, and angle 0 for
current reverses 180° . The reverse is
true with the short-circuit stub ; angle
0 for voltage reverses 180°, and angle
0 for current remains unchanged .

When the short-circuit stub length
is less than a a./4, the stub voltage
leads the current at the input, because
the voltage wave reflected from the
short-circuit termination has traveled
less than 180° relative to the waves
arriving from the source . As a result
(while including the 180° phase rever-
sal on reflection from the short
circuit), the reflected voltage wave ar-
rives back at the input of the stub
ahead of the source current wave .
Because of this voltage-leading-
current phase relationship between
the source current and the reflected
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voltage arriving at the input of the
stub, an inductive reactance +jX is de-
veloped at the stub input . Borrowing
from the open-ircuit expressions
above, the stub length is obtained in
the same manner, and the inductive
reactance at the stub input may be
found from the expression +jX = Z o tan
Ls . (Note that the tangent function is
used for short-circuit stubs, yielding
+jX, and the cotangent is used for
open-circuit stubs, yielding -jX.)
As an example, let us find the induc-

tive reactance obtained with a
short-circuit stub having a measured
voltage reflection-coefficient angle 0 of
90° and a characteristic impedance
(Z o ) of 50 Q . From angle 0, the stub
length is Ls = 0/2 = 90°/2 = 45° . The
stub length L s is 45°/360° = 0 .1257., or
7/8. Inductive reactance +jX = Z o tan
Ls = 50 tan 45° = 50 x 1 = +j50 Q .

It is interesting that, because tan
45° = 1.0, and cot 45° = -1.0, the ±jX
reactance obtained with short- or
open-circuit stubs of length 45° (X/8)
always equals the value of the charac-
teristic impedance Z o of the stub line .

Summary
This article has revealed five funda-
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mentals concerning the phenomenon
of impedance matching :

1 . The cancellation of mismatch-
engendered reflected waves is achieved
through wave interference .

2. The mechanism of wave interfer-
ence is fundamental to impedance
matching with transmission-line
stubs, X/4 transmission-line trans-
formers and impedance-matching net-
works comprising lumped elements .

3. Reflected waves cannot travel
rearward beyond the matching point
in the matching device because they
are stopped by the virtual open or
short circuit to rearward-traveling
waves, which appears at the matching
point .
4. The virtual open or short circuit

results from wave interference be-
tween two sets of reflected waves . One
set is produced by the load mismatch
and the other by a matching device
tailored to produce reflected waves
that are complementary to those pro-
duced by the load mismatch .
5. Because a resonant pi network is

equivalent to a X/4 transmission-line
transformer, a virtual short circuit to
rearward-traveling waves appears at
the inputs of pi networks used in the
output circuitry of RF amplifiers,

when the network is at resonance and
correctly matched to any complex load
within the range of the matching
capability of the network .
In addition, the article has also

examined the capabilities of open- and
short-circuit transmission-line stubs
to obtain capacitive and inductive
reactances from the distributed con-
stants of the line .
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When your project requires
±15 V for op-amps and you
have only a single +9 V sup-

ply, a voltage multiplier can be a
relatively simple solution to the prob-
lem. The voltage multiplier is the
predecessor of the more modern dc/dc
converter or switch mode power sup-
ply (SMPS). A voltage multiplier is un-
regulated and not as versatile as an
SNIPS, but it is simpler . It's quite ap-
propriate for developing the relatively
high dc voltage for light single-polar-
ity loads, such as plasma displays, as
well as split-voltage supplies for op-
amps or other analog circuits . For
many home projects, the voltage mul-

8040 E Tranquil Blvd
Prescott Valley, AZ 86314

Voltage Multipliers

Need a little more voltage or a bipolar supply?
Here are some basic circuits to meet many needs .

By Parker R . Cope, W2GOM/7

tiplier is less expensive and more con-
venient than winding or locating suit-
able magnetic parts for use in a SMPS .

A voltage multiplier can produce a dc
voltage, of either polarity, that is (ap-
proximately) a whole number multiple
of the peak-to-peak input voltage . To
illustrate the theory and procedures
for designing any voltage multiplier,
the design of +15 V and -15 V, 5 mA
supplies operating from a 9 V battery
are described . The voltage multiplier
requires an input power level slightly
greater than the output power. Of
course, an efficiency of less than 100%
should not come as a surprise, for to
paraphrase the second law of thermo-
dynamics, "You can't get something for
nothing, and you're lucky to break
even." The ac-input power can be pro-
vided by a high-power oscillator or a

low-power oscillator followed by an
amplifier. The ac voltage is rectified to
produce the output dc .
The voltage doubler, sometimes

called a peak-to-peak detector, is
named for its dc output, which is ap-
proximately double its peak input . The
average (dc) value of a full-wave rec-
tified sine wave is 0 .637 x V Pk , while the
RMS value is 0 .707 x VPk . The peak,
average and RMS values of a full-wave
rectified square wave are all equal . In
passing, note that a square wave can be
generated more efficiently than a sine
wave .
A CMOS square-wave oscillator,

shown as U1A and U1B in Fig 1, has
an approximate operating period of
1.2 R1 C1 . R2 merely limits the cur-
rent in the input protection circuit of
U1A and can be any large value . When
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U1 is a CD4009 hex inverter, each
section can swing 1.6 mA to within
50 mV of the dc supply rails . Four
inverters in parallel could supply
about 6 .4 mA (peak) . To obtain higher
currents, use an amplifier such as the
one comprised of Q1 and Q2 .

The pair of complimentary BJTs, Q1
and Q2 in Fig 1, amplify the oscillator's
output current. The maximum output
voltage of the amplifier is determined
by the collector-emitter saturation
voltage VCEsat of the transistors .
VCEsat occurs when the base-collector
junction is forward biased . For ex-
ample, a 2N3904 or '3906 bipolar tran-
sistor has a VCE sat on the order of
0 .1 V, when the base current is 1 mA
and the collector current is 10 mA (ie,
the "forced beta" is 10) . The VCE sat in-
creases to 0 .3 V when the base current
is 0.1 mA and collector current is
10 mA (the forced beta is 100) . In the
example, the peak collector current is
40 mA, and base current is limited to
about 0.8 mA. This produces a VCE sat
of 0.3 V. With a 9 V dc source, the out-
put of the amplifier swings from 0 .3 V
to 8.7 V; the output is 8 .4 VP_ P .
When the output is taken from the

transistors' collectors as shown in
Fig 1, "dead time" must be introduced
in the base drive to prevent both tran-
sistors from conducting simulta-
neously during the on-to-off transi-
tion. The turn-off delay is lengthened
and the turn-on delay shortened as the
base drive increases to reduce VCEsat .
Prudence requires delaying the turn-
on of the nonconducting transistor
until after its counterpart switches off .
For the 2N3904 and 2N3906, the stor-
age time is given as about 0.2 µs and
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C12

Fig 2-A peak-to-peak rectifier or voltage doubler .

the turn-on time is about 0 .035 µs . The
networks at the input of the inverters
(U1C, D, E and F) control the turn-on
drive delays of the transistors . The
R3-C2 combination slows the rise of
the voltage on the input of inverters
U1C and U1D and delays the turn-on
of Q1 by about 0.2 µs . D1 allows the
voltage on C2 to fall with minimum
delay and turn-off Q1 as quickly as
possible . In a similar fashion, R4, C3
and D2 control the conduction delay of
Q2. D1 and D2 can be any fast switch-
ing diode such as the 1N4148 or 1N914 .

Coupling the 8 .4 V P _ p output of the
amplifier to the rectifiers through C 11
blocks the 4.5 V dc that is coincidental
to the amplifier output . The result is
an ac voltage with a positive peak of

Fig 1-A simple RC oscillator and amplifier generate an ac voltage .

D
C11

I

D11
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D14
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4 .2 V and a negative peak of 4 .2 V .
Connecting the diodes as shown in
Fig 2 produces a positive voltage equal
to the peak-to-peak ac input minus
two diode drops . D11 clamps the input
to one diode drop below ground on the
negative halfofthe input cycle . On the
positive transition of the input, the
voltage at the cathode of DI I and the
anode of D12 rises 8 .4 V. Diode D12
charges C12 to the peak of its input
less its forward drop . The output of the
voltage doubler is the peak-to-peak
input voltage less two diode drops .
Schottky diodes similar to the 1N5817
have a forward drop of about 0 .3 V,
while silicon rectifiers similar to
the 1N4001 have a forward drop of
about 0.6 V. With Schottky diodes the

+9v

D13

C12

I

C14

7 V

7.8 V

15 .6 V

Fig 3-Two voltage doublers can be stacked to produce twice
the voltage .



output is 7.8 V, but with silicon diodes
the output would be 7 .2 V. Therefore,
Schottky diodes are recommended,
and they are used in the example .

A second doubler can be stacked on
the first (as shown in Fig 3) to produce
an output of 15 .6 V. A third can be
stacked on the second to produce
23 .4 V and so on . [Note: as you stack
doublers beyond 2 or 3, the impedance
of the supply increases, and the out-
put voltage becomes somewhat less
than predicted .-Ed.] The polarity of
the output voltage is changed by
reversing all the diodes . Balanced
15.6 V supplies can be produced with
two positive doublers and two nega-
tive doublers as shown in Fig 4 . The
doublers in Fig 4 are redrawn in the
conventional form .

Ideally, the dc power output of the
multiplier is equal to the ac power
input less the circuit losses . The
diode's forward voltage drop is the
major loss in the rectifier, but the di-
odes have another loss mechanism
that comes into play when the input
frequency is high : reverse recovery
time .

Reverse recovery time is the time it
takes for the minority carriers in the
diode junction to be swept out when
the voltage reverses . During the re-
verse recovery time, a diode conducts
in the reverse direction . Schottky di-
odes have reverse recovery times of a
few nanoseconds while those for sili-
con rectifier diodes may be in the
range of 0 .05 to 1 µs . Therefore,
Schottky diodes should be used with
ac input frequencies greater than
1 MHz. Reverse recovery time of
slower silicon rectifiers may become
a factor for frequencies as low as
20 kHz . Above 10 MHz, we must con-
sider equivalent series inductance and
equivalent series resistance of the ca-
pacitors . A 0 .01 µF capacitor with two
'/v-inch leads resonates near 10 MHz .
Above the resonant frequency, the
capacitor acts like an inductor, and its
impedance increases with frequency .
For frequencies below a few hundred
kHz, the capacitor's inductance is not
significant . The shunt capacitance of
the diodes also reduces the output
voltage at high frequencies . Forward
voltage drop remains a major loss at
any frequency . Absent some special
requirements, a frequency of about
100 kHz is a reasonable compromise .
The ripple on the output dc voltage

is determined by the load current and
the capacitance of the filters . The
voltage across any capacitor changes
as it is charged or discharged . The

initial rate of change of voltage on a
capacitor is related to the current into
or out of it and can be expressed as :
dV/dt = I/C, or dV = (I/C)dt
where,
dV = change in voltage across the

capacitor .

R2

8 .4 Vpp

Except as indicated, decimal
values of capacitance are
in microfarads (µF) ; others
are in picofarads (pF) ;
resistances are in ohms ;
k= 1 .000, M= 1 .000,000
* See text

Fig 4-A voltage multiplier can produce either positive or negative voltages .

Fig 5-A voltage multiplier can develop scope anode supplies .

dt is the time duration of charging
or discharging, in seconds .

I is the charging or discharging cur-
rent, in amperes .

C is the capacitance (in Farads) be-
ing charged or discharged .

For the circuit of Fig 2, the discharge

1 nF
(Typ)

T	

+300 V

R8*
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time for C11 is the duration of the
positive half-cycle of the ac-input volt-
age. The discharge time of C12 is the
duration of the negative half cycle .
From this, we can conclude that a
higher input frequency needs smaller
capacitors for a given ripple voltage
and load current . Choosing the oper-
ating frequency is a trade-off : high
frequencies require consideration of
parasitics in the capacitors, diodes
and the ac input generation, as well
as circuit layout . Low frequencies re-
quire high capacitance, but ac genera-
tion and layout are less of a problem .
When the frequency is 100 kHz or so,
and the current/ripple voltage de-
mands it, solid tantalum capacitors
such as Sprague 196, Kemet T350 or
Panasonic ECS are satisfactory . The
dc working voltage (DCWV) of the ca-
pacitors and the peak inverse voltage
(PIV) of the diodes must be greater
than the peak-to-peak input voltage .
Operating below the DCWV and PIV
ratings of the components leads to
longer component life .

In the circuit shown in Fig 1, the
oscillator has a frequency of about
100 kHz, (half cycle period of 5 µs) .
When the load current on the voltage
doubler of Fig 2 is 5 mA and the capa-
citors are 2 .2 µF, the voltage on the
capacitors changes 2.3 mV per micro-
second, or 11 .5 mVp-p ripple for a 5 ps
discharge time . The voltage doubler
requires 10 mA Pk from the amplifier
when the doubler's load current aver-
ages 5 mA . When the output voltage is
7.8 V, 39 mW is dissipated in the load .
The current from the 9 V source is
10 mAPk , 5 mAaVe , and power drawn
from the 9 V source is 45 mW, for an
efficiency of about 87% .

Fig 3 shows two doublers stacked to
produce a quadrupler, with an output
that is approximately four times the
peak-to-peak ac input . The ripple volt-
age is also twice the ripple voltage of
the doubler. The current required
from the amplifier for a quadrupler is
twice the current required for a dou-
bler or 20 mAPk (10 mAaVe ) . When two
quadruplers are used-one for +15 .6 V
at 5 mA and the other for -15 .6 V at
5 mA as shown in Fig 4-the amplifier
draws 40 mA Pk (20 mAdC ) . The quad-
ruplers shown in Fig 4 are redrawn in
the more usual form .
The voltage multipliers shown are
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Editor's Sidebar
The voltage multiplier circuits shown in this article are just a small sample of

the wide variety used . These circuits were originally used for high-voltage X-
ray tubes early in this century and in the first particle accelerators in the 30s,
so there is a lot of information around . The ARRL Handbook has a good dis-
cussion of voltage multipliers in the Power Supplies chapter . Some older ref-
erences like the Radiotron Designers Handbook and the Electronic Designers
Handbook (Landee, Davis and Albrecht) are out of print, but they can be found
in used book stores and college libraries . They have useful discussions of
voltage multipliers. Another great source of information is Jack Althouse's
(K6NY) QST article (Oct 1971, pp 29-33) .

In modern IC versions, some diodes have been replaced with switches to
provide voltage division as well as multiplication . These ICs are often referred
to as "charge pumps ." Such ICs are available from many semiconductor manu-
facturers and are usually inexpensive.-QEX Editor, Rudy Severns, N6LF

not regulated, and the output varies
with do source or load changes . For
many applications, however, supply
voltage regulation is not critical . For
example, most op-amps can operate
with a wide range of supply voltage,
although the maximum output swing
of any op-amp is ultimately deter-
mined by the supply voltages . Plasma
displays are relatively tolerant of
power-supply voltage variation . Sup-
ply changes of 10% or even 30% affect
brightness but are otherwise quite
acceptable .

If regulated or variable supplies are
necessary, the output can be varied by
varying the do source voltage . It is
conceivable to vary the source voltage
by means of a resistance in the collec-
tor of Q1 or to control the dc voltage
supplied to Q1 with a pass transistor .
When regulation is required, a sample
of the output is fed back to the pass
transistor . Choose the time constants
and gains in the feedback loop care-
fully to avoid oscillation .

Unregulated voltage multipliers are
adequate for many applications and
offer a simple solution to obtaining
higher voltages or polarity changes
when only a single dc source is avail-
able. It is practical to generate the
anode voltage for a scope with voltage
multipliers .

For example, if a scope has a 300 V
supply, a high voltage amplifier and
rectifier can produce 300 V blocks,
which are added to produce the de-
sired voltage . Such an arrangement
may not be as simple as generating
supplies for an op-amp, but it's still

easier and cheaper than procuring a
high-voltage transformer .

Fig 5 shows a +1700 V, 200 pA sup-
ply. The amplifier uses MOSFETs
(MTP1N45) instead of BJTs . The turn-
off and turn-on delays are much
shorter for MOSFETs ; they are deter-
mined primarily by the current that we
can apply to charge the internal gate
capacitance . External delays are not
needed. Two N-channel MOSFETs are
used instead of complimentary bipolar
transistors . Therefore, the gate drives
for the MOSFETs are inverted. The
diodes used in the rectifier must have
a PIV greater than 300 V . Schottky
diodes aren't available at these volt-
ages, but ultrafast silicon diodes such
as Motorola MUR440 (400 PIV) or
MUR450 (500 PIV) have acceptable
reverse recovery times . Filter-capaci-
tor values of 1 nF (0 .001 µF) will pro-
duce a peak-to-peak ripple of 1 V . Disc
ceramics such as Sprague's 5GAD10
(0 .001 µF, 1000 V) are an economical
choice . Five doublers develop +1500 V .

The voltage multiplier is a versatile
circuit to have in your bag of tricks .
You can "roll your own" voltage multi-
plier for a special project without
spending a lot of time and money on
special parts. A word of caution : If you
have grown up with low-voltage solid-
state electronics, you are probably
casual about the touching the supply
voltages, but voltage multiplier can
develop voltages that can "bite ." When
the voltages are 48 V or more, keep one
hand in your pocket . The multiplier
may not be able to provide lethal cur-
rents, but it can get your attention .m



Elevated Monopoles
Vs Active-Mast Antennas

That whip antenna may not work as well as you think it does!
Let's address some myths, look at some alternative designs and

some 6 meter examples that you can easily scale for other bands .

Aclass of vertically polarized
antennas, commonly called
monopoles, consists of a single

vertical element erected over an image
plane, ground plane or counterpoise .
This ground plane usually consists of
several horizontal, elevated wires ar-
ranged radially around the base of the
vertical element . Typical medium-
wave AM broadcast radio towers are
monopoles operating over buried ra-
dial ground systems consisting of
about 120 7X4 wires . Because propaga-
tion above 30 MHz is often line-of-
sight only, a monopole antenna is usu-
ally mounted high above the earth, so
it takes its ground system up into the
air with it . We can call this configura-

4212 S. Buckner Blvd
Dallas, TX 75227
e-mail DrBingo@compuserve.com

By Grant Bingeman, KM5KG, PE

tion an elevated monopole (Figure 1) .
Some of the monopole questions we

will address in this article include :
1 . Do the transmission line and

mast affect antenna performance?
Yes!

2 . Is the monopole as good as a di-
pole? No!

3 . Must we give up gain to obtain a
good impedance match?

4 . Is there always a trade-off be-
tween gain and bandwidth?

Contrary to popular belief, the gain
of an elevated dipole is often better
than that of an elevated monopole . A
dipole also weighs less, has less wind
resistance, less parts, etc . So why
bother with elevated monopoles at all?
This is a good question when we con-
sider that there is a way to obtain di-
pole performance without an artificial
ground or a balun . This is accom-
plished by integrating the mast into

Figure 1 elevated monopole

the electrical design of the antenna .
The rest of this paper will describe the
development of such an antenna for
the 6-meter amateur band .

First, let's consider a 5/4 a. dipole
about 10 meters above the ground at
its center feed point (when each arm is
5/8 wave long we obtain maximum
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Figure 2 5/4 wave dipole

of phase with those marked with a (+)
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Figure 3, 514 Wave (7 .0 meter) Vertical Dipole Current Distribution
52 MHz, 1000 watts
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gain from a dipole, Figure 2). Assume
we are using 1 inch, type M copper
pipe, which has a radius of 0 .56 inches,
and we are operating at 52 MHz . The
free-space wavelength is 5 .77 meters,
so a good length for each dipole arm is
about 3 .5 meters . When we suspend
the center of this vertical dipole
10 meters above a perfect earth and
radiate 1000 W, our vertically polar-
ized, loss-less electric field at one kilo-
meter is about 608 mV/m RMS. (This
is much higher than for the same an-
tenna in free-space, by the way.) The

	

Figure 4, 3 .5 Meter Monopole Input Impedance and Field Intensity
52 MHz input impedance of this dipole

	

52 MHz, 1000 watts, vertically polarized electric field at 1 km
is 139 -j418 Q (see Table 1) . The cur-

	

500	 600
rent distribution on the dipole is de-
scribed by Figure 3 and Table 2 . Note
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that the area under the current mag-
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nitude curve is directly related to the
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radiated field intensity . However, the
areas marked with a (-) symbol are out
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I used NEC3 moment-method analy- 0 - -300 a

sis to obtain the impedances, currents
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and radiated field data for this article .
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All wires were modeled with four cur-

	

-200
rent segments per meter at 52 MHz,

	

-200 -

thereby keeping each segment less

	

300 -than 0 .1 k long . When modeling trans-

	

-100
mission line stubs where two parallel

	

-400 -wires are electrically close together,
more segments (current elements) are

	

-500 -required, especially if wires of different
0radii are used. The earth was modeled

as a perfect loss-less reflector, just to
keep things simple. Actual field inten-
sities that occur in practice will be
quite a bit lower than the numbers
quoted in this article, but the loss-less

Table 1numbers are okay for comparing vari-
ousantenna des n . Ke p in mind t t 5/4 ? Dipole Bandwidth

the power delivered to the antenna
throughout this article is 1000 W, re-
gardless of the antenna feed-point im-
pedance . In practice, this would re-
quire a matching network of some kind .
Now let's consider the same 5/8 .

(3.5 meter) vertical element over an tSeries reactance has been tuned out by a series component .
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Freq

	

Input
(MHz) Impedance (Q)

1 kW E Field
(mV/m at 1 km)

Resonatedt
(t2) SWR

50 191 j 518 603 191 -ill 6 2.14
51 162 j 467 606 162 j57 1 .50
52 139 j 418 608 139 +j O 1.00
53 122 j 373 606 122 +j 53 1 .53
54 108 1 329 602 108 +j 105 2 .38



image plane consisting of four horizon-
tal radial elements, 10 meters above the
ground . How long should these horizon-
tal elements be? As you can see in
Table 3 and Figure 4, the input imped-
ance and gain of this monopole are very
sensitive to the lengths of the ground
radials. What, exactly, is going on? Ap-
parently, when the radial length is near
X/2 (about 3.2 meters), the current dis-
tribution on the vertical element is
disturbed (Table 4,Figure 5) . Nonethe-
less, even the best performance of the
monopole-and-ground-plane configura-
tion falls 2 .4 dB short of the gain we had
with the dipole arrangement (20 log
[608/4601 = 2 .4 dB) .
Because of weight and cost consider-

ations, elevated monopole ground radi-
als do not usually extend far enough to
encounter this half-wave resonance
disturbance. However, there is a gain
advantage if we extend the radials just
short of this condition . The cantilevered
horizontal radials can be supported
with plastic guy lines from the top of the
whip if necessary .

So why do we see so many whip an-
tennas above a skirt of horizontal ra-
dials and so few vertical dipoles when
the dipole maximum gain is better?
Probably this evolved because of
mounting considerations . Certainly, it
is a bigger deal at lower frequencies
where the physical dimensions of the

E
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height above ground (meters)
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400 -

300 -
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E 100

Figure 5, 3 .5 Meter Monopole Current Distribution
3 .2 and 3.0 meter radials, 52 MHz, 1000 watts

Figure 6, 3 .5 Meter Monopole Input Impedance and Field Intensity
52 MHz, 1000 watts, vertically polarized electric field at 1 km
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antenna are bigger . A dipole requires
twice as much vertical space as a
monopole. Feed-line routing can also
be more of a problem with a dipole,
and often a horizontal boom is re-
quired to space the dipole away from
the main support structure . If
this boom or its support is metal, it
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Table 2-5/4
Distribution

Height
(m)

1` Dipole Current

Current
Magnitude
(A RMS)

Phase

6 .5,

	

13.5 0 .0 -96 .8
6 .7,

	

13.3 0.61 -95 .7
6 .9,

	

13.1 1 .48 -94 .8
7 .1,

	

12.9 2.15 -93 .9
7 .3,

	

12 .7 2.65 -92 .8
7 .6,

	

12 .4 2.96 -91 .6
7 .8,

	

12 .2 3.06 -90 .1
8 .1,

	

11 .9 2.96 -88 .1
8 .3,

	

11 .7 2.67 -85 .3
8 .6,

	

11 .4 2.20 -80 .9
8 .8,

	

11 .2 1 .61 -72 .8
9 .0,

	

11 .0 0.99 -52 .9
9 .3,

	

10.7 0.70 2 .8
9 .5,

	

10.5 1 .19 48 .9
1 1 .97 65 .1

10 .0 (center) 2.70 71 .8

Table 3-5/8 >v Elevated Monopole
Performance vs Ground-Plane
Radial Length

Radial
Length

Input
Impedance I kW E Field

(m) (0) (mV/m at I km)
0 .5 89 j 322 396
1 .0 97 j 273 400
2 .0 104 j 252 414
2 .5 106 j 244 428
2 .8 110 j 234 448
3 .0 125 j 210 460
3 .1 184 j 227 342
3 .2 148 j 289 194
3 .3 123 j 280 274
3 .5 113 j 266 341
4 .0 111 -j 257 378
4 .5 111 j 243 389
5 .0 113 j 251 395



throws another twist into the equa-
tion .

However, a dipole requires a balun or
choke of some sort in order to isolate
the transmission line from the an-
tenna. It is a mistake, however, to as-
sume that you don't need to worry
about this when feeding a monopole .
You cannot simply connect a coaxial
transmission line-shield and center
conductor to the radials and whip, re-
spectively-to an elevated monopole
and expect the antenna to perform as if
the transmission line were invisible . If
in fact the feed-line or support pole be-
comes a radiating part of the antenna,
we need to know ; it can affect imped-
ance, gain and radiated pattern shape .
Consider the case of a 3.5 meter

whip above four 2 .5 meter radials . If
we attach a piece of coaxial transmis-
sion line (radius 5 .0 mm) to our artifi-
cial ground plane, and allow this coax
to hang vertically directly below the
whip, conventional wisdom says that
the length of this transmission line
should have no affect on gain or imped-
ance because it is shielded from the
whip by the ground plane . In point of
fact, the following variations occur
(Table 5, Figure 6) . This suggests that
it might be a good idea to wind a few
turns of the coax around the mast in
order to form a choke, which would
help to isolate the antenna from its
feedline :

There is an obvious resonance condi-
tion that disturbs the monopole perfor-
mance when the length of the coaxial
line hanging below the antenna is near
a quarter wavelength multiple . It ap-
pears, however, that we don't need to
decouple the support pole or transmis-
sion line from the elevated monopole,
so long as it's situated directly beneath
the whip and it is not an odd multiple
of a quarter wavelengths long . Notice
that we are only modeling the outer
conductor of the coax and still feeding
this antenna at the base of the whip .
We're not considering mismatch and
subsequent standing waves inside the

Figure 7 End-loaded Dipole
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Table 4-Current Distribution on a 5/8 A Monopole Over Four Radials

Table 4A-3.5 Meter Whip Over Four 2 .8 Meter Radials, Bandwidth

tSeries reactance has been tuned out by a series component .

Table 5-3.5 Meter Whip Over Four 2.5 Meter Radials and Transmission Line

Table 6-5.0 Meter End-Loaded Dipole Performance

Table 6A-5 .0 Meter Dipole with 2 .0 Meter End-Loading, Bandwidth

'Series reactance has been tuned out by a series component .

3.0 m Radials 3.2 m Radials
Height
(m)

Magnitude
(A RMS)

Phase
( )

Magnitude
(A RMS)

Phase
( )

13 .5 0.00 -115.0 0.00 -121 .0
13 .4 0.94 -115 .2 0.60 -119 .9
13 .1 2 .25 -114 .4 1 .27 -118 .7
12 .9 3.26 -113 .5 1 .83 -117 .4
12 .6 3.99 -112 .6 2.22 -115 .9
12 .4 4 .41 -111 .5 2.44 -114.2
12 .1 4 .51 -110 .2 2.45 -112 .2
11 .9 4 .28 -108 .6 2.28 -109 .5
11 .6 3 .75 -106 .2 1 .93 -105 .5
11 .4 2 .97 -102 .6 1 .42 -98 .7
11 .1 1 .99 -95 .3 0.83 -81 .9
10 .9 0.98 -7 .2 0.47 -17 .1
10 .6 0.78 14 .2 0.98 39.2
10 .4 1 .78 49.4 1 .78 55.2
10 .1 2 .80 59 .1 2 .60 62.8

Line
Length
(m)

Input
Impedance

(S2)

1 kW E Field
Intensity

(mV/m at 1 km)
0.0 105 j243 430
0.5 105 j243 428
0.75 106 j244 424
1 .0 109 j245 409
1 .25 96 j 253 354
1 .35 110 j257 316
1 .5 100 j245 423
2.0 102 j244 428
2.5 103 j243 428
3.0 103 j243 427
3.5 104 j243 427
4.0 108 j247 452
4.25 99 j 248 469
4.5 100 j244 439
4.75 102 j244 433

Freq
(MHz)

Input
Impedance

(S2)
I kW E field

(mV/m at I km)
Resonatedt

(f2) SWR
50 151 -j323 426 151 j 98 2.23
51 128-j278 435 128 j49 1 .55
52 110 j234 448 110 +j o 1 .00
53 97-j188 465 97 +j 51 1 .65
54 91-j135 480 91 +j 108 2 .85

Freq
(MHz)

Input
Impedance

(Q)
I kW E Field Resonatedt

(mV/m at 1 km)

	

(Q) SWR
50 98 j546 573 98 j117 4.08
51 80 j494 580 80 j 57 2.21
52 65 j446 587 65 +j 0 1 .00
53 53 j402 592 53 +j 53 2 .43
54 44 j361 595 44 +j 102 5 .63

Loading
Length
(m)

Input
Impedance

(Q)

I kW E Field
Intensity

(mV/m at I km)
0 .0 1310 +j 217 507
0 .5 1470-j769 536
1 .0 343 j771 560
1 .5 138 j577 578
2 .0 65-j446 587
2 .5 33 j 353 578
3 .0 18-j277 516
3 .5 13 j 208



coax at this time . Don't forget that
the whip must be insulated from the
ground plane radials .
We can reduce the height of our an-

tenna if we top load it . That is, we can
use a shorter vertical element, and
add some horizontal elements at the
end to increase the current on the ver-
tical element. The easiest way to do
this is to add a tee at each end of the
dipole (Figure 7) . There may also be an

Table 7-Current Distribution on
5 .0 Meter Dipole End Loaded with
2.0 Meter Tees

Table 8-2.5 Meter Monopole
Top-Loaded with 2 .0 Meter Tee

Radial

	

Input

	

1 kW E Field
Length

	

Impedance

	

Intensity

Table 9-2.5 Meter Monopole with
2.0 Meter Top Load Tee and Active
Mast

impedance advantage with top load-
ing. We can sometimes get 50 S2 of re-
sistance simply by selecting the right
amount of top loading, and still obtain
almost the same maximum gain com-
pared to a straight vertical configura-
tion. Table 6 and Figure 8 predict that
about 2 .2 meters of end loading on a
5 .0 meter dipole will produce maxi-
mum gain and about 50 S2 of input re-
sistance . The price we pay, however,

0
dU

Ee

6

Figure 8, 5 .0 Meter End-Loaded Dipole Input Impedance and Field Intensity
52 MHz, 1000 watts, vertically polarized electric field at 1 km

i

end-loading length (meters)

Figure 9, Current Distribution on 5 Meter Dipole with 2 Meter End-loading
5	 180

160
140
120
100

10

is decreased impedance bandwidth
(Table 6A) . The current distribution in
Table 7 and Figure 9 shows an in-
crease in current compared to the
7 .0 meter dipole. This increased cur-
rent compensates for the shorter
length of the end loaded dipole, so the
area under the curves (hence the radi-
ated fields) are about the same from
either configuration .

Now let's take the best top-loaded
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Current
Height
(m)

Magnitude
(A RMS)

Phase
(°)

7 .5, 12 .5 0 .0 -87 .1
7 .6, 12 .4 4 .78 -86.90
7 .8, 12 .1 4 .78 -86 .6
8 .0, 11 .9 4 .53 -85 .9
8 .3, 11 .7 4 .01 -84 .8
8 .6, 11 .4 3 .24 -82 .9
8 .8, 11 .2 2 .28 -78 .8
9 .0, 11 .0 1 .21 -66 .3
9 .3, 10 .7 0 .53 13 .7
9 .5, 10 .5 1 .51 68 .8
9 .8, 10 .2 2 .79 78 .4
10 .0 3 .92 81 .7

(m) (Q) (mV/m at 1 km)
0.5 89 j 322 396
1 .0 97-j273 400
2.0 104 j 252 414
2.5 106 j 244 428
2 .8 110 j 234 448
3 .0 125 j 210 460
3 .1 184 j 227 342
3 .2 148-j289 194
3.3 123 j 280 274
3.5 113 j 266 341
4 .0 111 -j257 378
4.5 111 -j243 389
5 .0 113 j 251 395

Mast
Length

Input
Impedance

1 kW E Field
Intensity

(m) (Q) (mV/m at I km)
0.17 44-j1440 365
0.50 33 j 543 319
0 .83 35-j384 263
1 .17 38 j 285 185
1 .5 48-j202 100
1 .83 73-j`106 103
2.17 155+j42 225
2.5 534 +j 208 355
2.83 939 -j 656 461
3.17 234 1598 544
3 .5 112 j 450 587
3.83 75 j 349 594
4.17 64 j 263 555
4.5 71-j177 468
4.83 75-j40 330



configuration and apply it to our
monopole configuration . Using a
2.5 meter vertical element and a single
2 meter tee, Table 8 and Figure 10 tell
the story. Again, there is a region we
need to avoid near the 3 .2 meter
ground radial length where perfor-
mance is very poor .
Therefore, we have found that our

best monopole just doesn't have very
good gain compared to our best dipole .
Let's look at what happens when we
replace the ground plane with a con-
ducting mast . Maybe we can create a
practical dipole configuration if we
choose the correct active-mast length .
By eliminating the four horizontal ra-
dial arms, we also significantly reduce
wind loading, weight, volume, etc . If
we can make the mast behave as if it
were the bottom half of a dipole, maybe
we can retain the gain advantage that
the dipole has over the monopole .

A mast length of 3 .5 meters seems to
produce the best gain (Table 9, Figures
11 and 12), which makes sense when
we consider that this is about 5/8 X . We
could get similar gain with a shorter
mast and some end loading at its base
(say 2.5 meters loaded with 2 meters,
same as at the top of the mast) . How-
ever, this is probably an unnecessary
complication . We also have to be care-
ful about how we run the feed-line to
this antenna, because unlike the
monopole over a ground plane, our
active mast is not isolated from the
antenna. The mast is, indeed, a radi-
ating part of the antenna, and any
transmission line that hangs down
from this mast will make the mast look
longer . Therefore, we need to wind a
few turns of the coaxial feed-line
around the base of the mast to make a
high-impedance RF choke that will
isolate the line from the antenna . Of
course, the mast must be insulated
from ground also . A few feet of plastic
pipe works well .
We can match the impedance of

this antenna to the transmission line
(50 Q) by way of a stub : about one meter
of '/2 inch copper pipe (see Figure 13) .
We run the coax inside the mast to a
point 2 .5 meters from the top, and pull
it out through a hole drilled in the side
of the mast. The outer conductor is then
attached to the mast, and the inner con-
ductor run to the end of the stub where
we have a coaxial coupling capacitor .
This capacitor is simply a '/4x20 screw
threaded into a piece of drilled and
tapped plastic rod inserted in the end of
the '/2 inch pipe . You adjust the length
of the stub, via a shorting strap, to get
50 0 of resistance, then you adjust the
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capacitor to tune out about 500 Q of
reactance. It's good to start the shorting
strap at 80 cm (31'/2 inches) from the end
of the stub, with the screw started about
two inches into the pipe .
In addition, stubs can have a lot

of circulating current, hence power
losses . Stubs tend to narrow the imped-
ance bandwidth as well . Therefore, if
you can obtain the desired 50 0 simply
by adjusting the amount of top loading,

you may be better off to do so . In that
case, you would tune out the reactance
with a coil . Of course then you must
worry about an insulator to separate
the mast from the whip and also the 1 2R
power losses in the coil! Plus, the whip
does not have a dc path to ground as
with the stub configuration . That can
lead to some large static charges on the
center conductor of the coax .
I found the impedance bandwidth of

0
E
0

do .E

0

Figure 10, 2 .5 Meter Top-loaded Monopole Input Impedance and Field Intensity
52 MHz, 1000 watts, vertically polarized electric field at 1 km

Figure 11, Top-loaded Active Mast Input Impedance and Field Intensity
52 MHz, 1000 watts, vertically polarized electric field at 1 km
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this stub configuration to be rather
narrow. It's okay for CW and FM, not
so hot for SSB or AM . You will need an
adjustable impedance matching net-
work to operate over the full 6 meter
band, unless you select a different feed
arrangement . Keep in mind that it is
dangerously easy to obtain a good im-

6

Figure 12, 3 .5 Meter Active Mast Current Distribution
2 .5 Meter Whip with 2 .0 Meter Top-load, 52 MHz, 1000 watts

six peter dipole

89-81-1997 09 :4S ;39
Freq - 52 Nft

Cursor - -108 .8 dal
-99 .99 danax

Outer Ring - 6.94 dii
Max . Cain = 6 .94 dai

height above ground (meters)

pedance match at the expense of gain .
For example, in Table 9 one might be
tempted to use a series coil to tune
out the reactance for the case of the
1.5 meter active mast length . That
would yield an input impedance of 48
Q, but the gain would be the absolute
worst-about 17% of the optimum

8 dB

Gain : 6 .94 dEi .
Takeoff : 6 dug
8rwldth : 9 .1 dog.
-3 : 2 .9 . 12 deg
Slobs : -1 .57 dHi
Angle : 59 dog
F.Slobe : 8 .51 dH

Figure 15

	

7.0 meter dipole 10 meters above ground
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Cursor El - 8 .8
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Azinuth Angle = 8 .8 deg .

value. It might make a good dummy
load, but it would be a lousy antenna!
However, we can get a decent gain and
match using a series coil at the feed
point when we have about four meters
of active mast .

The vertical radiation patterns of
these antennas over real, lossy earth
also tell an interesting story . I used
Roy Lewallen's EZNEC 2.0, a ground
conductivity of 5 mS/m and a ground
dielectric constant of 15 to produce the
following vertical pattern plots . Com-
paring the 5/4 X dipole, 10 meters
above ground at its center (Figure 15)
to the 5/8 k monopole (four 3 meter
radials), we can see that there is still
a big difference in gain (1 .5 dB) .

Summary
We have found that :
1 . The maximum gain of an elevated

monopole does not appear to be as good
as that of a dipole .

2. The gain and input impedance of
a monopole can be quite sensitive to
the length of the ground radials .

3. The proximity of the mast and co-
axial feedline beneath the ground radi-
als influence monopole performance .

4. Top loading can be used as an
additional handle on impedance
matching without unduly compromis-
ing antenna gain, although there is
some trade-off .

The ground plane can be eliminated

Figure 13 Stub Feed

Figure 14 Overall antenna view
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if the mast acts as the lower half of a
dipole and a choke and insulator are
installed at the base of the mast .
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3.5 meter monopole with four 3-meter radials 10 meters above ground



Introduction can't turn on the sky at will, we are
learning more about the conditions
that make it "do what it do ."

From the earliest beginnings of
Amateur Radio, hams have been fas-
cinated with the unknown, or at least
the unpredictable . To plagiarize and
paraphrase a well-known quotation
about the weather, "Everyone talks
about radio propagation, but nobody
does anything about it ."

Certain recent and not-so-recent de-
velopments in the expanding field of
ionospheric research have given hope
that we may, to some degree, have
some say in how the ionosphere be-
haves. At the very least, even if we

PO Box 56235
North Pole, AK 99701
e-mail enichols@gci .com

How the Ionosphere
REALLY Works

Current research approaches explanations of
some unusual propagation behaviors .

By Eric P. Nichols, KL7AJ

A Catalogue of
Aberrant Behaviors

Since the days of Heaviside, we have
had a vague idea about this thing
called an Ionosphere, and most of us
have had to spew forth at least a sem-
blance of understanding of propaga-
tion in order to pass our amateur ex-
ams. Most of the traditional models
are, of necessity, oversimplified . Al-
though they explain a great deal of our
day-to-day and year-to-year operating
conditions, they fail to shed much light
on the weird phenomena that many us
have experienced . (Or at least claim to
have experienced .)

New ionospheric probing techniques

have revealed a great deal in recent
years. There are now plausible expla-
nations for all the following behaviors
that theoretically "can't be" :
"One-way"skip: By far the easiest to

explain . Yes, not only does it exist, but
it is the predominant mode of behav-
ior in places like KL7 land, where the
ionosphere is disturbed .
Long delayed echoes: No, these are

not reflections from the Van Allen Belts
or undiscovered planets in our solar
system. Nor are they long-running
hoaxes. They are purely ionospheric
phenomena that can be consistently
reproduced in plasma chambers, (with
shorter time scales, of course) . Yes, 20
second delays are possible in the
Earth's ionosphere. These are elegant
examples of mode conversions .
Frequency shifting : Not just tempo-
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rary frequency pulling due to Doppler
shift, this is a well-documented factor .
We're talking about actual long-term
frequency shifting of a pure carrier .
Yes, you can receive WWV a few hertz
off from where it should be, under the
right conditions . This is a special case
of the Luxemberg effect, requiring only
one transmitter . It is caused by para-
metric decay, a fairly well understood
plasma phenomenon .
"60 Hz" buzz coming from "no-

where" : Actually this auroral buzz can
vary from a few tens of hertz to a few
hundred, but it still has a very "man-
made" characteristic . This is still
largely misunderstood, but it is real
and it is ionospheric in origin .
Extreme selective fading : The pri-

mary reason why HF packet doesn't
work. New ionosonde techniques
(Doppler ionosondes, in particular)
have shown us just how abrupt the
critical frequency/MUF contour can
be. Most of the time the ionosphere
behaves like Jell-O, but sometimes it's
more like an optical prism .

Just about anything else that seems
"funny" : More than likely, it's caused
by the ionosphere-enough said .

Plasma Soup
What is a plasma? To start out with,

let me say that I have yet to find a word
that even rhymes with plasma . Perhaps
this is fitting, because there isn't really
anything thatacts like one, either . (One
of my colleagues has suggested hasma,
as in "Who has ma plasma, I know I
done had it around here somewhere!"-
but that's a bit of a stretch .) One stan-
dard working definition of a plasma is :
"A gas that has been ionized to the state
where the individual species exhibit
collective behavior ."

Okay, how do we describe this collec-
tive behavior? I will begin with the as-
sumption that everyone is familiar with
the standard atomic model of matter : a
heavy nucleus (protons, and perhaps
neutrons) orbited by a lighter electron
or two, etc. That is standard grade-
school stuff. I also assume that you
have a basic understanding of the na-
ture of gases, how the density, pres-
sure, temperature, etc, all relate . Most
of this is pretty intuitive ; it's this "col-
lective behavior" that can really throw
us for a loop . I will try to convey this
principle with an analogy that was
given to me by a not-to-be-named
Elmer .

Let us imagine a large metropolitan
area populated with nothing but dog
lovers . Each darling little yapper is at-
tached to its owner by a leash of a dif-
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ferent length. Now, imagine every one
of these residents is out on the sidewalk
giving FiFi her (his) daily walk . Re-
gardless of the length of the various
leashes, each canine is associated with
one and only one owner, even though,
as viewed from above, the movement
down Fifth Avenue might seem
chaotic, if not totally random . Now,
depending on the particular length of
its particular leash, each poodle is al-
lowed a different degree of freedom .
Remember that term ; it will be impor-
tant. Up to now, the movement of each
poodle has been more or less indepen-
dent of the other poodles ; they are each
content to do their own thing, within
the limits of their leashes .
Now, what happens when the local

hot dog vendor pushes his cart by?
Suddenly, each and every poodle
within a block takes note, and tugs in
the same direction . In other words,
the poodles are exhibiting a collective
behavior, which is far more compelling
than their previous, semi-random
wanderings .

What does this all have to do with
ionospheric propagation? Let's start
by saying that dog owners are ions,
poodles are electrons, and the lengths
of the leashes are (sort of) electron
mobility, which is closely related to
"electron temperature." Let's tie this
in with something that should be fa-
miliar to most of us who have been
hamming for any length of time . Most
of you have seen that funny little curve
called the electron density profile . It's
been published in every radio text
since father Abraham first clamped a
Texas Bugcatcher onto the rear end of
a roving camel on his way to the Prom-
ised Land .
Why is electron density so impor-

tant? Because the electrons alone in-
teract directly with radio waves . Now,
this is not to say that ions are unimpor-
tant in radio propagation ; indeed, they
account for some of the more interest-
ing phenomena encountered from time
to time. However, ion (and neutral)
interaction is always a secondary, or
derived effect . It is electron density
that tells us where the action is . To put
it succinctly, if you've got a lot of elec-
trons, you've got a lot of radio .

Lest we oversimplify things, the
electron density profile should not be
thought of strictly as a weather map .
The electrons don't just sit up there in
a cloud, like they do in a vacuum tube .
The electrons are part of a complex soup
of ions, neutrals and electrons of vary-
ing degrees of freedom (temperature) .
Keep our owners and poodles in

mind. Although our electron cloud
exhibits a strong collective behavior,
it is still restrained by the presence of
its associated ions, which are slow
moving, massive, and more "gas like"
in behavior . Even if our dog owners
should let go of the leashes, the stray
dogs would still have to wend their
ways through a lot of legs to get to the
hot dog vendor, or any other collec-
tively interesting target .

Now, perhaps the obvious question at
this time is : "Just how many electrons
do we need to collectively reflect a radio
wave? Is it possible to reflect a radio
wave off a single electron? The answer,
surprisingly, is yes . As a matter of fact
there is a type of diagnostic radar called
Incoherent Scatter Radar (ISR), which
relies on the fact that individual elec-
trons can reflect (scatter) radio waves .
This is rather esoteric technology, how-
ever, and of little relevance to Amateur
Radio for the time being . For any
reasonable effect to be imparted to a
radio signal in the HF region, we need
something that resembles a large,
relatively flat surface, a collective elec-
tron plasma, to be precise .
Fortunately, the natural iono-

spheric plasma cooperates with this
requirement by kindly arranging itself
in regions somewhat resembling lay-
ers . How nice of it . Lest we be tempted
to oversimplify this situation, we must
recognize that even when the electron
density is at its greatest, there is an
appallingly small number of the little
critters up there . A typical electron
density maximum occurs at an altitude
of around 300 kilometers (during a
really sweet F2 day) . We're talking
about maybe a million electrons per
cubic centimeter-almost nothing . To
put a perspective on this situation, sea
level atmospheric air contains about a
trillion times that number of particles .
So, basically, we're bouncing our radio
signals off next to nothing. This largely
explains the fickle nature of the iono-
sphere . (Bouncing may be a misnomer ;
actually, our waves are being absorbed
and reradiated .)

Now, if our electrons merely sat up
there by themselves, like a cloud in a
vacuum (they don't, as we've estab-
lished), they would pretty much re-
spond to radio waves of any frequency
in much the same manner . As long as
there was a layer of collective elec-
trons significantly larger than a half
wavelength or so in any dimension,
they would be expected to act like any
reflector, sort of like an inverted
ground radial system . Well, we all
know that such is not the case . The



ionosphere is highly frequency
dependent .
This is where the ions come in to

play. Remember that I said that "re-
flection" from the ionosphere is really
a process of absorption and reradia-
tion? What do we really mean when we
say a radio wave is absorbed? As in any
physical system, when we absorb en-
ergy, we usually think of converting
energy from one form to another . In
this particular case, our radio waves
(electromagnetic energy) are con-
verted into kinetic energy (electron
motion). I hear a collective, "Say
what?" Am I saying that when you
send a signal skyward, you're actually
moving electrons around 200 miles
away? That's exactly what I'm saying .
You can all feel very proud of your-
selves for having an actual mechani-
cal effect on the heavenlies when you
send "CQ" on your QRP rig .

Now, if we simply let our electrons
go their collectively merry way after
kicking them with a little RF, that
would be the end of it . Much as we
would like to see otherwise, dog own-
ers are still in the picture . Our stimu-
lated poodles are going to reach the
ends of their leashes. When they do,
they're going to rebound to their origi-
nal position. Upon rebounding to their
owners, they release all that energy as
electromagnetic radiation . Voila!

How Do We Know All
This Stuff, Anyway?

We don't, but we're learning more all
the time . There are numerous methods
for exploring the ionosphere ; and for
some reason, Alaska seems to have
more of the stuff than anywhere else .
This is good job security for this par-
ticular KL7 . However, as a rule, high-
latitude ionospheric research is in a
class by itself, conducted by HIPAS
Observatory (High Power Aurora
Stimulation Experiment), HAARP
(High Frequency Active Aurora Re-
search Project) and a few other similar
outdoor laboratories scattered around
the arctic . Arecibo in Puerto Rico is the
exception, the only equatorial-region
ionospheric heating facility .

Although I want to concentrate our
attention on things that every ham can
experience, we should be aware of
some of the more interesting fringes of
radio as well. Radio Amateurs have
contributed a lot to ionospheric re-
search and will continue to do so . Let's
peek at some of the hardware for do-
ing ionospheric exploration .
Ionosonde : This is the classic iono-

spheric measurement tool . It is noth-

ing more than swept radar with a ver-
tical-incident beam . You just send
short pulses skyward and look at the
reflection as you increase the fre-
quency. Eventually, you reach the
critical frequency or frequencies,
above which you get no reflections, but
you can learn much more than that .
You can see, with varying degrees of
clarity, all those layers the literature
has taught you exist all along . QST
and other publications have published
ionograms over the years, and the
Internet is full of locations from where
you can download them-fascinating
stuff for all you DXers .
Doppler ionosonde : This is a varia-

tion of the Ionosonde. First proposed
by a Korean gentleman by the name of
Valery Kim, a respected name in iono-
spheric studies . I consider myself
privileged to have had a part in the
development of this technique . As any
ham who has had the merest taste of
HF knows, radio propagation changes
quickly . Ionograms are great at telling
you where the layers are, but they take
a minute or so to develop the data, so
you can miss some interesting short-
term stuff. The Doppler ionosonde not
only tells us how high a certain layer
is, but it can tell us exactly how fast
it's moving upward or downward, and
believe me, it can move fast . Arctic
flutter is one common manifestation of
this .
Skymapping (HF holography) : This

is a relatively new, undeveloped tech-
nique for giving us detailed pictures of
small regions of the ionosphere in
the north-south/east-west dimen-
sions . Very interesting, because it re-
veals how sharply the ionosphere can
tilt. It is anything but flat ; it can have
slopes on the order of 35° to 40° over
certain regions . I hear a collective aha!
out there as you all realize how nicely
this explains one-way propagation . A
radio signal going one direction might
be above the critical angle in an east-
to-west direction, at the same launch
angle and below the critical angle go-
ing west-to-east .
Imaging Riometer : The Japanese

have dumped huge amounts of money
into this technology. Riometer is an
acronym for Relative Ionospheric
Opacity meter. It is a passive system
(receive only) that does skymapping of
the D and lower E regions, in the 30 to
40 MHz regions . It gives us a lot of in-
formation about the actual electron
activity, and a bit about the chemistry
up there .
Lidar : Vertical incident laser radar :

Believe it or not, there are layers of

metallic ions up there, eg Iron, Cal-
cium and Sodium . All you meteor-
burst folks already know this, but its
effects might have more to do with HF
propagation than previously thought .
At any rate, we can use a high powered
laser tuned to the atomic species of our
choice, which will resonate (fluoresce)
when excited . We can then look at the
re-emitted photons from the atoms of
choice. Excited atoms are rather high-
Q circuits, so they can be very pre-
cisely selected . It's sort of like shoot-
ing a gun into a dark room and listen-
ing for whatever screams .
Magnetometers and Electric-Field

Sensors : These are used to determine
nonelectromagnetic effects in the
ionosphere . There are all sorts of
pseudo radio-like happenings in a
plasma . Weird things . Things like Ion
Acoustic Waves, Plasma Surface
Acoustic Waves, Alfven Waves, Whis-
tlers, and conversions from these to
electromagnetic waves and vice versa .
This is the most probable explanation
for long-delayed echoes .

In Situ Measurements : Sometimes,
measurements from a distance just
aren't good enough . Any or all of the
aforementioned equipment and tech-
niques can be stuck on a rocket and
launched through the ionosphere .
Obviously, this is expensive ; but
again, the Japanese think it's a very
worthwhile endeavor . (So do we, to
some extent.) The first of the really
neat space-based ionospheric research
was the downward looking ionosonde
(Topside Sounder), which gave us the
first look at the electron density pro-
file above the peak density .

Try This at Home
Can an average ham on a shoestring

budget contribute to this fascinating
research? You can contribute more
than you might think . Ionospheric re-
search, like any research, benefits
from vast quantities of data, from as
many sources as possible . Next time
you're on the air, see if the conditions
you're seeing match the propagation
forecasts. If you see or hear something
strange or new, write it down . Keep
records of everything, and compare
notes with other hams . Build your own
Riometer. All it takes is a dipole, a
10 meter receiver and a chart recorder
or a PC data acquisition program .
Measure the Doppler shift of WWV .
All it takes is a receiver, an XY oscil-
loscope and a crystal time base . Set up
an HF holography club . With GPS re-
ceivers and imaging software, it's a
snap .
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A Few Loose Ends
This field is vast and deep . I have

only been able to present a tantalizing
overview of the subject . If there is suf-
ficient interest, I would like to follow
a few of the more interesting tangents
in greater detail . Among other thing-
if there appears to be enough de-

mand-I would like to present the lat-
est, most reproducible theory on long-
delayed echoes . That, alone, would
require several articles .

In closing, I would like to publicly
thank all the fine people at HIPAS
Observatory, especially Ralph
Weurker, a scientist's scientist ; Helio

Zwi, now with HAARP, a gentleman
and a scholar, and finally ; UCLA grad
student Jacqueline "Wacky-Jackie"
Pau, who tirelessly followed me
around the tundra in snow up to her
armpits (or my waist, depending on
one's point of view) as we setup count-
less antennas in the field .
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Extending the Double- Tuned
Circuit to Three Resonators

Here's an empirical design method for triple-tuned filters.

Although the most common LC
band-pass filters used by radio
amateurs are single and

double-tuned circuits, there are situa-
tions where a higher-order filter is
desired . The triple-tuned circuit, a
band-pass filter with three resonators,
is an especially useful example . It is
easily designed and offers improved
stop-band attenuation with little in-
crease in insertion loss . This paper
presents two simple methods that al-
low the VHF triple-tuned circuit to be
adjusted and tuned with simple instru-
ments and little more complication
that a double-tuned filter .

7700 SW Danielle Ave
Beaverton, OR 97008
e-mail w7zoi@teleport.com

By Wes Hayward, W7Z0I

The Double-Tuned Circuit
as a Step toward the
Triple-Resonator Filter
Two filter schematics are shown in

Fig 1. Both were designed for a
Butterworth response and a center fre-
quency of 110 MHz with a 3-dB band-
width of 2 MHz . The N = 3 (three pole)
filter has slightly higher insertion loss
than the double-tuned circuit, but is
more selective at high attenuation .
The reader can calculate the responses
with any of dozens of available com-
puter programs . 1
It is interesting to compare the two

schematics. The coupling capacitors
are identical for the same bandwidth .
However, the end-section matching is
slightly different, with the end Q be-

1 Notes appear on page 46 .

ing higher for the double-tuned circuit
(DTC) than for the triple-tuned circuit
(TTC). This leads us to ask what the
performance would be for a DTC that
has the same end designs as a TTC .
This is shown schematically in Fig 2
with responses shown in Fig 3 .

Experimental Methods
The introductory example pre-

sented above used computer gener-
ated and analyzed designs . This is all
the preparation that is needed for
lower-frequency filters where discrete
reactances are large . This works well
for filters up through 30 to 50 MHz
with capacitor values of 1 pF or more
and inductors of a couple hundred
nanohenries or more . As we move into
the VHF area, and higher, the compo-
nents are not described well by
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"printed" values. Stray reactances
begin to dominate, encouraging us to
use experimental methods .

I described the DTC in detail in a
previous QST paper. 2 Experimental
methods were emphasized in that tu-
torial, which described a method for
building a double-tuned circuit with-
out ever going through the numbers .
The method entails adjusting the end
loading on both resonators while also
adjusting coupling. The resonators are
tuned for maximum response after K
and Q adjustment; the insertion loss is
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7.2 pF

7.2 pF

then measured . The reader is urged to
study that paper if he or she is not very
familiar with the procedure .
Perhaps the most important detail

presented in the DTC tutorial was the
need to perform a wide-band sweep to
locate any double-humped response
that might be present . A common and
potentially disastrous error that the
experimenter can make with the DTC
is severe over coupling that produces
two widely separated response peaks .
It is easy to miss one of the two peaks
if a wide sweep is not done .

Fig 1-Butterworth LC Band-pass Filters with a 2 MHz bandwidth, centered at 110 MHz . The upper schematic is a triple-tuned
circuit (N = 3), while the lower schematic is a double-tuned circuit .

3 pF

1

tI( ~ Y
7.7pF(

	

7 .2pF

With this background in mind, we
can use the earlier observations to
implement a triple-tuned circuit . The
three-element filter is built with the
middle resonator eliminated . The
loading is kept identical at the two
ends and is adjusted for a desired fil-
ter bandwidth. Coupling is set up be-
tween the first and third resonator
and the combination is adjusted as a
DTC . A wide-band sweep is done to
find the double humped response, if
present. It is then eliminated through
further adjustment, if found . This is

Fig 2-A TTC is designed "on paper" and is mentally segmented into end resonators, a middle resonator, and coupling
elements. A DTC is then fabricated consisting of the two end resonators and a coupling element . The response of the DTC,
and the parent TTC are shown in Fig 3 .



repeated until the desired bandwidth
is achieved in a DTC .
With a working DTC now in hand,

the coupling is examined and dupli-
cated as the third, middle resonator is
added. The coupling from resonator 1
to 2 should be the same as that from 2
to 3 . The TTC is then tuned and mea-
sured, performing a wide-band sweep
to confirm the absence of extra peaks .
The final bandwidth should be close to
that of the intermediate DTC with a
slightly higher insertion loss .

The filter shown in Photos A and B
was built for use as the first IF of a
spectrum analyzer . Filter design be-
gan with selection of an inductor .
Values around 100 nH are practical at
110 MHz . The inductor was built with
a 6.0 inch piece of # 18 enameled wire .
The ends were stripped and five turns
of the wire were wound on the shank
of a '/.l inch drill bit . ; The unloaded Q
was assumed to be around 200, a value
later confirmed with measurements .
This inductor resonates at 110 MHz
with a capacitor of about 21 pF, real-
ized in the filter with combinations of
fixed and glass trimmers. The pre-
dicted coupling capacitor value is
0.27 pF for each of the two compo-
nents. A computer design is useful to
provide guidance during construction,
even if some components are less than
practical .

Photo A-A TTC filter for 110 MHz .

Photo B-An outside view of the TTC in
its cast box .

Fig 3-Response of a TTC and a DTC derived from it . Both have approximately the
same bandwidth .

Fig 4-Filter form used with a band-pass circuit shown in photograph A .
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The generality of these methods al-
lows great flexibility . Any of several
coupling methods can be used for end-
section loading. Even though the sche-
matic shows capacitive taps for at-
tachment between end resonators and
the 50 Q loads, other methods could
just as well be applied . For example,
the filter shown in the photos used end
loading realized with the circuit of
Fig 4, where the grounded end of the
inductor is lifted from ground and at-
tached to a coaxial connector . Then, a
small inductor is attached from the
connector to ground . The size of this
inductor is varied to establish the
end Q. Even though the physical de-
tails are different, the measurement
schemes and results are not .
Figure 5 shows experimental re-

sults, a plot for the experimental fil-
ter. The evaluation measurements
were performed with an HP-8510B
network analyzer. However, the so-
phisticated instrument was not used
for any of the adjustments .

Filter Adjustment with
a Return-Loss Bridge

A second useful method is available
to the experimenter with a return-loss
bridge in his or her laboratory . This
instrument, which has often been de-
scribed in the literature 4 , is an imped-
ance bridge where the error, or unbal-
ance signal serves as a measure of
reflection coefficient (or SWR) looking
into a load . Fig 6 is the schematic for
a filter where the input reflection co-
efficient is to be measured . This analy-
sis was performed with the evaluation
version of the popular PSpice . 5 The
use of a pair of voltage sources at the
input generates a voltage, shown as
"gam," which is the voltage reflection
coefficient . 6 Return loss relates to
Gamma through
Return Loss =-20 .Log(F) (Eq 1)
Figure 7 shows the gain and magni-

tude of S11 versus frequency for the
complete filter. The match plot dips
down to a return loss of 20 dB at the
filter center frequency .

Figure 8 shows a modification where
the match is calculated for an end
resonator that is no longer coupled to
the rest of the filter. The result is
shown in Fig 9 . This match, now only
6 .5 dB at resonance, is not nearly as
good as the complete filter . If the un-
loaded resonator Q was much higher,
the return loss would be even less .
Hence, it is important that the un-
loaded Q value be reasonably accurate
during this simulation .
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We eventually wish to use this as an
aid to measurements. This was to be a
measure of impedance at resonance,
but we have not obtained enough infor-
mation to establish an impedance . Two
different resistive loads can provide a
6 dB return loss, just as two different
pure resistances can provide a 3 :1
SWR. This dilemma is solved with the
computer simulation shown in Fig 10,
where the single resonator is swept
several times with different values of
matching inductor with each sweep . A
return loss of 6 dB occurs with match-
ing inductor values of 4 nH and 10 nH .
Yet only the higher, 10 nH, value pro-
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duces the desired filter response .
The information from the simula-

tions can now be used to tune our cir-
cuit . The TTC filter is built, but the
center resonator is either short cir-
cuited, or removed. One end is driven
at 110 MHz by a return-loss bridge and
the resonator is tuned for best return
loss, occurring with the largest dip .
The matching (grounded) inductor is
then varied and retuned until a return
loss of about 6 dB is measured . The
matching inductor should have a total
wire length of about an inch, corre-
sponding to an inductance of about 10
nH using the rule-of-thumb that a
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Fig 6-Schematic for practical version of the filter, set up for analysis in PSpice .

Fig 7-Transfer function and impedance match for complete filter . The return loss
looking into the filter is about 20 dB at band center .



wire has L = 0 .5 nH per millimeter of
wire length. This procedure is re-
peated for the other end of the filter .
Having established the end Q, the

center resonator is added to the circuit .
Equal valued coupling capacitors are
added between resonators, always
keeping the values as small as "seems"

Photo C-This DTC is mounted in two
boxes to improve isolation .

Photo D-An outside view of the DTC in
two boxes .

Photo E-This enlargement from Photo
A shows one method to achieve tiny
coupling capacitances . This method of
capacitively coupling two conductors is
sometimes called a "gimmick"
capacitor . See text .

reasonable . The three resonators are
tuned at 110 MHz as the coupling caps
are adjusted . A wide-band sweep is per-
formed during the process to guarantee
that overcoupling is not producing ex-
tra response peaks . If extra peaks ap-
pear, the coupling capacitors are re-
duced until the desired band-pass
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Fig 9-Reflection looking into the isolated resonator .

shape and bandwidth are obtained .

Some Practical Considerations
Band-pass filters are critical ele-

ments in most RF systems and should
be built with care. Shielding is often
needed ; not only is it important to
shield the resonators from the outside

Fig 8-Calculation of reflection when looking into an end resonator without other
coupled resonators .
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world, but shielding between resona-
tors is often required . The 110 MHz
example TTC is built in a single cast-
aluminum box . (See Photos A and B .)
Small-diameter coils were picked spe-
cifically to minimize interaction be-
tween resonators, eliminating the
need for internal shields . Photos C and
D show a double-tuned circuit built in
two cast-aluminum boxes that have
been bolted together . Large, higher Q
inductors are used. This scheme can
be expanded to numerous filter ele-
ments. It is often worthwhile to flip
adjacent boxes so that lids alternate,
side to side to accommodate cast boxes
with nonparallel sides .
The small valued coupling capacitors

needed in band-pass LC filters are of-
ten difficult to realize . One scheme that
I have applied is sometimes called a
gimmick capacitor (shown in Photo E) .
Two small, isolated pads are fabricated
on a scrap of single sided circuit board
material. (Double-sided board has ex-
cessive capacitance related to the board
material.) Wires are then run from the
"hot" ends of the resonators to the pads .
The wires are kept a bit longer than
required to reach the pads. The excess
ends can then be bent close to each
other, as needed, to adjust the capaci-
tance. In the example filter, the excess
wire lengths were completely trimmed
away, for the stray pad-to-pad capaci-
tance provided the needed coupling .
The measurements outlined are

best done with the best instrumenta-
tion available . This may be elegant
commercial gear, or simple home built
tools. It is quite possible to build and
adjust a TTC with a signal generator
and a home-brew power meter, such as
the unit recently described by
K7OWJ. 7 Once the filter is finished, it
can be integrated into a spectrum ana-
lyzer, an instrument that will then
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simplify the adjustments the next
time a TTC is needed .

References :
1The filters were designed with DTTC, a pro-

gram offered with the ARRL version of "In-
troduction to Radio Frequency Design,"
ARRL Order No . 4920 . The analysis of Fig
3 was generated with GPLA, also offered
with the text . ARRL Radio Designer is also
suitable for analysis of filters of this sort .
PSpice is a program offered by MicroSim,
20 Fairbanks, Irvine, CA 92718 . Also, see
www.microsim.com . The evaluation ver-
sion of PSpice is a very effective, yet af-
fordable tool . ARRL publications are
available from your local ARRL dealer or
directly from ARRL. Mail orders to Pub
Sales Dept, ARRL, 225 Main St,
Newington, CT 06111-1494 . You can call
us toll-free at tel 888-277-5289 ; fax your
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order to 860-594-0303 ; or send e-mail to
pubsales@arrl .or g . Check out the full
ARRL publications line on the World Wide
Web at http://www.arrl .org/catalog .

2 Hayward, "The Double-Tuned Circuit,"
OST, Dec. 91, pp 29-34 .

3 See IRFD (See Note 1) . The coils are de-
signed with a program on the disk,
COILS. EXE .

4 The return-loss bridge is described in IRFD,
in Solid-State Design for the Radio Ama-
teur, (Newington : ARRL, 1977; ARRL Or-
der No. 0402) and in several editions of
the ARRL Handbook (ARRL Order No .
1786), as well as numerous articles .

5See information on MicroSim presented in
Note 1 .

6 Hayward, "Reflections on the Reflection
Coefficient," QEX, Jan 1993, p 10-12 .

7 Bramwell, "The Microwatter," QST, June
1997, pp 33-35 . III



NEC andMININEC
Antenna Modeling Programs:
A Guide to Further Information

Thinking about getting some antenna modeling software? First,
read this overview of offerings and pointers to more information .

M uch antenna research and
design work is based on sys-
tematic antenna modeling in

a version of the Numerical Electro-
magnetics Code (NEC) . The following
brief notes are not a review of existing
antenna modeling programs, but a
basic guide to getting further informa-
tion on these programs from the soft-
ware providers .
NEC and MININEC are method-of-

moments calculation programs for an-
tenna modeling . NEC-2 and MININEC
are public-domain programs . NEC-4 is
proprietary . References at the end of
this article provide some background

1434 High Mesa Dr
Knoxville, TN 37938-4443
e-mail cebik@utk .edu

By L. B . Cebik, W4RNL
ARRL TA for Antennas and Antenna Modeling

information on the history, techniques
and limitations of these methods .

The basic calculating programs are
not user-ready. Most individual and
small-business users purchase a ver-
sion ofNEC or MININEC from a vendor
who has added input and output inter-
faces (and often added correction fac-
tors) to the basic calculating module(s)
to make them user-ready . This guide
provides ways to contact commercial
sources, starting with the most ad-
vanced versions .

NEC-4
The latest version ofNEC is NEC-4,

which overcomes most shortcomings
of earlier codes . It permits modeling of
underground radial systems, ele-
ments of varying diameter sections
and carefully constructed close-

spaced parallel wires, as well as all the
modeling capabilities of earlier ver-
sions of the code . (Some of these capa-
bilities, however, while superior to
those ofNEC-2, have limitations that
are just now becoming well docu-
mented .) NEC-4 is a proprietary code
of the Lawrence Livermore National
Laboratory, University of California,
from whom a user-license must be
obtained . Export restrictions apply .
To obtain a user-license, contact

Gerald J. Burke, L-156, Lawrence
Livermore National Laboratory, PO
Box 5504, Livermore, CA 94550 ; e-
mail burke2@llnl .gov . The price of
the license is $850 ($150 for an ap-
proved educational site) .
In addition to a license, users must

also create or purchase the required
interface programming . At present, I
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know of only one source of commercial
software for NEC-4 : Roy Lewallen,
W7EL. EZNEC Pro has an option for
NEC-4 (EZNEC/4), if the purchaser
has a confirmed license for NEC-4
($600) . EZNEC Pro is also available for
NEC-2 (EZNEC-M-$425) . Both ver-
sions offer the same features, except
for the calculating engine options, and
can handle more than 3000 segments
and 1000 wires-very large antenna
models . (See the next section for notes
on NEC-2 .) W7EL also makes avail-
able EZNEC, a segment-restricted
(500) version of NEC-2 ($89, now in
version 2 with enhanced pattern-plot
exploration features, SWR plots and
other upgrades) and ELNEC, a version
of MININEC 3 ($49) . All W7EL soft-
ware packages are written for DOS .
They employ similar user interfaces
that have earned praise for user
friendliness in many circles . Contact
Roy Lewallen, W7EL, PO Box 6658,
Beaverton, OR 97007 ; e-mail w7
el@teleport .com . URL http://www
.teleport.com/-w7el/ .

On the horizon, and possibly avail-
able by the time these notes appear in
print, is GNEC, a Windows-based ver-
sion ofNEC-4 from Nittany Scientific .
A license for NEC-4 will be required to
purchase this program . GNEC at-
tempts to implement the full NEC-4
command set and provides a large
array of plotting and other graphical
outputs, including rectangular plots of
many performance figures and color-
coded analytical antenna views . See
the entry under NEC-2 for contact
information .

NEC-2
NEC-2 is a highly capable version of

the code, which is in the public domain .
It is restricted to antenna elements of
a single diameter (although some soft-
ware providers have introduced correc-
tions for linear elements of varying
diameters) . It cannot handle buried
radial systems, although above-ground
systems close to the earth can be
handled. It is equipped with the
Sommerfeld-Norton high-accuracy
ground model, for accurate modeling of
horizontal wires close to the earth .
Nittany Scientific produces a Win-

dows version of NEC-2 at two levels :
NEC Win Pro, V 1.1 (NWP; $425) and
NECWin Basic (NWB; $75 : restricted
to 500 segments). Both employ a
spreadsheet geometry construction
page, pull-down boxes for other an-
tenna parameters, and Windows-style
graphical outputs, including three-di-
mensional pattern views. In addition,
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NWP provides direct entry or importa-
tion of NEC model input "cards" and
provides a large assortment of rectan-
gular output graphics, along with other
advanced NEC capabilities. These in-
clude the color-coded analytical an-
tenna views (Necvu 2) . Contact Nittany
Scientific, 1700 Airline Hwy, Ste 361,
Hollister, CA 95023-5621 ; e-mail sale
@nittany-scientific .com; URL http:/
/www.nittany-scientific.com.

In addition to EZNEC and NECWin,
NEC-2 is also offered by Brian
Beezley, K6STI, in a package called
NEC/Wires 2 .0. This package is part of
a suite of programs offered by K6STI,
the most well known of which are AO
and YO. Contact information appears
in the section on MININEC.

MININEC "Professional"
Before recent advances in speed and

memory, it was not feasible to run NEC
on a PC . Rockway and Logan devel-
oped MININEC, a Basic language
adaptation of NEC for PCs. More re-
cently, they have advanced the
MININEC algorithms and code to
overcome many of its initial limita-
tions . The "new"MININEC can handle
sharp angles in antenna geometry di-
rectly (without segment length taper-
ing) and antennas close to ground with
much better accuracy. However, the
MININEC Professional code is a pro-
prietary product . EM Scientific offers
several levels of MININEC Profes-
sional, including the basic level
MININEC for Windows (400 wires ;
$125), MININEC Professional (1000
wires; $390), and MININEC Broadcast
Professional (2000 wires ; $790). These
are all Windows products. Contact EM
Scientific, Inc, 2533 N Carson St, Ste
2107, Carson City, NV 89706 ; e-mail
76111 .3171@compuserve .com . URL
http://www.emsci.com .

MININEC
The public domain MININEC code

(version 3 .13) is available with several
commercial user interfaces, as indi-
cated in these notes . For general an-
tenna analysis that does not press its
limitations, MININEC is a highly com-
petent code . It handles elements of
changing diameter directly and, with
segment-length tapering, can accu-
rately model a wide range of antenna
geometries . However, horizontal an-
tennas must be at least 0 .2 wavelengths
above ground for accurate results .
Moreover, specification of ground con-
ditions affects only antenna far-field
results, not feed point conditions . An-
tenna size is limited to 256 segments .

Despite limitations, MININEC has
shown results superior even to NEC-4
on certain types of antenna structures
involving close-spaced wires, large sud-
den changes of element diameter and
angular junctions ofwires with dissimi-
lar diameters .
Orion of Canada (Madjid Boukri,

VE2GMI) offers a Windows-based ver-
sion of MININEC, NEC4WIN, using a
spreadsheet geometry input page, pull-
down boxes for other antenna param-
eters and a pattern-plotting output that
includes lobe identification and band-
width. In addition, the user can vary
the height of the antenna without in-
voking a complete recalculation of the
matrix for faster results . The current
version is 1 .9L ($35) . A Windows 95-
only version with enhanced capabilities
may become available soon . Contact
Madjid Boukri, VE3GMI, Orion Micro-
systems, 197 Cr Joncaire, Ile Bizard,
Quebec, Canada H9C 2P7 ; e-mail
mboukri@cam .org . URL http ://
www.cam.org/-mboukr i

Brian Beezley, K6STI, also offers a
wide range ofNEC-related DOS-based
software, as well as a Yagi-optimiza-
tion program and a terrain-analysis
program . Perhaps the best known pro-
gram is YO, the Yagi-optimizing pro-
gram that uses special algorithms
calibrated to NEC-2 (offered as NEC-
Wires). AO (Antenna Optimizer) is a
MININEC-based program with an
optimizing function included. AO in-
cludes a frequency-correction factor to
bring MININEC,' results in line with
NEC results as antenna frequency
increases . The input section of the
program includes the ability to use
symbolic expressions for antenna di-
mensions, thus permitting alteration
of multiple parts of the structure with
a single entry revision. AO, YO and
NEC/Wires are each $70 (or any three
of the K6STI antenna programs for
$120). Contact Brian Beezley, K6STI,
3532 Linda Vista, San Marcos, CA
92069; e-mail k6sti@n2.net .
ELNEC is W7EL's DOS-based ver-

sion of MININEC . It uses an interface
very similar to those of his programs for
NEC-2 and NEC-4 . The program con-
tains a parallel-wire correction . See the
section on NEC-4 for contact details .

Other Information Sources
The Applied Computational Electro-

magnetics Society (ACES) is perhaps
the professional focal point of ad-
vances in all forms of electromag-
netics codes and related mathematical
models. It holds an annual meeting on
the West Coast in March with a very



full and varied program. Further infor-
mation can be found at their Web site
http:/www.emclab.umr.edu/aces/.
The Unofficial NEC Archives are

maintained by Ray Anderson,
WB6TPU. Formerly, this collection of
NEC-related software was available
only via FTP . However, the entire con-
tents are now accessible via the Web .
They include many source codes for
NEC and for pre- and post-processing
ofNEC, along with some sample input
files . Look for them at http://www
.qsl.net/wb6tpu .

The Unofficial NEC Home Page is
supported by Peter D . Richeson, who
maintains on-line copies of the NEC-2
manual (Part III) . URL http://www
.dec .tis.net/-richesop/nec/.

There is also a mailing list for those
interested in a forum for questions and
information . The address is nec-
list@ee.ubc.ca .

This listing is necessarily limited,
even within the scope of NEC-related
software and information sources .
However, the indicated Web pages
lead to other information on details,
specifications, related developments
and a more complete understanding of
the rapidly expanding field of electro-
magnetic modeling .
In addition to NEC-related soft-

ware, the Web and related FTP sites
provide a variety of antenna modeling,
optimizing and calculating programs .
See, for example, the collection at the
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following URL http ://www.qsl.net/
k7on/shareware/1997 . Most of these
programs are either freeware or
shareware, and they can ease a large
number of antenna design problems-
especially if the resulting designs are
then further evaluated on one of the
NEC-based programs .

For Further Reading

NEC-2 and NEC-4 : Basic References
J. Burke, A . J . Pogio, Numerical Electromag-

netic Code (NEC) Method of Moments, a
User Oriented Code, Vol 2 (Part III : User's
Guide), Tech Doc 116, Naval Systems
Center, San Diego, 1982 .

Gerald J . Burke, Numerical Electromagnetic
Code-NEC-4: Method of Moments,
(Parts I and II), Lawrence Livermore Na-
tional Laboratory UCRL-MA-109338,
1992 .

MININEC: Basic References
A . J . Julian, J. C . Logan, J . W. Rockway,
"MININEC: a Mini-Numerical Electromag-
netic Code," Tech Doc 516, Naval Sys-
tems Center, San Diego, 1982 .

J. C . Logan, J . W . Rockway, "The New
MININEC (Version 3) : A Mini-Numerical
Electromagnetic Code," Tech Doc 938,
Naval Systems Center, San Diego, 1986 .

Method of Moments Techniques
John D . Krauss, Antennas, 2nd ed. (New

York: McGraw-Hill, 1988), pp 384-408 .

Antenna Modeling Articles
Roy Lewallen, W7EL, "MININEC: The Other
Side of the Sword," QST (Feb 1991), pp
18-22 .

L . B . Cebik, W4RNL, "A Beginner's Guide to
Using Computer Antenna Modeling Pro-
grams," ARRL Antenna Compendium, Vol
3 (1992), pp 148-155 .

John S . Belrose, VE2CV, "Modeling HF An-
tennas with MIN/NEC-Guidelines and
Tips from a Code-User's Notebook,"
ARRL Antenna Compendium, Vol 3
(1992), pp 155-164 .

R . P. Haviland, W4MB, "Programs for An-
tenna Analysis by the Method of Mo-
ments," ARRL Antenna Compendium, Vol
4 (1995), pp 69-73 .
In addition to these references, the

lengthy manuals accompanying such
programs as EL/EZNEC, AO/NECI
Wires, and NECWin Pro/Basic can also
make significant contributions to your
understanding of antenna modeling . A
detailed background document on an-
tenna modeling is also available at the
EM Scientific (MININEC Pro) Web
site http ://www.emsci.com.
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A Homebrew 2.4 GHz
Waveguide Filter

Here's a filter with a 20 dB low-frequency cut-off at
-22 MHz and an insertion loss of less than 0 .5 dB.

Waveguides are natural fil-
ters . As an example, scan-
ning an input through an

S-band waveguide will result in an
insertion loss of less than 0 .01 dB/ft
from near cut-off to twice cut-off
frequency. However, when passing
through the waveguide cut-off fre-
quency there is a sudden, near-verti-
cal signal strength drop of over 10 3 dB .
What are the disadvantages? For one
thing, it's simply a high-pass filter
with the instrumentation probes and
baffles controlling the high-frequency
response (plus multimode responses
at frequencies higher than twice the
cut-off frequency) . The primary prob-
lem is that the cut-off frequency is
determined by the waveguide width,
which means a standard size wave-
guide works as a filter with only on one
cut-off frequency . The following de-

By John Reed, W6I0J

scribes a relatively simple home-brew
waveguide that does not seriously
compromise the conventional wave-
guide characteristic, and the size is
the builder's choice . It is made from
available materials using ordinary
hand tools . The size of the described
filter suits it for use as a 2 .4 GHz
receiver's front-end filter. It results in
excellent image and other low-fre-
quency signal rejection, while using a
HF receiver as the IF. As an example,
the receiver image for 30 MHz IF will
be -37 dB down .

Description
The filter schematic is shown in Fig

1, and Photos A and B show the com-
pleted filter . [Notice that the sketch in
Fig 1 shows only one half of the filter .
The filter is symmetrical about the fre-
quency trimmer .-Ed.] There are five
adjustments : Two are the sliding end
baffles, which match the input/output
probes. The center adjustable probe
fine tunes the cut-off frequency, and
two adjustable probes mounted above
the input/output probes optimize the

coupling coefficients . Aligning the fil-
ter for optimum performance is a fairly
involved process because all five ad-
justments are interrelated . Begin
alignment by tuning the end baffles
and frequency trim for maximum sig-
nal with minimum coupling-probe pro-
trusion into the waveguide. The output
will indicate a normal bandpass char-
acter, but the insertion loss will be 1 or
2 dB. Next, gradually turn in the cou-
pling probes while repeaking the out-
put with the other adjustments, until
there is minimum insertion loss . Mini-
mum insertion loss indicates peak per-
formance. Continued coupling-probe
increases will gradually degrade the
cut-off characteristic with no more in-
sertion-loss improvement .

Fig 2 shows the frequency response,
following a careful adjustment se-
quence. The irregular high-frequency
response is due to input/output cou-
pling variables . Insertion-loss mea-
surements were made by first minimiz-
ing source/detector matching variables
(by inserting 20 foot RG-58 cables at
the filter's input and output ports,



about -7 dB per cable). Comparison
measurements were made with the fil-
ter and then substituting a 1 foot cable
for it. This substitution method indi-
cates a 0.25 dB insertion loss, which
represents the filter loss without
cables and connectors . A second mea-
surement was made by simply install-
ing the filter in front of a 2 .4 GHz re-
ceiver. That measurement indicates an
insertion loss of 0 .4 dB . The actual cut-
off response depth is unknown due to
test equipment limitations . This low-
level floor response is mainly related to
the distance between the input/output
probes . The response decays exponen-
tially as probe spacing increases .

The filter is very stable and it will
stand moderate physical abuse, as
long as there is no deformation of the
aluminum shield .

Photo A-The finished 2 .4 GHz filter .

Photo B-An end view of the completed
2.4 GHz filter .

Photo C-Wooden clothespins secure
the parts of experimental filters .

Fabrication
Forming the aluminum cover is the

most difficult process . (Figs 3 and 4
show details of the probes and adjust-
ment assemblies.) A width error of
'/64 inch changes the cut-off frequency

by 15 MHz . A consistent error of that
magnitude is of little consequence be-
cause it can be compensated for by the
center-frequency trim probe. How-
ever, a random irregular error along
the waveguide length, or sides that are
not parallel, will contribute to a

Fig 1-Schematic of the high-pass waveguide filter . (1) Aluminum cover, 0.020 inch
thick . (2) Double-sided glass-epoxy PC board base, '/,sx4x11'/4 inches . (3) Sliding
end baffle, 0 .025 Inch thick brass, 1'/s inch wide, 'Is inch sliding base, baffle tailored
to clear cover by '/32 inch . (4) 0.5 inch cable inner conductor (detail in Fig 3) . (5, 6)
Adjustable probes are '/4-28 brass screws (detail in Fig 4) . (7) Input/output
assemblies are identical . (8) Plastic bars clamp the sliding baffles in their final
positions .

2330 2400

	

2500
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Fig 2-Frequency response of the 2 .4 GHz high pass filter. Notice the -20 dB
response at -22 MHz from the cut-off frequency (11 MHz at the IF) .

2600
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mushy cut-off. In addition, insertion
loss increases if the mounting surfaces
between the cover and the mounting
PCB are not flat .

The bends are made using a jig made
of two extruded aluminum pieces :
1 inch square, by 13 inches long, with
'/16-inch-thick walls (available in most
hardware stores) . The pieces are
bolted together at each end with 1/4-28
bolts, to make an assembly 1x2x13
inches. By clamping the aluminum
sheet between the two pieces, you can
form a sharp 90o bend using a hammer
together with a 3/4x1 1/2x11 wood inter-
face ("beater bar") to prevent hammer
distortions in the aluminum .

I suggest that you first start with a
6'/exlO inch piece of 0 .020 inch alumi-
num sheet. Scribe a centerline and
parallel lines, 1-15/64 inches away, on
each side of the centerline . In addition,
drill all holes required for the finished
cover . See Fig 5 for the detailed lay-
out . After drilling, remove any burrs
and confirm the flatness of the alumi-
num. Then bend at the scribe lines to
form a U-shape cover. Next, scribe a
line on each sidewall, 1'/4 inch down
from the u cover top . Finally, again
using the jig, bend the mounting
flanges . At this point, you should have
a cover with the proper dimensions . I
recommend a dry run of the bending
procedure with a narrow piece of alu-
minum before making the final cover .

A second critical area is the RF joint
between the PC board base and alumi-
num cover, and to a lesser degree, be-
tween the base and sliding brass
baffle . Both are RF butt joints, which
means they must be flat and smooth .
To facilitate processing of the alumi-
num cover, I used a jig consisting of two
3/4x1 1/2x12 inch wood pieces . The 1'/2

inch sides are firmly spaced apart-
about 1/8 inch wider than the cover-
by screwing them to two cross mem-
bers. The exposed, parallel 3/4 inch sur-
faces are flattened by sanding the
assembly with sandpaper backed by a
glass surface . The same procedure is
used to finish the cover mounting sur-
faces, placing the cover in the jig and
starting with 150 grit (fine) sandpa-
per, then 220 grit (very fine) and fin-
ishing with 320 grit . As the assembly
is moved back and forth on the sandpa-
per, the cover will probably slip in the
jig. This can be avoided by drilling a
h/16 inch diameter hole in one of the jig's
cross members to accommodate one of
the cover's adjustment screws . As-
semble the adjustment assembly and
lock the '/4-28 screw in an extended
position, such that it fits in the jig hole .
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1/2' Probe
Cable Inner
Conductor

/////////////////////)0
Tape

RC-58

Fig 3-Detail of the input/output probes .
The tin L brackets are held against the
cable and soldered to the base . Firmly
wrap 3/4 inch wide tape around the
brackets (about six layers), to clamp the
cable in a vertical position .

1 15/64'

u

Cable braid Is spread
out and soldered to
the PC board bass

Four 1 1/4' x 1/6 Inch
Vegetable Can
Tin Brackets

Fig 5-Layout of the aluminum cover .

Following the polishing procedure,
wash the cover assembly in soap and
water; aluminum oxide makes a poor
butt joint . At this point, and when not
mounted on the base PC board, the
polished cover mounting surfaces are
fairly fragile ; handle them with care .
Use the same polishing procedure to
finish the sliding brass baffles .

During initial tests, I use wooden,
spring-loaded clothespins to hold the
assembly together (see Photo C) . Use
three on each side of the cover and one
for each sliding baffle . You can esti-
mate whether the cover is leaking RF
by squeezing the joints at various po-
sitions with your fingers . If there is no

10-

6 1/6,

3

Aluminum cover

Fig 4-Detail of the adjustment
assemblies. Polish the Interface surfaces
between the cover and the brass plate .

change in the output, it is good evi-
dence that the joints are good . In the
final assembly, 3/16x'/2x10 inch wood
molding is placed on top of the cover
mounting surfaces when fastening the
cover to the base with #4-40 hardware .
The wood distributes the force of the
mounting hardware to prevent pos-
sible stressing of the aluminum .
This home-brew waveguide fabrica-

tion method has been used to fabricate
waveguide filters up to 5 .9 GHz. The
test data was limited to a 20 dB range
due to inadequate test equipment .
However, this data indicated similar
performance as compared to that of
the 2 .4 GHz filter .
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An Inexpensive
3456 MHz Dish Feed

After looking at Paul Wade's excel-
lent set of articles and seeing what the
TVRO industry uses, it appears that a
scalar ring or Chaparral feed is an
excellent choice . I'll describe how to
build one without busting the bank .

The first step is choosing the appro-
priate material for the circular
waveguide. I decided on 5 oz maca-
damia-nut cans . While a bit shorter
than normally recommended, they do
have a diameter in the proper range .
More importantly, they are nicely
tinned on both the inside and outside,

225 Main St
Newington, CT 06111-1494
e-mail zlau® arrl .org

RE

By Zack Lau, W1 VT

so you can easily solder to them . Un-
fortunately, the removable lid and at-
tachment ring are made out of alumi-
num, so you can't easily solder to it to
extend the waveguide . Copper or brass
tubing would work even better, if you
don't mind the cost or can find a cheap
source. According to Doug Sharp,
W2SZ/1 uses a racquet-ball can for
3456 MHz.' I suggest looking around
with a ruler-you might already have
something suitable in your closet!
The cylindrical dish feed material

by Paul Wilson, W4HHK, suggests a
feed-diameter range of 2 .25 to 2 .60
inches, assuming a design frequency
of 3456 .1 MHz . 2 Most of the narrow-
band DX activity occurs close to this
frequency. Margarete Ralston sug-

INotes appear on page 56,

gests a diameter range of 0 .70 to
0.75 a,, which corresponds to a tighter
range of 2 .39 to 2 .56 inches . 3 I esti-
mate the inside diameter of the mac-
adamia nut can as being about 2 .57
inches, although it's not easy to mea-
sure accurately . The inside diameter
of the aluminum attachment ring that
remains after you remove the lid is
about 2.41 inches .

The attachment rings posed another
problem-how do I mount a scalar ring
on the can? If I make a big enough hole
to clear the attachment rings, the sca-
lar assembly won't fit snugly against
the can . One option is to split the sca-
lar assembly, and then reassemble it
around the can . I opted for a simpler
solution, using brass sheet as shim
stock to form a tight fit . (See Fig 2 .)
This reduced the need for precision
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metal work, since one can compensate antenna efficiency or G/T, I'd certainly be obtained with one or two rings, since
for a too-large hole by using thicker like to know . With small dishes, such the blockage from the extra rings typi-
brass sheet .

	

as a 2 foot dish on 2304 or 3456 MHz, it cally becomes considerable .
I make my scalar rings out of brass is quite possible that better results may The tricky part of using the tinned-

sheet-both 25 and 32 mil stock seems
to work adequately . First mark the
sheet with a compass ; then make the
big hole for the cylindrical horn . Don't
bother trying a Greenlee punch to make
a big hole in a piece of brass sheet-I
found it distorts the metal too much to
be useful. Instead, I put on my safety
goggles and carefully use a hole or "fly
cutter." Not only is it necessary to use a
drill press, but one has to carefully

	

Bottmoclamp the metal it place . It would prob-

	

of

	

open
End

) to

	

Canably help Land be much safer!-Ed .
clamp the metal between thin sheets of
wood and cut through the "sandwich,"
but I've gotten by without that effort .
One-inch-wide 25 mil brass strip

stock works well for making the rings .

	

TinnedJust as when building loop Yagis, you Attachment

bend the strips around a metal can to

	

Rin g

form their shape . It looks a little nicer
if you bend the strips first, and then
cut them to size, but cutting them to
the exact size can he a challenge . Cut-
ting the strips to length first makes it Fig 1-Dimensions of the 3456 MHz coax to cylindrical waveguide transition .
more difficult to bend the ends of the
strips to the precise shape . It probably
doesn't make a lot of difference which
approach you choose, in terms of elec-
trical performance .

I've used the scalar feed dimensions 1 .0' x 0.025"
on page 9-31 ofTheARRL UHF/Micro- Brass

wave Experimenter's Manual with good Strips

results.' It suggests different scalar-
ring mounting positions for dish f/D
ratios varying between 0 .30 and 0.45 .
It may not be necessary to use all three

	

32 mil Brass Sheet
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(A)
Fig 3-The NE32984D preamplifier .

1 .42 -

Amphenol UG5BA Connector

E 5.33"

2 .45 -

(B)

r

Aluminum
Attachment
ring

20 mil Brass Strip
Wrapped around Can

rings-I've heard of EME stations
claiming good results with just one
ring . Obviously, if someone has good
measurements that compare the trade- Fig 2-Suggested dimensions for a scalar feed suitable for feeding a small 0 .45 f/D
offs between the number of rings and parabolic dish .



steel can is making the hole for the
coax-to-waveguide transition . (See Fig
1 .) The best method I've found is to use
a Uni-bit drill to make the hole . Ordi-
nary drill bits don't work well, because
they tend to tear ugly holes in the thin
metal. While I have soldered connectors
to the cans, a better approach is to make
a 0 .8x1 .5x0 .032-inch brass mounting
plate with tapped #4-40 holes for the
connector and solder the plate to the
can. This allows you to easily remove
the connector and adjust the probe .

The probe for the transition is made
out of bare # 12 copper wire . It extends
the center pin of the N connector from
the original 258 mils to 782 mils, mea-
sured from the surface of the Teflon to
the tip of the probe . The spacing from
the back wall is 1 .27 inches . Consider
these as starting dimensions that may
be tweaked for better performance .
The unit I built has a return loss of
roughly 24 dB .
Measuring return loss or SWR may

be a problem at this frequency . Paul
Wade published a simple return-loss
bridge in the Feb 1995 QEX, but its
performance is marginal . (It might
help to use even smaller chip compo-
nents and thinner circuit board .) I
used a surplus directional coupler, a
spectrum analyzer, signal generator
and a transverter. While a power
meter will work as the signal detector,
the spectrum analyzer can sort out
unwanted spurs, so your signal source
need not be well filtered for you to get
meaningful results . The transverter
converts the signal generator over to
9 cm, since I don't have a high-quality
signal generator that covers this band .

NEC NE32984D 10 GHz Preamp
The latest NEC low noise PHEMT

offers a very low noise figure-only
0.37 dB at 10 GHz according to the
data sheet . The challenge is to pre-
serve the low noise figure while add-
ing matching networks for use in a
50 S2 coaxial system . This design
shown here has a 0 .7 dB noise figure
and a gain of 11 dB. Figures 3 through
6 show details of the preamp . 5
While I had good performance with

the NE32684A in a QEX (Dee 1992)
design that was relatively easy to
copy, I decided that performance was
more important in this design . Thus,
I chose to use 10 mil 5880 Rogers
Duroid PC board . The thinner board
reduces board radiation losses to the
point where a cover over the circuit
has only a small effect on performance .
The disadvantage is that I don't know
of a small quantity supplier of this

board, although it appears to be popu-
lar in European 24 GHz designs . If
you don't mind the $250 minimum
order, it can be obtained directly from
Rogers Corporation . 6
When matching with microstrip, it

generally helps to make the input and
output lines as short as possible, since
the lines can be pretty lossy at high
frequencies . The trade-off is that
shorter and shorter lines become more
difficult to tune properly with small
pieces of copper foil . Thus, while lines
only a quarter wavelength can match
just about anything in theory, longer

le __40 --

ZL 7/96

C2

C4

NE32984D

lines may be required in practice . The
input line is about one-half wave-
length . At this frequency, a little tun-
ing is often required to get the best
performance possible out of a device .
The manufacturer recommends a

bias current of 10 mA with a V d8 of 2 V .
This is easily achieved with a PNP
active bias circuit . PHEMTs are low
voltage devices, however, the maxi-
mum Vhg is 3 V . Thus, I use an LM317L
wired as a 3 V regulator to generate the
drain voltage, and invert the regulated
3 V with an ICL 7660 regulator to get
the negative gate voltage . This is sim-

Fig 5-Parts layout of the NE32984D preamplifier .

TUO

ae\~ is

I

04,8M30

I V10

Fig 4-Schematic diagram of the preamplifier power supply .
C1, C3-1 pF ATC 100A, 55 mil chip

	

J1, J2-SMA Panel jacks with center
capacitors

	

conductor that matches the 30 mil wide
C2, C4-0.01 pF chip capacitors

	

microstriplines .
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pier than using two separate regula-
tors for the drain and gate voltages .

Notes
1 "W2SZ/1 Equipment List as of the Septem-
ber 1992 VHF QSO Party" Proceedings of
the 38th Annual West Coast VHF/UHF
Conference, pp 142-145. The Proceed-
ings are ARRL Order #4327 . ARAL publi-
cations are available from your local ARRL
dealer or directly from ARRL . Mail orders
to Pub Sales Dept, the ARRL, 225 Main
St, Newington, CT 06111-1494 . You can
call us toll-free at tel 888-277-5289 ; fax
your order to 860-594-0303 ; or send e-
mail to pubsales@arrl .org . Check out the
full ARRL publications line on the World
Wide Web at http://www.arri.org/cata-
log .

2D. Straw, N6BV, Ed ., The ARRL Antenna
Book, 18th ed. (ARRL Order #6133)
p 18-14 .

3 "Design Considerations for Amateur Micro-

IwMr,,

	

Satellites, Switches, TNCs,

15OMegs of APRS Software
and Maps . RealAudio Files .

Quicktime Movies . Mail Archives from TAPR's
SIGs, and much, much more!
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TAPIR CD-ROM
Over 600 Megs of Data in
ISO 9660 format . TAPR
Software library : 40 megs
of software on BBSs,

T join the effort in developing Spread Spectrum Communications for
the amateur radio service . Join TAPR and become part of the largest
packet radio group in the world . TAPR is a non-profit amateur radio
organization that develops new communications technology, provides
useful/affordable kits, and promotes the advancement of the amateur artP through publications, meetings, and standards . Membership includes a
subscription to the TAPR Packet Status Register quarterly newsletter,
which provides up-to-date news and user/technical information . Annual
membership US/Canada/Mexico $20, and outside North America $25 .

Wireless Digital Communications :
Design and Theory
Finally a book covering a broad
spectrum of wireless digital subjects in
one place, written by Tom McDermott,
N5EG. Topics include: DSP-based
modem filters, forward-error-correcting
codes, carrierttansnissiontypes,datacodes,
data slicers, clock recovery, matched filters,
carver recovery, propagation channel models,
and much more! Includes a disk!

Tucson Amateur Packet Radio
8987-309 E . Tanque Verde Rd #337 • Tucson, Arizona • 85749-9399
Office: (940) 383-0000 • Fax: (940) 566-2544 • Internet: toprGtaprorg www.topr.org

lR d%o

	

Non-Profit Research and Development Corporation

wave Antennas," Margarete
KI4VE, Proceedings of
date 1988, pp 57-64

Ralston,
the Microwave Up-

(available from 1"
ARRL, see Note 1) .

4 The ARRL UHF/Microwave
Manual, ARRL Order

SYou can download a Postscript
etching pattern from

Experimenter's
#3126 .

file of the
the ARRL "Hiram"

Fig 6-Twice-scale PC board template . The board material Is 10 mil 5880 Duroid (Or
= 2 .2) .

BBS (tel 860-594-0306), or the ARRL ther case, look for the file 98RF03 .ZIP . 85226 ; tel 602-961-1382, fax 602 961-
Internet ftp site : oak.oakland.edu (in the 6Rogers Corporation, Microwave Materials 4533; URL http:llwww.rogers-corp.com/
pub/hamradio/arrl/qex directory) . In ei- Unit, 100 S Roosevelt Ave, Chandler, AZ /mwu/.
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Letters to the Editor
Clarifications of "Exploring the
1:1 Current (Choke) Balun"
0 As a result of inputs from several
readers and further efforts by myself,
I would like to offer the following
notes and clarifications of this article
in QEX for July 1997 .

Coax Braid Return Current
Text in the middle column of page

13 refers to Fig 1 and a ground con-
nection somewhere on R L . There is a
discussion of the current that returns
from the coax center wire to the
ground connection and from there
through the bottom part of R L to the
coax braid and back to the generator .
It states :

" . . .without the balun the current to
ground will not return through the
transmission line back to the genera-
tor, but will return directly to the gen-
erator via the ground path ."

This needs some clarification. The
current that returns through the coax
braid is precisely the current that
flows through the bottom part of RL ,
which obviously depends on the volt-
age drop across that portion of R L . The
value of that voltage drop depends on
the voltage with respect to ground at
point B (Fig 1). To be more exact, a
portion of the coax output voltage (V IN
in Fig 1) appears across the impedance
that is formed by the bottom part of R L
in parallel with the coax braid imped-
ance between point B and the ground
at the input of the coax .
Assume for the moment that the

balun is not installed . If the imped-
ance between point B and the ground
at the input of the coax is zero, then
no current will flow in the bottom seg-
ment of RL , and therefore the return
current through the braid is zero . It
all returns through the ground path,
not the coax . This zero-impedance
condition exists if the coax braid
length is zero wavelengths, 1/2 wave-
length, etc . As the length of the coax
changes from these values, the im-
pedance of point B with respect to
ground becomes greater than zero. At
1/4, 3/4, etc wavelengths the longitudi-
nal impedance of the coax braid is
very large, so virtually all of the re-
turn current is forced through the
coax braid, not the ground path . In
other words, the coax performs the

balun function . In this special case,
the balun may not be needed .

The point is that the value of the
return current via the coax braid is
wavelength sensitive. On the other
hand, this wavelength sensitivity dis-
appears if we use the balun, and the
current is "forced" to return through
the coax at all wavelengths . It is an
important reason for using the balun .
This idea is discussed in the section
"The Ungrounded Balun," but it
should have been mentioned in this
part of the article, too .

The zero-wavelength condition men-
tioned above is often found in circuit-
design situations involving short
lengths of coax . The balun assures that
the return current flows in the coax,
not via some poorly defined ground
path that may be troublesome . I have
experienced this problem .

The Conventional Transformer
In the middle column of page 16,

the discussion of Fig 5 concerns the
use of a short length of coax as a "con-
ventional" transformer, with the cen-
ter wire as primary and the braid as
secondary. The center wire (primary)
current causes an EMF-generating
E-field to be generated, which then
induces a voltage onto the braid (sec-
ondary) . This is a very routine con-
ventional-transformer behavior . The
value of this voltage, divided by the
length of the braid is, by definition,
an E-field of some kind .
The problem is that the E-field in a

perfect conductor is supposed to be
precisely zero. So there is some confu-
sion on this point. The answer is as
follows, as described by Skilling, Fun-
damentals of Electric Waves, 1948,
page 102 and Shadowitz, The Electric
Field, 1975, page 384 . An inducing
E-field generated by the current in
the primary (center wire) creates an
exactly equal and opposite E-field due
to electric charges (electrons) at every
point in the secondary (braid). The
result is that the net E-field in the
braid is zero, just as it should be .
These charges create the voltage dis-
tribution (charge gradient) that is
measured by the voltmeter . That is,
the voltmeter responds to the
charges, but it ignores the inducing
E-field. Ordinary voltmeters respond

only to charges . This voltage in-
creases uniformly along the length of
the braid .

The statement in the article is cor-
rect. There is an E-field in the braid
that is due specifically to the elec-
tronic charge distribution . If the braid
were a perfect insulator (no free elec-
trons) the induced E-field would also
exist inside the material . The intro-
duction of free electrons reduces the
net E-field to zero, so the electrons are
responsible for the zero E-field .
There is another way that the E

field in a conductor can be made equal
to zero. It is described in Note 9 on
page 20 of the article . In this case, the
voltage measured between any two
points is virtually zero . This note is
correct .

Coax Center-Wire Coupling
It is incorrectly believed by some

that the center wire of a coax is rela-
tively immune to any event that takes
place on the outside of the braid . This
is not true at all . A perfect example is
to measure the impedance of the cen-
ter wire of a balun, using a vector im-
pedance meter. It is found that this
impedance is almost identical to the
impedance of the braid. That is, the
center wire is interacting with the
ferrite cores through the braid . In
other words, the center wire, the
braid and the ferrite constitute a very
good conventional transformer with a
1 :1 turns ratio . Also, the "Experi-
ments" section gives a further demon-
stration that is unambiguous . In
addition, the transformer works
equally well from center-wire-to-
braid and from braid-to-center-wire .
A longitudinal EMF-producing

E-field that is induced by some exter-
nal cause-such as the near field of
an antenna onto the outer surface of
the braid-is transformer-coupled
onto the center wire . This is true even
though any braid current that might
result flows only on the outside of the
braid. The experiment in Fig 9 is one
illustration of this . This easily dem-
onstrated fact is perhaps not widely
appreciated .
Because of the interaction of the

center wire with the external envi-
ronment, the claim in the article that
an ungrounded coax line, suspended
in mid-air, is basically no different
from a two-wire transmission line, is
quite correct. This runs contrary to
the traditional beliefs of some, but
the proof (Fig 9) is easy, and it is con-
vincing.-William E. Sabin, WOIYH,
-e-mail sabinw@mwci.net

Mar/Apr 1998 57



A Solid-State R-390?
0 Pete, 1 it is the R392 that runs on
24 V. It uses 6AJ5s in the gain and
mixing stages-I think they are
selected 6AK5s . Their gm under
those operating conditions is about
1500 µmhos, which is about one tenth
that of the passing 40673 . (As far as I
can tell, no American maker of dual-
gate silicon MOSFETs has made any
in about five years. The tale they told
me is that they were all using 2 inch
silicon wafers with special processing,
and the only supplier of those quit .
There are some still available from
Europe but the gm tends to be even
higher, and supply is often illusive .)

The R-392 has five or six IF stages
to get its gain with little gain per
stage. It would oscillate if devices
with real gain were installed . A ham
who lived near here 15 or 20 years ago
played with that idea using low-gain
junction FETs . Even then, I think he
used coupling capacitors to replace
some stages . His last name was Keyes
and he went to Virginia from Iowa as
I recall . I don't remember his first
name or call sign . The tube R-392
works better if the plates are run
from 32 V with the heaters at 24 V .-
Dr. Gerald N. Johnson, P E, KOCQ,
RR1 Box 62, Gilbert, Iowa 50105;
e-mail geraldj@ames.net
1 Reference Pete Traneus Anderson's Letter

to the Editor in Oct 1997 QEX, which
responded to "Synthesizing Vacuum
Tubes," by Parker R. Cope, W2GOM/7
in Aug 1997 QEX.

October QEX Editorial
0 My October QEX arrived today with
the "Empirically Speaking" comment
about the lack of Letters to the Editor
from the general readership . E-mail
makes it much easier to respond!
I have been a QEX subscriber since
Issue 1 .
I usually scan each issue when it

arrives, and if there is an article I
find especially interesting, I read it .
Most of the time however, I am so
busy, and the articles are technical
enough, that I usually give it a quick
scan and put it on the shelf for later
reading. Someday I hope to get back
to a lot of what is in QEX. I wish there
were more hours in each day, so I
could spend a bit more time with
some of the articles! I have found sev-
eral times that QEX has been a good
reference on something that I had no
interest in when it was published .
Keep up the good work-someday I
will have time to go back and do a few
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things based on what has been pub-
lished in QEX!-Bill Kelsey, N8ET,
Kanga US; tel 419-423-4604 ; e-mail
kanga@mail.bright.net ; http ://
qrp.cc.nd.edu/kanga/
0 I subscribe to QEX particularly be-
cause it is a technical magazine . Even
though there is not something that
strikes my fancy in every issue, I keep
every issue so I can refer to it as my
interests change. I agree with the
idea of adding more "straightforward
practical articles," but I do not want
to see it degrade to the technical con-
tent I see in many ham publications
(ie, how to connect coax to a dipole) .
While there is a need for these ar-
ticles, I believe the intent of QEX is to
cater to the interests of technically
minded hams with articles that are
just beyond the audience of QST and
would be in QST. Some thoughts
would be to reprint technical articles
from nonUS ham publications as you
previously have . Also, I always liked
the surveys of foreign articles pre-
sented in the old AMSAT Newsletter
by Kaz Deskur, K2ZRO . (Kaz, being
multilingual, brought some good
things that us single-language per-
sons would have otherwise missed) .
Also, I believe the radio portion of the
hobby has been overtaken, in some
cases, by the digital side . I would like
to see more RF oriented articles, as
there is plenty of digital stuff in the
other technical magazines . For ex-
ample, your recent series on micro-
wave antennas was great. In fact an
untapped source of material maybe
some of the fine local newsletters put
out by local radio clubs and organiza-
tions . I always pick these up at ham
stores when I get the opportunity to
travel around the country . Some of
these articles are written by "experts"
who want to support their local news-
letters, but do not want to be "both-
ered" to write for national magazines .
I know none of this is earth shatter-
ing, but I hope it will help you form or
modify your editorial policy . Best of
luck in your new editing duties .-
Domenic M. Mallozzi, N1DM, e-mail
DMallozzi@aol.com

Valve Amplifier with Three or
More Anode Lines!
0 I am currently designing and build-
ing a 145 MHz power amplifier to use
either an Eimac 3CX5000A7 or
YC156 triode . The anode resonator
was intended to be a X/2 line, with the
tube at the centre and the two ends of
the line shorted to ground for RF-

but not dc! The dimensions of the X/2
line were designed by computer to
have an optimal characteristic imped-
ance2 and to have the correct length
for resonance at 145 MHz .
When the anode resonator was

tested with a GDO, the resonant fre-
quency was only 132 MHz, without
any anode tuning or loading capaci-
tors, which will reduce it further .
This error is believed to be due to the
inductance of the 92 mm (3 .6 inch)
long shorting bars at each end of the
line. Attempts to reduce the anode
line length to increase the resonant
frequency were not practical, as the
line length would have been less than
226 mm (8.9 inch)-the diameter of
the Eimac SK-306 chimney. The
method used to solve the problem
may be of interest to others .

Instead of using a X ./2 line (which is
in effect two identical k/4 lines placed
180° apart), three ?/4 lines were
tried, each placed 120° from the
other, with the tube again in the cen-
tre. The resonate frequency increased
from 132 MHz to 162 MHz, as each
line then resonates with a third,
rather than half, of the tube's output
capacitance. Increasing the number
of anode lines (N) to four, spaced 90°
apart, increased the resonant fre-
quency further to 190 MHz . A test
with just one X/4 line (N = 1), resulted
in resonance at 95 MHz .
Given that frequency is propor-

tional to
1

where C is capacitance, and a fraction
1 / N of the tube's capacitance reso-
nates with the anode lines, theoreti-
cally, the expected resonant frequency
for multiple lines is proportional to

VN
If a single line resonates at f, we

would expect two identical lines to
resonate at 1 .414 f, three lines at
1.732 f, four lines at 2 f and N lines
at J f. There is good agreement be-
tween this theory and the frequencies
measured with a GDO . As the num-
ber of lines is increased, the lines will
eventually interact, and this theory
would break down. When N is large,
a cavity is formed . Increasing the
number of anode lines improves the
uniformity of the RF current from the
tube anode, so there is an added ben-
efit of three or more lines .
The amplifier has not been com-

pleted, so these results must be con-



sidered preliminary . The complete
amplifier design will be offered for
publication at a later date.-Dave
Kirkby, G8WRB, (QTHR) e-mail
davek@medphys.ucl.ac.uk .

2D. R . Kirkby, G8WRB, "Finding the Charac-
teristics of Arbitrary Transmission Lines,"
QEX, Dec 1996, pp 3-10 .

Printed Circuit Boards
Available for DDS VFO
0 FAR Circuits now sells PC boards for
Curtis Preuss, W2BV's Direct Digital
Synthesis VFO (QEX, July 1997, pp
3-7 . The boards cost $7.50 each, plus
$1 .50 for shipping and handling of up
to four boards . For more information,
contact Fred at FAR Circuits, 18N640
Field Ct, Dundee, IL 60118-9269 ; tel
847-836-9148 (also voice mail and
fax) ; URL http://www.cl.ais.net /
farcir/).-Bob Schetgen, KU7G, QEX
Managing Editor

Another Exchange About
Screen Bias Supplies
From Hal Jones to Ian White :
0 Congratulations on your article
"Power and Protection for Modern
Tetrodes" in QEX for Oct 1997 . I en-
joyed reading it .

Submitted for your consideration
are the following comments regarding
the caption and text for the block dia-
gram on page 17 :

"Fig 3-The Collins 30S-1 used two
separate high-current supplies for the
cathode and screen, with choke-input
filters, but no other voltage regula-
tion ."
The text correctly refers to " . . .both

the anode and the cathode/screen
supplies . . ." According to Collins Ra-
dio, both the plate (anode) and the
screen power supplies in the 30S-1
used tuned filter-chokes . 3
Pappenfus, et al, states on page 227 :
"Single-phase full-wave rectifiers

are usually used for transmitters up
to about 3 kW PEP output. A single-
section filter with a tuned choke is
generally best for these medium-
power transmitters ." 4
This chapter examines using a

tuned choke to reduce the value of in-
put choke inductance needed for
regulation. The authors conclude (on
p 225) that the most effective means
of reducing the transient response of
the output voltage to sudden changes
in the load is to use the lowest pos-
sible value of filter-choke inductance .
"Second in importance is increasing
the value of filter capacitance as much
as necessary." (From p 226.)
Perhaps this is another example of

those later designers missing selected
features from the 30S-1, ie, the point
that both power supplies in the 30S-1
used tuned filter chokes . (The "all-or-
nothing deal" mentioned on page 17

of the article.)-Hal Jones, W6ZVV,
2059 Kings Ln, San Mateo, CA 94402

3Collins Radio Co, Fundamentals of Single
Side Band, (Part No . 597 0331 00, 2nd
ed . ; Cedar Rapids: Collins Radio Co, 1
Sep 1959) p 13-29 and 30, Fig 13-18,
30S-1 Schematic Diagram .

4 E . W. Pappenfus, Warren B . Bruene, E . O .
Schoenike, Single Sideband Principles
and Circuits, (New York : McGraw-Hill,
1964), Ch 15, "Power Supplies for SSB
Amplifiers," pp 222-229 .

Ian White replies :
0 The choice between choke-input and
capacitor-input supplies is usually not
relevant to the screen-grid supplies
that were the subject of this article .
The Collins 30S-1 is an exception be-
cause its combined screen/cathode
supply has to deliver the full plate cur-
rent . Hal is correct that the Collins
30S-1 uses tuned chokes . However, all
kinds of choke-input filters perform
best with a steady load . With the fluc-
tuating loads of SSB and keyed CW,
the logic of the statements on pages
225 and 226 (quoted by Hal) is that the
lowest possible value of choke induc-
tance is zero-in other words, to use a
capacitor-input filter with enough ca-
pacitance to prevent the voltage from
falling significantly under full load
. . .but that would have been a different
article .-Ian White, G3SEK, -http ://
www.ifwtech.demon.co.uk/g3sek .
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Southeastern VHF Society
Technical Conference
The second annual Southeastern

VHF Society Technical Conference
will be held Friday and Saturday, April
3 and 4, 1998 in Atlanta, Georgia!

The dates and location of our inau-
gural conference proved so popular
that we are staying with the same
weekend and location in 1998-the
Atlanta Marriott Northwest located
between Atlanta and Marietta . A spe-
cial conference room rate of $69 per
night (plus tax) is available to attend-
ees. For reservations, please call the
Marriott at 1-800-228-9290 .

SVHFS Award
The Southeastern VHF Society will

present the SVHFS Award annually in
recognition of exceptional contribu-
tions and service to the Society or the
VHF/UHF community in general . Pre-
sentation of the first SVHFS Award
will take place at the Saturday evening
banquet . For more information on the
SVHFS Award, please contact Steve
Adams, K4RF (ex-WS4F), SVHFS
President at stevews4f@aol.com

Call for Papers
Program Chairman Bob Lear, K4SZ,

has issued a call for papers . If you are
60 QEX

Upcoming Technical
Conferences

interested in making a technical pre-
sentation or having a paper published
in the Proceedings, please contact Bob
at: Bob Lear, K4SZ, PO Box 1269,
Dahlonega, GA 30533 ; tel 706-864-
6229; e-mail k4sz@stc.net

Antenna Measurements
Antennas will be measured Friday,

April 3, starting with 144 MHz and
working upward in frequency-ama-
teur bands only, please! A maximum of
two antennas per band, per individual
may be tested . Please supply a female
N connector or SO-239 . Please indicate
on your registration form the antennas
you will bring. Walk-ups will be
tested as time and space permits, so
please preregister! For more informa-
tion, or if you would like to test a com-
mercial antenna, please contact An-
tenna Measurements Chairman Dale
Baldwin, WBOQGH, at wbOggh@
mindspring .com

Noise Figure Testing
Noise figure testing will be con-

ducted on Saturday, April 4 . Attend-
ees will be assigned a time for testing
based on receipt of their conference
registration form . For more informa-
tion, contact Noise Figure Measure-
ments Co-Chairmen Charles Osborne,

WD4MBK, at cosborne@pipeline
.com or Fred Runkle, K4KAZ, at
engineer@rightmove.com.

In addition to technical presenta-
tions, antenna measurements and
noise figure testing, activities will in-
clude: Friday evening flea market,
Saturday evening banquet, SVHFS
auction and a family program .
Please make plans now to attend

this fun event! We are determined to
make our second conference even bet-
ter than our first-with your help!
Register before March 14, 1998, and
receive a discount!

For more information on the South-
eastern VHF Society or our 1998 Con-
ference, please visit our Web site at
h ttp ://www .akorn .net/-ae6e /
svhfs.-Tad Danley, K3TD ; e-mail
K3TD@contesting.com; TRA 4501,
TARA 18, NAR 14020.
For Amateur Radio contesting, try

http ://www.contesting .com. For
high power rocketry try http://www
.rocketryonline.com and http ://
tara.xyzzy.net .

"Four Days In May" '98
QRP-ARCI Conference
QRP Amateur Radio Club, Interna-

tional (QRP-ARCI) proudly announces
the third annual "Four Days In May"



(FDIM) QRP Conference commencing
Thursday, May 14, 1998-the first of
four festive days of 1998 Dayton
Hamvention activities . Mark your cal-
endar for this extra bonus day and
register early for this not-to-be-
missed QRP event of 1998 . Amateur
Radio QRP presentations, workshops
and demonstrations will be the focus
of the full day Thursday QRP Sympo-
sium to be held at QRP ARCI head-
quarters-the Days Inn Dayton
South. Last year, this sold-out event
had a "standing room only" crowd of
125 enthusiastic attendees. FDIM
QRP Symposium attendees will start
their day with a "wake-up" coffee so-
cial and then plunge into a full day of
multimedia QRP presentations by re-
nowned QRP authors and designers .
Here is a sampling of the topics al-
ready on the slate :

•

	

Antenna Feeders
•

	

PCB Alternatives
•

	

G3RJV "Six-Pack"
•

	

Coherent CW
•

	

Transistor Modeling
•

	

Beyond the NE-602
•

	

QRP PIC Designs
This first day will culminate with an

evening QRP ARCI author social for
folks to meet the QRP presenters . The
QRP ARCI '98 QRP Symposium will
be the talk of the Dayton Hamvention .
The QRP extravaganza continues

with the annual Friday night QRP
ARCI Awards Banquet, honoring QRP
dignitaries for their service to the
Amateur Radio community. QRP
ARCI is proud to announce that this
year's featured Banquet speaker will
be Ade Weiss, WORSP, one of the pio-
neers of the QRP movement, as we
know it today . Following the Awards
Banquet, will be the FDIM QRP ven-
dor social, with prizes .

FDIM Saturday will be special this
year, with an evening social for
QRPers to meet the many regional
North American and International
QRP Club members-bring your ban-
ners! Saturday culminates with the
annual QRP building contest spon-
sored by the NorCal QRP club . This
year the contest will highlight awards
for QRP rigs based on the venerable
2N2222 transistor-in honor of the
invention of the transistor .

"Four Days in May"
'98 QRP Conference
Frequently Asked Questions :
QRP Symposium Presenters-

Please submit your QRP technical
manuscripts to FDIM '98 Technical

Paper Chairperson Ken Evans, W4DU
(848 Valbrook Ct, Lilburn, GA 30047 ;
e-mail w4du@bellsouth .net) . FDIM
'98 QRP Symposium Proceedings will
be available for sale during and after
the conference for folks who are not
able to attend the Symposium .
FDIM QRP Symposium Registra-

tion-Registration for the Thursday,
May 14, 1998 FDIM QRP Symposium
is $10 if prepaid by May 1, 1998, $12
after that date and at the door . "At the
door" registration will be limited if we
sell out . Please register early to guar-
antee a seat . Registration covers a full
day of QRP Symposium activities,
which include the QRP technical pre-
sentations, a "Six-Pack" printed cir-
cuit board kit, those famous "special"
Symposium bag stuffers and an end-
less QRO coffee pot . The $10 registra-
tion fee also includes a complimentary
copy of the FDIM '98 QRP Symposium
Proceedings .
You can pay your $10 registration

fee by US check, money order or inter-
national money order made out to
"QRP ARCI ." Send the fee and a SASE
to Cam Bailey, KT3A, (FDIM Sympo-
sium Registration, PO Box 173, Mt
Wolf, PA 17347) by May 1, 1998 . E-
mail kt3a@juno.com for information .
QRP-ARCI Awards Banquet-This

not-to-be-missed Friday May 15, 1998
event will be hosted by FDIM Banquet
Chairperson-Scott Rosenfeld, NF3I .
Please send your $22 banquet ticket
fee (US check, money order, interna-

ARRL Educational Activities
Department Announces New Videos
Two new ARRL Continuing Educa-

tion Workshop videos now are avail-
able from the ARRL Video Library :

• Digital Signal Processing (Volume
10; 1993; 4 .5 hours) is Order #6605 ;
price $21 . This in-depth workshop
tells how to get started in Amateur
Radio projects involving digital signal
processing (DSP) . It's taught by ARRL
Senior Engineer Jon Bloom, KE3Z .

• Computer-Aided Antenna Design
(Volume 11, 1996 ; 4 hours) is Order
#6613 ; price $15. This video intro-
duces antenna system design with
computers. It's taught by ARRL

tional money order payable to "QRP
ARCI") and a SASE to Scott (QRP
ARCI Banquet Tickets, 4015 Sparrow
House Ln, Burtonsville, MD 20866-
1333). E-mail ham@w3eax.umd.edu
for information .
FDIM QRP Vendor Social-This

tradition started at FDIM '96 . It's a
special evening set aside to officially
introduce our QRP vendors from
around the world. All may attend
this wonderful Friday, May 15, 1997
evening social . Jim Stafford, W4QO,
QRP ARCI Vice President, will be the
gracious host this year. QRP Vendors
who desire registration information
please contact Jim (QRP Vendor
Evening Chairperson, 11395 West Rd,
Rosewell, GA 30075 ; or e-mail w4qo@
amsat.org) .
QRP ARCI FDIM Headquarters-

The Days Inn Dayton South will be the
1998 FDIM QRP headquarters . QRP
ARCI has secured a special block of
rooms for our guests . Please contact
Hank Kohl, K8DD (e-mail k8dd@tir
.com), regarding availability of
rooms . Hank's address is 1640 Henry
St, Port Huron, MI 48060 .
On behalf of the QRP ARCI team I

invite you all to join us for the QRP
Event of 1998 : "Four Days In May" '98
QRP Conference at the 1998 Dayton
Hamvention . See you all there!-Bob
Gobrick, NOEB, FDIM '98 Publicity
Chairperson (e-mail rgobrick@
worldnet.att.net or rgob@
tengizchevroil .com ) .

	

F - 1-1

Senior Assistant Technical Editor
Dean Straw, N6BV .
Both videos are best used in small

study groups; and they may be shown
in four installments . To order by credit
card, call Jean Wolfgang, WB3IOS,
860-594-0219 (9 AM until 4 :30 PM
Eastern Time) . Credit-card orders
received by 2 PM Eastern will be
shipped the next day . Send orders paid
by check to ARRL EAD, 225 Main St,
Newington CT 06111 . (For a complete
list of EAD videos, send a request and
an SASE to ARRL EAD .) m
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