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Empirically Speaking
This issue marks a full year since

restarting QEX . For me, the year has
been hectic but very rewarding .
As you all can see, QEX is a going
concern . We have received many mes-
sages and comments praising the new
look and content . This has been very
gratifying, and it would be easy to
take the credit . But, as I said in my
first editorial, the content and the
success of QEX is largely dependent
on the readers and the authors who
send us the material, comments and
suggestions that make up the maga-
zine. Bob Schetgen, Maty Weinberg,
the production crew and I have cer-
tainly worked hard, but without your
input this magazine wouldn't exist .
This magazine is what you make of it .
As long as we get the enthusiastic
support that we have enjoyed this
past year, QEX will thrive .
I promised a series of articles on

switch-mode converters last year, but
I've not had time to write-being
absorbed in the day-to-day business of
QEX. I haven't forgotten, but it may be
a while. Surely, we must have some
volunteers out there? While on the
subject of switching regulators, I re-
ceived a note from AJOJ pointing out
that there is an infinite supply of inex-
pensive, off-line switching converters
available as PC power supplies . While
not quite right for most ham projects,
they can be modified . Have any of you
modified one of these for ham applica-
tions? If you have, we would sure be
interested in an article for QEX.

I received note from W7PMD about
the inexpensive (relatively) RF power
MOSFETs being made by APT . I took
a quick look at their Web site ( http ://
www.advancedpower.com) . The
ARF446 and '447 are particularly
interesting . These give much better
performance on 6 through 20 meters
than the usual low-frequency
MOSFETs intended for switching ap-
plications, and they don't cost hun-
dreds of dollars as do most VHF
power FETs-6 m solid-state, CW/
FM, kilowatt amplifier anyone'?
Amateur Television Quarterly has a

new publisher: Harlan Technologies .
Check them out at http:/www.cris
.com/-Gharlan .

In this QEX
Ulrich Rohde, KA2WEU, is back

with an article on high-performance
synthesizers . As usual it's first-class
stuff and very thought provoking .
Doug Smith's series on digital re-

ceivers continues this month with a
closer look in several areas . You've
had the introduction, now it's time to
get into the nitty-gritty . To help with
absorption, we have given you half of
the conclusion (Part 3) in this issue,
and the other half (Part 4) will be in
the Sep/Oct issue .
Peripheral Interface Controllers

(PIC) allow you to couple your com-
puter to another piece of gear in the
shack and reprogram that equipment
at will . Al Williams, WD5GNR, shows
you how to use a PIC to build a pro-
grammable keyer with all the bells
and whistles . This is not only a useful
piece of equipment, but it's a good in-
troduction to PICs .
A wide-range VFO is a tricky part

of any receiver or transceiver design .
Francesco Morgantini, IK3OIL, gives
you the lowdown on his partial-syn-
thesis VFO. This VFO provides very
good performance with only a moder-
ate level of complexity .
Once you've had a panadapter to

keep track of band activity, you really
can't live without one. A good
panadapter is expensive, however,
and many homebrew designs are
daunting. In many areas, inexpensive
used oscilloscopes are available and a
relatively simple RF section can use
such 'scopes as a display . Bob Dildine,
W6SFH, gives details of his pan-
adapter design, using an old oscillo-
scope for the display . He also points
out that monitors and even portable
TV sets can be pressed into service for
display units .
The twin-T is ,t very versatile net-

work. Parker Cope, W2GOM/7, takes
us back through the basics and shows
how to use the circuit for selective am-
plifiers and low-distortion oscillators .

A simple antenna can still provide
good DX performance as Bob Zavrel,
W7SX, shows us this month .
Many readers would like to design

circuits the way Zack Lau, WIVT,
does. To help us learn, Zack is going
to let us "inside his head" as he de-
signs circuits in several future RF col-
umns . We start this month, with a 6
meter band-pass filter .-73, Rudy
Seuerns N6LF, rseverns@arrl.org



A High-Performance
Fractional-N Synthesizer

A novel approach for high-performance synthesizers used
in local-oscillator design for receivers and transmitters

based on the fractional-N synthesis principle .

T he design of high-performance
frequency synthesizers has
been discussed in great depth

over many years. High performance
means different things to different
people . On one hand, portable cellular
telephones need to be smaller, conserve
energy, and be less costly . On the other
hand, point-to-point stations need high
performance in multifrequency, high-
signal-level environments . Hand-held
radios are seldom bombarded by as
many signals are base stations . The
trend in portable radios is toward
single-chip solutions, which essentially

201 McLean Blvd
Patterson, NJ 07504
e-mail ULRohde@aol.com

By Ulrich L . Rohde, KA2WEU
Chairman, Synergy Microwave Corporation

leave no room for high-Q circuits . Base
stations have very stringent require-
ments for the spurious-free dynamic
range, which is determined by the
preamplifier, mixer and synthesizer .
The amplifier and mixer technology is
well understood, and the third-order
and higher intercept points are deter-
mined by properties of devices, such as
high-level diodes and transistors
operated in their linear regions . In the
case of the synthesizer, the ability to
provide a good signal-to-noise ratio is
highly dependent on the architecture of
the synthesizer . This paper provides
some application insight into modern
solutions with fractional-N synthesis,
rather than hybrid synthesizers-
including DDS stages .12' is, 14 It also
looks at all angles of the synthesizer .

The VCO

Fig 1A shows the high-performance
test VCO as well as a block diagram of
a synthesizer using a dual-modulus
prescaler. The prescaler is necessary
because of the high input frequency .
The tuning range ofceramic-resonator
VCOs is about 5% ; therefore, the
influence of the tuning diode is not as
drastic as experienced in wideband
oscillators . On the other hand, micro-
strip-resonator VCOs can cover wider
bandwidths with a slight degradation
in phase noise, especially at frequen-
cies above 400 MHz, while short-
wave receivers need VCOs from 75 to
105 MHz with good performance . Fig
1B shows such a VCO .
The ceramic resonator is a high-Q

July/Aug 1998 3



FROM FILTER

4 QEX

12 x 88809

I

I

)I	1000 pF

fm f

C121
4M7 LI I

A

C120
56P T W .
L123

L120
5U8H

R120
332R L

3

FEED CORE L123 ONTO
WIRE OF L120

T.W. = Trim Value
TP = Test Point

PLL

Np counter

II N

A counter

C122

	

V135
VCO 74 to 105 MHz

	

2U2

	

HSMS2800-L

1 I~

R124
475R L

1

M

4

L121
92NH

3 R122
R12 1

	

311 R L
332R a

C123
470P

s
V135 U310

C129
8123

	

1N2 L

	

R129
221 R L

	

200R L

C126

	

C127
22U ==1 N L

R126
C128 681R L
4P7 L

1 1

R127
3K92 L
2

V137~
BFR193-L

N CI Q
0000N " N N

C130 XXXX

N L• I ~-

t

	

L133
53 NH
R130
10OR L

L122
3U3H

1 R125 J1125

C134
1ON L

A,

Dual-modulus Prescaler
1/ P or 1/P+1

H
L124

R128
1 K L

	 ) 10UH

H
C135
10M L

_10V

4-

Modulus control

Control Logic

1 0136
470P L

RF OUT

(A)

74 . . . 105 MHz

(C)

+10V

TP

(B)

I

1K82 L

I
22U
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element that determines the operating frequency . The phase
noise of the VCO, without being locked by the synthesizer, is
determined by the flicker corner frequency of the active
device, the operating Q of the resonator and the noise floor
of the transistor under large-signal conditions . While the
correct method to determine phase noise of the free-running
oscillator is the use of a nonlinear CAD tool, such as Ansoft's
Serenade 7.5 product, a good first-order approximation can
be done by using an expanded form of Leeson's equation .1, 2

The original equation by Leeson did not consider the effect
of the tuning diode, this enhancement was done later . 2
Considering the post amplifiers, the equation can be
expanded further to calculate all other contributions .
The phase noise of a VCO is determined by

£(f,,j = 10 log I +	f0?	 1 + fF ' FkT + 2 KTRKO2

( 2 ./R,QifiWl )- J

	

/,p / 2 PS(11'

	

.1,,,

(Eq 1)
where

£(f„) = ratio of sideband power in a 1-Hz bandwidth at f„
to total power, in dB .

f„ = frequency offset .
f1 = center frequency .
ff , = flicker frequency .

200 S2 to 10 kQ) .
K = oscillator voltage gain .
When adding an isolating amplifier, the noise of an LC

oscillator is determined by

s,(1,,,)= 11 RF) +C 1 1i1F0/( 2Q1 ))

	

/ J,e

+[(2GFKT/P 1 )(F, 1(2Q,,))2

	

/i, 2

+ 12 1RQ1,
F0l

.f11 ,

+cci t; l,f,,, +2GFKT/ P1

(Eq 2)

where
G = compressed power gain of the loop amplifier .
F = noise factor of the loop amplifier .
K = Boltzmann's constant .
T = temperature in kelvins .
Pu = carrier power level (in watts) at the output of the
loop amplifier .

F0 = carrier frequency, in Hz .
/ ;,, = carrier offset frequency in Hz .
Q L(= JrF0 zg) = loaded Q of the resonator in the feedback
loop .

ae and a.= flicker noise constants for the resonator and
loop amplifier, respectively .

Fig 2A shows the noise spectrum that can be expected at
this frequency range from a high-quality VCO. The
performance of the oscillator, when part of the PLL, inside
the PLL bandwidth, is determined by the noise contribution
of the reference frequency, the phase detector, the dividers
and other items in the loop . Outside the loop bandwidth, the
phase noise is determined only by the quality of the
oscillator, which explains the need to build a high-quality
1 Notes appear on page 11 .

VCO at the outset . The single-sideband phase noise is only
one property to consider . In the PLL, the reference frequency
(25 kHz, as an example) will show up on the output . This
means that a discrete signal can appear at 25 kHz intervals .
The loop filter and the board layout determine the sup-
pression of these unwanted spurious signals . Fig 2B shows
the noise spectrum for a 75 to 105 MHz VCO .

Fig 3 shows the single-sideband phase noise and spurious
response of the VCO with the loop locked . As expected, the
close-in phase noise improves, and the phase noise outside
the loop bandwidth is equal to the oscillator's performance
by itself.

Synthesizer System
In order to close the loop, a loop filter must be determined

and designed . From a user's point of view, there are several
choices :

Passive Filter
The overall loop frequency possible must be calculated

a
-le
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Fig 2-A shows the measured phase noise of a "high end"
ceramic-resonator-based VCO. B shows the predicted SSB
phase noise of the multidiode oscillator operating from 75 to
105 MHz as shown above . Measurements and predictions agree
within 1 dB . The flicker corner frequency can be observed . The
good performance is due to the multiple parallel diodes and the
limiting Schottky diode . This oscillator is used in the Rohde
and Schwarz Model ESN test receiver .
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first, and can be determined by :

loop frequency
= K, K©

(Eq 3 )
N

with K,, .,, being the oscillator sensitiv-
ity, K = phase detector voltage gain
and being the total average division
ratio. This type 1, second-order loop,
however, has finite dc gain, which
gives a large static phase error . To
achieve a small phase error requires
large dc gain .

Let's consider an example . A typical
synthesizer using a standard chip set
operates at a reference of 25 kHz
(N= 35200),880 MHz center frequency,
a phase-detector voltage gain of 0 .9 and
an oscillator sensitivity of 5 MHz per
volt . The resulting loop frequency
equals 127 .8 Hz . This also means that
a loop filter bandwidth of less than 128
Hz is needed for acceptable stability .
Needless to say, such a loop does not
correct microphonic effects and other
noise contributions . If we now take a
step size of 200 kHz, or a reference fre-
quency of 200 kHz (N becomes 4400),
the loop frequency can change to about
1 kHz. Now, we can use a filter band-
width of about 1 kHz, resulting in faster
settling time and cancellation of micro-
phonic effects. Fig 4 shows a passive
(type 1) high-order filter .

Active Filters
If it is necessary to have zero phase

error in response to step changes in
the input frequency, the dc gain of a
loop filter must be infinite . This can be
realized by including in F( .,;) a pole at
the origin. An active loop filter imple-
mented by an operational amplifier

SS8 Ph., . Nois . nlo .

I . KHz

	

10 . KHz
rr .ouvneY In Hz

100 KHz

Fig 3-Open- and closed-loop phase noise of a "high-O" oscillator. The loop
bandwidth is set at about 80 kHz for high-speed switching . A reference frequency
of 50 MHz was used .
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1 . MHz 10 . MHz

with large open-loop gain can accom-
plish this. The advantage of an active
filter over its passive counterpart
stems from the presence of a very high
do gain amplifier, which allows the
realization of a near ideal integration
in the loop filter . A filter with a pole at
the origin helps reduce the static
phase error 0, to a very small residual
value. The very high dc gain provided
by the ideal integrator allows the PLL
to track the input signal with very
small phase error (almost zero) follow-
ing a frequency step corresponding to
a channel switch in a frequency syn-
thesizer . While for an active loop filter
with a very high gain amplifier, the dc
gain F(O) is very high, the static phase
error 0 1, becomes almost zero. A finite
static phase error is undesirable, be-
cause it enhances the noise suscepti-
bility of the system, especially at the
high frequency range, as is the case
with portable wireless applications .

Fig 4-A type 1 high-order loop filter
used for passive filter evaluation . The
1-nF capacitor is used for spike
suppression as explained in the text .
The filter consists of a lag portion and
an additional low-pass section .

Fig 5-A type 2 high-order filter with a notch to suppress discrete reference spurs .

A simple way to realize the same
performance as an active filter, sec-
ond-order PLL without incurring the
penalty of using a noisy, power-con-
suming and offset-susceptible op amp
is a charge-pump PLL. The charge-
pump PLL offers two important ad-
vantages over analog PLLs : (1) The
capture range is only limited by the
VCO output frequency range . (2) The
static phase error is zero if mis-
matches and offsets are negligible . In
some charge pumps, the internal re-
sistor with the capacitor introduces
ripple in the control voltage even when
the loop is locked . Upon each cycle of
the PFD, the pump current, I F,, is
driven into the loop filter, F(s), which
responds with an instantaneous volt-
age jump . At the end of the charging
interval, the pump current switches
off and a voltage jump of equal magni-
tude occurs in the opposite direction .
This causes the frequency modulation



at the output, of the VCO, generating
sideband spurs. This effect is undesir-
able in frequency synthesis . To sup-
press the ripple, a capacitor, C1, can
be connected from the output of the
charge pump to ground, in parallel .
This modification introduces a third
pole in the PLL, requiring further
study of stability issues . A fully sym-
metrical charge pump can reduce the
magnitude of the ripple considerably,
up to 70 dB .
Fig 5 shows the high-order active

filter. PLL theory requires a 45° phase
margin at 0 dB gain and a -6 dB-
per-octave slope from 10 dB down to
-10 dB gain, for stability .

Table 1 shows the phase noise of a
crystal frequency standard operating
at 50 MHz and its noise multiplied up
to 880 MHz, dependent on the refer-
ence frequency selected. The examples
are 25 kHz, 1 .25 MHz and 50 MHz,
derived from this 50 MHz high-perfor-
mance standard .

If these values, which assume some
linear scaling, are plotted against the
phase noise of the free-running oscil-
lator, Fig 6 results . This table also
assumes that, the phase frequency dis-
criminator has a phase-noise floor of
-160 dBc/Hz, while the noise of the ac-
tual standard, for more than 10 kHz
away, went clown to -165 dBc/Hz .
The phase noise of the reference,

multiplied to the operating frequency,
determines the loop-filter bandwidth .
In the case of the 25 kHz reference, as
can be seen from the turning point in
F1, a loop frequency of 30 Hz should be
chosen. When going to the 1 .25 MHz
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reference, the filter bandwidth can
move out to 700 Hz, and for a reference
of 50 MHz, 30 kHz is the appropriate
loop frequency . Needless to say, refer-
ences of 1.25 MHz and 50 MHz do not
allow a 25 kHz step size . The higher
reference frequencies also require more
complex phase discriminators and fil-
ters. A good example is shown in Fig 7 .

This problem is solved in a conven-
tional synthesizer by resorting to mul-
tiple loops. In our case, we are going to
apply a more clever scheme, the frac-
tional-N synthesizer principle .

Fractional-Division Synthesizer
The principle of the fractional-N

division synthesizer has been around
for a while . In the past, it has been
implemented in analog systems . The
above mentioned single loop uses a
frequency divider with an integer di-
vision ratio between 1 and some very
large number, hopefully not as high as
50,000. It would be ideal to be able to
build a synthesizer with the 1 .25 MHz
reference or 50 MHz reference and yet
obtain the desired step-size resolu-
tion, such as 25 kHz . This would lead
to much smaller division ratios ; there-
fore, as pointed out, the results of
Fig 6 would have much better phase
noise performance .
An alternative would be for N to

take on fractional values . The output
frequency could then be changed in
fractional increments of the reference
frequency . Although digital dividers
cannot provide fractional division ra-
tios, there are ways to accomplish the
task effectively .
The most frequently used method

divides the output frequency by N + 1
once everyM cycles and to divide by N
the rest of the time . The effective divi-
sion ratio is then N + 1/M, and the av-
erage output frequency is given by :

I
to =( N+

M .t,-

	

(Eq 4)

This expression shows that fo can be
varied in fractional increments of the
reference frequency by varying M . The
technique is equivalent to constructing
a fractional divider, but the fractional
part of the division is actually imple-
mented using a phase accumulator . The
phase accumulator approach is illus-
trated by the following example . This
method can be expanded to frequencies
much higher than 6 GHz using appro-
priate synchronous dividers .
Example: Consider the problem of

generating 899 .8 MHz using a frac-
tional-N loop with a 50 MHz reference
frequency :

8 QEX

899.8 MHz := 50 MHz N + F
the integral part of the division N must
be 17 and the fractional part K / F

needs to be 996 / 1000 ; (the fractional
part, K / F is not an integer) and the
VCO output must be divided by 996
every 1000 cycles . This can be easily
implemented by adding the number
0.996 to the contents of an accumulator
once each cycle. Every time the
accumulator overflows, the divider
divides by 18 rather than 17 . Only the
fractional value of the addition is
retained in the phase accumulator . If
we move to the lower band or try to
generate 850 .2 MHz, N remains 17 and
K / F becomes 4/1000 . This method of
fractional division was first introduced
using analog implementation and noise
cancellation, but today it is imple-
mented as a totally digital approach .
The necessary resolution is obtained
from the dual-modulus prescaling,
which allows for a well-established
method for achieving a high-perfor-
mance frequency synthesizer operating
at UHF and higher frequencies . Dual-
modulus prescaling maintains system
resolution where a simple prescaler

5 kHz

would not; it allows a VCO step equal to
the value of the reference frequency .
This method needs an additional coun-
ter and the dual-modulus prescaler
then divides one or two values depen-
ding on the state of its control. The only
drawback of dual-modulus prescalers is
the minimum prescaler division ratio,
approximately N2 . The dual-modulus
divider is the key to implementing
fractional-N synthesizers .

Although the fractional-N technique
appears to have good potential for
solving the resolution limitation, it has
its own complications. Typically, an
overflow from the phase accumulator
(which is the adder with the output
feedback to the input after being
latched) is used to change the instan-
taneous division ratio . Each overflow
produces a jitter at the output fre-
quency (caused by the fractional
division) and is limited to the fractional
portion of the desired division ratio .
In our case, we had chosen a step

size of 200 kHz, and yet the discrete
sidebands vary from 200 kHz for K / F

= 4 / 1000 to 49 .8 MHz for K / F = 996
/ 1000 . It is the task of the loop filter to
remove those discrete spurious
signals. While the removal of the

Filter Frequency Response I Predicted SSB Modulator Noise

Required Filter Attenuation

50 kHz

	

500 kHz

	

5 MHz

	

50 MHz
Bandwidth , 100 kHz

for i = 5 µs

Fig 8-The filter-frequency-response/phase-noise-analysis graph shows the
required attenuation for the reference frequency of 50 MHz and the noise generated
by the EO converter (three steps) as a function of the offset frequency . It's apparent
that the YEA converter noise dominates above 80 kHz unless attenuated .



discrete spurs has been accomplished
in the past by analog techniques,
various digital methods are now
available. The microprocessor has to
solve the following equation :

N*=
N+FF

K)=[N(F-K)+(N+l)K]
~

(Eq 5)

(B)

50lIllz
Frequency
Reference

data input
k

f r

Table 2-Modern spur-suppression methods
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Fig 9-(A) Block diagram of the fractional-N-division synthesizer built using a custom IC capable of operation at reference
frequencies up to 100 MHz . Its use of smaller modulus values is responsible for its frequency extension up to 3 GHz (=4 + =2)
with ripple or asynchronous counters, and allows the implementation of dual-modulus counts to M/N+1 . It uses the VCO
shown in Figure 1 A, and the phase-frequency discriminator shown in Figure 7 . B is a detailed block diagram of the fractional-
N-division synthesizer chip .
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Example

For F0 = 850.2 MHz, we obtain :

N*
850 .2 MHz

= 17.004
50 MHz

Following the formula above :

(N+ /(

	

[17(1000-4)+(17+1)x4j
N*=-- _

F i

	

1000

[16932+72]
= 17 .004

= 850.2 MHz

By increasing the number of accu-
mulators, frequency resolutions much
below 1 Hz step size are possible with
the same switching speed .

Spur-Suppression Techniques
While several methods have been

proposed in the literature (see patents
in References 4 through 9), the method
of reducing noise by using a LA (sigma-
delta) modulator is most promising .
The concept is to eliminate low fre-
quency phase error by rapidly switch-
ing the division ratio to eliminate the
gradual phase error at the discrimin-
atory input . By changing the division
ratio rapidly between different values,
phase errors occur in both polarities,
positive as well as negative, and at an
accelerated rate that explains the
phenomenon of high-frequency noise
push-up . This noise is converted to a
voltage by the phase/frequency discrim-
i nator and loop filter and attenuated by
the low-pass filter . The main problem
associated with this noise-shaping
technique is that the noise power level
rises rapidly with frequency. Fig 8
shows noise contributions with such a
YEA modulator in place .

On the other hand, we can now build
a single-loop synthesizer with switch-
ing times as fast as 6 .ts and very little
phase-noise deterioration inside the
loop bandwidth (see Fig 8) . Since this
system maintains the good phase-noise
performance of a ceramic-resonator-
based oscillator, the resulting perform-
ance is significantly better than the
phase noise expected from high-end
signal generators . This method does not
allow us to increase the loop bandwidth
beyond the 100 kHz limit, however,
where the noise contribution of the YEA

modulator takes over .
Table 2 shows some of the modern

spur suppression methods . These
three-stage YEA methods with larger

10 QEX
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have
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most where n is the number of the stage of
potential . 4-9

	

the cascaded LA modulator . 10 Eq 6
The power spectral response of the shows that the phase noise resulting

phase noise for the three-stage LA from the fractional controller is atten-
modulator is calculated from :

	

uated to negligible levels close to the
center frequency, and further from the
center frequency, the phase noise is
increased rapidly and must be filtered
out prior to the tuning input of the VCO
to prevent unacceptable degradation of

L(J) = ( 2 n)

12 - .tre/ '
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FSE-K4-Option

Fig 10-Measured phase noise of the fractional-N-division synthesizer using a
custom-built, high-performance 50 MHz crystal oscillator as reference, with the
calculated degradation due to a noisy reference plotted for comparison . Both
synthesizer and spectrum analyzer use the same reference .
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Fig 11-Measured phase noise of a 880 MHz synthesizer using a conventional
synthesizer IC . Comparing this to Fig 10 shows the big improvement possible by
fractional-N-division synthesizers as presented in this article .
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spectral purity. A loop filter must be
used to filter the noise in the PLL loop .
Fig 8 is a plot of phase noise versus
frequency offset from the center fre-
quency . A fractional-N synthesizer
with a three-stage EA modulator has
been built (as shown in Fig 9A) . The
synthesizer consists of a phase/fre-
quency detector, an active low-pass
filter (LPF), a voltage-controlled oscill-
ator (VCO), a dual-modulus prescaler,
a three-stage EA modulator and a
buffer .

After designing, building and
predicting the phase-noise perform-
ance of this synthesizer, it becomes
clear that the phase-noise measure-
ment for such a system is tricky .
Standard measurement techniques,
with a reference synthesizer, would not
provide enough resolution because
synthesized signal generators on the
market are not good enough to measure
the phase noise as shown in Fig 2A .
Therefore, we built a comb generator,
which takes the output of the oscillator
and multiplies it 10 to 20 times .
Passive phase-noise measurement

systems based on delay lines are not
selective, and the comb generator con-
fuses them . Nonetheless, the Rohde
and Schwarz FSEM spectrum ana-
lyzer with the K-4 option has
sufficient resolution for such phase-
noise measurements . All of the Rohde
and Schwarz FSE-series spectrum
analyzers use a somewhat more
discrete fractional-division synthe-
sizer with a 100 MHz reference . Based
on the multiplication factor of 10, it
turns out that there is enough
dynamic range in the FSEM analyzer
(with the K-4 option) for phase-noise
measurement . The useful carrier-off-
set frequency range for the system is
100 Hz to 10 MHz, which is perfect for
this measurement . Fig 10 shows the
measured phase noise of the final
frequency synthesizer .
During the measurements, it was

also determined that the standard
crystal oscillator proposed in Fig 6, and
its data shown in Table 1, was not good
enough. We found a need to develop a
50 MHz crystal oscillator with better
phase noise. Upon examination of the
measured phase noise shown in Fig 10,
you can see that the oscillator used as
the reference was significantly better .
Otherwise, measurement of this phase
noise would not have been possible . At
1 MHz and higher offset frequencies,
the same phase noise as in Fig 2A was
obtained . Also, the roll off in Fig 10
exhibits the loop-filter cutoff frequency
of about 100 kHz . This fractional-N-

F('. i n 11N

FR~Q ON

REF HA ; EE •

C~ KCinG

division synthesizer with a high-
performance VCO has a significantly
better phase noise than other example
systems in this frequency range . In
order to demonstrate the sufficient
improvement . phase-noise measure-
ments were made on standard systems,
using typical synthesizer chips . While
the phase noise and synthesizer design
of those typical systems is quite good,
it is no match for this new approach .
See Fig 11 . 11

Conclusion
It is possible to build an extremely

high quality synthesizer system by
combining the very best available
technologies, such as :

•

	

High-end VCOs with ceramic-
resonator based tuned circuits

•

	

High-Q L(' arrangements including
microstrips on Teflon material

• Modern fractional-N-division syn-
thesizer blocks that can operate at
50 MHz reference frequencies
We have also learned that a syn-

thesizer's limits are determined by the
reference crystal oscillator and
possibly by the phase detector . In our
example, they required in-house
designs to match our needs . The very

'vi

F07

'Vt
v

Fig 12-Custom-built phase detector with a noise floor of better than -168 dB . This
phase detector shows extremely low phase jitter .

high bandwidth made switching
speeds of '6 ps possible . The resolution
of the synthesizer itself depends on the
accumulator size . A 25 kHz step size
was successfully tested up to several
megahertz. For wideband applications,
some of the critical points are : 10 kHz
where -120 dBc/Hz is desired, at
800 kHz better than -153 dBc/Hz, and
at 3 MHz better than -155 dBc .

As validation, three types of synthe-
sizers have been built : one from 75 to
105 MHz, with 1 Hz resolution, for an
HF transceiver ; another from 700 to
2000 MHz ; and a third from 2700 to
3500 MHz, also with better than 1 Hz
resolution .

I would like to acknowledge Depart-
ment I ES of Rohde and Schwarz,
Munich, for their assistance with the
design, specifically, the measurements
and other useful suggestions . Without
their support, some of this work would
not have been possible .
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Signals, Samples, and Stuff
A DSP Tutorial (Part 3)

H aving learned about basic
IF-DSP methods and their
application in an actual trans-

ceiver, it's time to plunge into the truly
magical stuff! In this third article in
the series, we'll be looking at certain
esoteric but extremely effective DSP
techniques . By now, many of these
concepts have found their way into
production equipment, but they still
are not generally well understood .

In this article, I will begin illustrat-
ing the underlying principles of cur-
rent DSP noise reduction technology .
Unfortunately, QEXspace constraints
'Notes appear on page 27 .

PO Box 4074
Sedona, AZ 86340
e-mail : dsmith@sedona.net

Our tour continues with a foray
into advanced DSP techniques .

By Doug Smith, KF6DX/7

require that Part 3 be broken across
two issues . Therefore, Part 4 will com-
plete the description of noise-reduc-
tion technology and the entire DSP
series in the September/October issue .

DSP Noise Reduction Methods
Two noise reduction (NR) methods

are prevalent in radio equipment to-
day: the adaptive filtering method,
and the Fourier transform method .
We'll look at the theory behind each of
these approaches, and discuss their
implementation and performance .
Then, a way of combining the two
methods is considered . Along the way,
I'll introduce a very fast way of calcu-
lating Fourier transforms-faster
than the well-known "fast Fourier
transform" algorithms .

Adaptive Filtering
In Part 1, we touched on the concept

of an adaptive interference canceler
and identified a design for an adaptive
notch filter using the least-mean-
squares (LMS) algorithm . These
principles are explored in more detail
here, as they apply to noise reduction
systems . We'll find that it's possible to
build an adaptive filter that accentu-
ates the repetitive components of
an input signal, and rejects the non-
repetitive parts (noise) . Further, we'll
discover that the effectiveness of this
technique depends on the characteris-
tics of the input signals .
The nature of information-bearing

signals is that they are in some way
coherent; ie, they have some feature
that distinguishes them from noise .
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For example, voice signals have at-
tributes relating to the pitch, syllabic
content, and impulse response of a
person's voice . CW signals are perhaps
the simplest example because they
constitute only the presence or ab-
sence of a single frequency .
Much research has been done about

detection of a sinusoidal signal buried
in noise . 1,2 Adaptive filtering methods
are based on the exploitation of the
statistical properties of the input sig-
nal, specifically the autocorrelation .
Simply put, autocorrelation refers to
how recent samples of a waveform re-
semble past, samples . We'll build an
adaptive predictor, which actually
makes a reasonable guess at what the
next sample will be based on past
input samples . This leads directly to
an adaptive noise-reduction system .
Later, we'll discover how this technol-
ogy is applied to compression of voice
and other signals for digital transmis-
sion over the telephone network .

The Adaptive Interference Canceler'
Imagine that we have some input sig-

nal x(k), and we want to filter it to en-
hance its sinusoidal content . The quan-
tity x(k) is just the discrete sample of
continuous input signal x taken at time
k . In the case of a CW signal, all that's
required is a band-pass filter (BPF) cen-
tered at the desired frequency . We
know the output will take the form of a
sine wave, and that only its amplitude
will change .

So we set up an FIR filter structure,
and set the initial filter coefficients
h(k) to zero. Then we set up an error-
measurement system to compare a
sine wave d(k) with the output of the
filter, y(k) . See Fig 1 . The reference
input d(k) is the same frequency we
expect the CW input signal to be . The
difference output e(k) is known as the
error signal. Then imagine we have
some algorithm to adjust the filter
coefficients so that the error e(k) is

Input

14 QEX
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Fig 1-An adaptive modeling system .

reduced at each sample time . Think of
the algorithm as some person who is
"eye-balling" the error signal on an
oscilloscope and has their hands on
the filter controls . If they can mini-
mize the error, then the filter will have
converged to a BPF centered at the
frequency of d(k) .
We can already deduce that the

speed and accuracy of convergence is
going to depend on how well the per-
son analyzes the error data . If it's dif-
ficult to tell that a sine wave is
present, then adjusting the filter will
be difficult, as well . Further, if the
sampling rate is high enough, the per-
son can't keep up ; they can check the
error only so often, or they can take
long-term averages of the error .

Using the typical processes of the
human mind, the person will soon dis-
cover that if they turn the controls the
wrong way, the filter will diverge from
the desired response ; ie, the error in-
creases . This information is used to
reverse the direction of adjustment ; the
person will then turn the controls the
other way . They will soon discover they
are on a performance surface that has
an "uphill" and a "downhill," and they
know they want to go only downhill .

So they thrash about with the con-
trols, sometimes making mistakes and
heading the wrong way, but ultimately
making headway overall down the hill .
At some point, the error gets very small,
and they know they're near the "bottom
of the bowl ." Once at the bottom, it's
uphill no matter which way they go! So,
they continue flailing about, but always
staying near the bottom. They have
successfully achieved the goal : Minimi-
zation of the total error e(k) . This story
is analogous to aligning an analog BPF
with an adjustment tool .

After doing this several times, the
person finds that certain rules help
them speed up the process . First, there
is a relationship between the total er-
ror and the amount they need to tweak

Inp t

Fig 2-An adaptive interference canceler .

the controls . If the total error is large,
then a large amount of tweaking must
be done ; if small, then it's better to
make small adjustments to stay near
the bottom . Second, there is a correla-
tion between the error signal e(k), the
input samples x(k) and the filter coef-
ficient set h(k) they need to adjust .
Derivation of algorithms that pro-

vide for the quickest descent down the
hill is a very long and tedious exercise
in linear algebra . Let's just say the
person goes to school, becomes an ex-
pert in matrix mathematics and dis-
covers that one of the fastest ways
down the hill is to make adjustments
at sample time k according to :
hA+I =hA. + 2µc 1 .v A

	

(Eq 1)
This is the LMS algorithm . It was

developed by Widrow and Hoff' in the
late 1950s .

Properties of the Adaptive
Interference Canceler

Now we have our adaptive interfer-
ence canceler . See Fig 2 . Note that
both the desired output y(k) and the
undesired e(k) are available. This is
nice in case we want to exchange roles,
to accept only the incoherent input
signals and reject coherent ones . Such
is the case for an adaptive notch filter,
treated further below . This doesn't
change the algorithm, however . Quan-
tities of interest in this system are the
adjustment error near the bottom of
the performance surface, and the
speed of adaptation .

One of the first things we discover
about the LMS algorithm is that the
speed of adaptation and the total
misadjustment are both directly pro-
portional to fl . We select its value,
which ranges from 0 to 1, to set the
desired properties. Note that there is
a trade-off between speed and misad-
justment. Large values of p result in
fast convergence, but large adjust-
ment errors .

Y (k)

e (k)



Also note that the number of filter
coefficients h(k) has a bearing on both
of these performance parameters . It
turns out that the total amount of
misadjustment is directly propor-
tional to the number of filter coeffi-
cients, and this places a limitation on
the complexity of the filter . In addi-
tion, as the filter grows in length, the
total delay through the filter grows
proportionately . The delay through an
FIR filter of length L is equal to :

THR
LT,

= 2

	

(Eq 2)
where T., is the sample time, and this
may become unacceptable under cer-
tain conditions .
Attempts may be made to adjust the

factor p on an adaptive basis by using
a value which changes in proportion to
the total error e(k) . A large value is
selected initially to obtain rapid con-
vergence, then it's decreased to mini-
mize the total misadjustment as we
approach the steady-state solution .
This works fine as long as the charac-
teristics of the input signal don't
change rapidly .

The Adaptive Interference Canceler
Without an External Reference-
The Adaptive Predictor
In the above example of a CW sig-

nal, we knew what to expect at the
output: A sine wave of known fre-
quency. What happens when we don't
know much about the nature of the
desired signal, except that it's coher-
ent in the time domain? A number of
circumstances arise wherein the only
fact known about the desired signal is
that it is distinguishable from noise in
some way; ie, that it's periodic . It
might seem at first that adaptive pro-
cessing can't be applied . But if a delay,
z - '1 is inserted in the primary input
x(k) to create the reference input d(k),
periodic signals may be detected and,
therefore, enhanced . See Fig 3 . This
delay is akin to an autocorrelation off-
set, and it represents the time differ-
ential used to compare past input
samples with the present ones . The
amount of delay must be chosen so
that the desired components in the
input signal autocorrelate, and the
undesired components do not .

This system is an adaptive predic-
tor . The predictable components are
enhanced, while the unpredictable
parts are removed . Fig 4 shows the
result of an actual experiment using a
sine wave buried in noise as the input .
The input BW is 3 kHz, and the input
SNR = 0 dB. For any given value of p, response .

Input

Fig 3-An adaptive predictor .
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the filter converged on the optimal
solution fastest when the delay was
set roughly equal to the filter delay as
defined in Eq 2 . Note that the filter's
impulse response is also a sinusoid .
We find that the filter's BW' is :

BW=
2µA 2

T,

where A is a long-term average of the
amplitude of the input x(k) . So the
speed of adaptation and the NR effec-
tiveness are proportional to p and to
the amplitude of the input signal . In
the example, p = 0.005, A = 1, and T, =
(15 x 10 3 ) - ' . The SNR improvement is
therefore :

ASNR = I O log 3 kHz 1
B lW

(3 x I () 3) T,

2µA 2

Alternatively, the unpredictable
components e(k) may be taken as the
output. This forms an adaptive notch
filter. Say we have a desired voice sig-
nal corrupted by the presence of a
single interfering tone or carrier . This
is a very common situation on today's
HF ham bands! We can set the
autocorrelation delay and variable p
so that the steady tone is predictable,
and the rapidly changing voice char-
acteristics are not. The filter will con-
verge to the solution that removes the
tone and leaves the voice signal virtu-
ally unscathed .

The BW of the notch is the same as in
Eq 3, but its depth is determined only
by numerical-accuracy effects in the
DSP system . When adaptive filters
with many taps are used, multiple
tones may be notched . See Fig 5 . In this
experiment, several nonharmonically
related tones, plus noise, are used as
the input . The filter's response con-
verges to notch them all, leaving only
noise at the output . In this case, the
undesired components are large com-
pared to the desired components . When
the undesired signal level is low, there
might not be enough thrashing about on
the performance surface for us to find
our way down the hill . Adding artificial
noise to satisfy this condition is tempt-
ing, but it turns out that we can alter
the algorithm to improve the situation
without actually adding noise . Such
additional terms in the algorithm are
referred to as leakage terms .

16 QEX

= 10 log

13 dB

(Eq 3)

(Eq 4)

"Leaky" LMS Algorithms

The unique feature ofleaky LMS al-
gorithms is a continual "nudging" of
the filter coefficients toward zero . The
effect of the leakage term is striking,
especially when applied to NR of voice
signals. The SNR improvement in-
creases because the filter coefficients
tend toward a lower throughput gain
in the absence of desired input compo-
nents. More significantly, the leakage
helps the filter adapt under low SNR
conditions-the very conditions when
NR is needed most .

One way to implement leakage is to
add a small constant of the appropri-
ate sign to each coefficient at every
sample time . This constant is positive
for negative coefficients, and negative
for positive coefficients :
hk+i =h k +2pek .v k -A[sign(h k )]

	

(Eq 5)
The value of k can be altered to vary

the amount of leakage . Large values
prevent the filter from converging on
any input components, and things get
very quiet indeed! Small values are
useful in extending the noise floor of
the system . In the absence of coherent
input signals, the coefficients linearly
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Fig 5- (A) Multiple noisy sine waves . (B) Filtered output .

move toward zero; during convergent
conditions, the total misadjustment is
increased to at least X, but this isn't
usually serious enough to affect re-
ceived signal quality .
An alternate way to implement

leakage is to scale the coefficients at
each sample time by some factor, y,
thus also nudging them toward zero :
hk . + I =yhk +2µe k .e k .

	

( Eq 6)
For values of y just less than one,

leakage is small ; values near zero rep-
resent large leakage and again pre-
vent the filter from converging. This
realization of the leaky LMS exhibits
a logarithmic decay of coefficients
toward zero, which may be advanta-
geous under certain circumstances . It
can be shown' that the leaky LMS is
equivalent to adding normalized noise
power to the input x(k) equal to :

CF 2
= I-y

2p
Note that the leaky LMS algorithm

must adapt to "survive ." Were the fac-
tor u suddenly set to zero, the coeffi-
cients would die away toward zero and
never recover . Therefore, it's unwise
to use these algorithms with adaptive
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values of p . Although values for 7 and
p greater than one have been tried, the
inventors refer to these procedures
as "the dangerous LMS algorithm ."
Enough said .

Next, I'll describe an even more pow-
erful NR tool, the Fourier transform .
Although it's generally more process-
ing-intensive than methods described
thus far, the results can be impressive .
First, however, let's look at the great
man whose work is so inexorably bound
to modern electronic communications .

Joseph Fourier-A Legacy of Genius
Joseph Fourier (1768 to 1830) was

born the son of a tailor . 4 Educated by
monks in a military school, Fourier ap-
parently thought only the army or the
church could provide him a career .
Despite a recommendation from the
famous mathematician Legendre, the
army rejected his application to the
artillery ; he opted instead for a reli-
gious life . Mathematics had been his
primary scientific study since an early
age, and at the onset of the French
Revolution, he was appointed by the
monks to the principal chair of math-
ematics at Auxerre . There, Fourier
met Napoleon, who often attended lec-
tures at the major universities .
When Napoleon organized an expe-

dition to Egypt in 1798, Fourier was
asked to join . After three years there
in the capacity of an engineer, he col-
laborated with Napoleon to produce
the Description of Egypt, which estab-
lished his literary prowess and even-
tually won him election to the French
Academy .
On his return to France, he was

granted a comfortable governmental
position, which gave him free time to
pursue his mathematical interests . In
1807, he submitted to the Academy his
first paper describing the motion of
heat in solid bodies . In 1812, he was
awarded the prize for scientific accom-
plishment for his complete explanation
of the effect-the judges were Laplace,
Legendre and Lagrange! His place in
history was thereby confirmed .

Fourier was elected a member of the
Academy of Sciences in 1817, and to
the French Academy in 1822 . He died
while still in government service in
1830 . He could scarcely have imagined
what impact his work has had in the
field of electronics, especially DSP .

The Fourier Transform
and Its Inverse

The relationship Fourier discovered
between the application of heat to a
solid body and its propagation has di-
rect analogy to the behavior of electri-

cal signals as they pass through filters
or other networks . The laws he found
represent the connection between the
time- and frequency-domain descrip-
tions of signals . They form the basis
for DSP spectral analysis, and there-
fore they are useful in digging signals
out of noise, as we'll see below .
The Fourier Transform .' of some con-

tinuous signal x, is expressed as :

X , = Jet"' x,dt

It's obtained by making the follow-
ing assumptions : x t is a continuous,
periodic function of time; and any con-
tinuous, periodic function of time can
be expressed as the superposition (in-
tegral) of sines and cosines . Recall the
Euler identity :
elO =coSO)1+jsinwt

	

(Eq 9)
and observe that when the real and
imaginary parts are separated, Eq 8
produces coefficients a,,, and b,,, :

i
A °) - aw +hw~-

0u, = tan- i
hm

(Eq 8)

X,,, is just the sum of these terms as a
complex pair :
Xm = c1w + jb,„

	

(Eq 12)
The coefficients yield the amplitude

and phase of the signal x t at the fre-
quency w :

(Eq 13)

(Eq 14)a,°
Working in reverse, we can recon-

struct x, by integrating Xw for all val-
ues of w :

l

	

n
X,
_- JXO,edw

	

(Eq 15)
R - 1t

This is known as the Inverse Fourier
Transform ofX°, . The limits of integra-
tion in this case are finite because ei°'t
and X°1 are themselves continuous,
periodic functions of w, repeating with
period 2irThis follows from Eq 8, since :
e -i(1,) i27c) 1

_ e - iro1

	

(Eq 16)
We had to use infinite limits in Eq 8,

because we made no assumptions
about the length of period of x, . le, we
didn't know how far in time to look
until x t began repeating itself. If we
had some knowledge about the period-
icity of x 1 , then we could restrict the
integration limits without major dele-
terious effects .

Using infinite integration limits,

components in x, not at frequency w do
not affect the result . In the DSP
world, however, we deal with discrete
samples of the amplitude of xt , which
we'll refer to as x(n) . The discrete Fou-
rier Transform (DFT) gives us an
expression equivalent to Eq 8 for
sampled signals . We'll see that in this
form, issues of frequency resolution
arise because infinite evaluation in-
tervals aren't practical .

The Discrete Fourier Transform
(DFT)
The discrete-sample equivalent of

Eq 8 is expressed as :
X((O) = y e "" V ( 11 ) (Eq 17)

n=--

where n is the sample number . As al-
luded to above, we can't compute this
sum over an infinite number of
samples . In discrete spectral analysis,
many sums must be obtained; only a
short time is available for these com-
putations before the next iteration
must be performed .

So let's say that x(n) has a period less
than some number of samples N. We
limit our summation to that number
of samples, and as a consequence, the
results are available only in integer
multiples of the fundamental fre-
quency 2tc / N :

N-i
?Tc1k1,

X(k)=

	

e N x(n)

	

(Eq 18)
11=u

This is the I)FT for a frequency pro-
portional to k . It turns out there are
just N frequencies available that are
integer multiples of 2tc / N . This is
because e-2,uknIN is periodic with pe-
riod N. It's a fact of DSP life that
samples taken at discrete times
transform to samples at discrete fre-
quencies using the DFT .
DFTs are normally computed for N

evenly spaced values ofk . To relate the
normalized analysis frequency k / N
to the sampling frequency 1 we
can write :

lA-NT,
'fork< N

(Eq 19)

This is the actual frequency, in
hertz, of the DFT represented by X(k) .

The idea is that i f we can analyze our
input signal at many frequencies, and
exclude those results or bins not meet-
ing certain criteria, we can eliminate
undesired signals . Filters can be
implemented by rejecting signals out-
side the frequencies of interest . And
noise reduction can be accomplished
by eliminating bins for which a preset
amplitude threshold is not met .
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The DFT In Noise-Reduction Systems
The efficacy of the DFT is that it

evaluates the amplitude and phase of
some particular frequency component
to the exclusion of others . As far as we
can reduce the resolution bandwidth
(BW) of our frequency-specific mea-
surements using the DFT, we can
eliminate noise . le, the finer the fre-
quency resolution, the less noise we
are including in each bin, so any coher-
ent signal in the measurement BW has
an improved signal-to-noise ratio
(SNR). Finer resolution is obtained by
increasing the number of bins, N .

Shown in Fig 6 is the result of a DFT
analysis of a low-level 1 kHz sine wave
buried in noise . In the 3 kHz BW of in-
terest, the noise power is just equal to
the signal power at the input . The SNR
is therefore 0 dB . The sampling fre-
quency is 15 kHz, and N= 1500 for this
DFT. Because the resolution BW of
our DFT is :

N%;
I -II)Hz

the SNR improves at the bin centered
on 1 kHz by the factor :

SNRi() n, = 10 log 3 kHz
= 24.8 dB

10 Hz

(Eq 21)
The sine wave stands out clearly

above the noise. We can modify the re-
suits of our spectral analysis by set-
ting a threshold, below which we set
the DFT results to zero . See Fig 7 . We
then convert this modified frequency-
domain picture back to time-domain
samples using the inverse DFT
(DFT-1 ) :

N-i

	

niti„
I

xE e N X'(k)

	

(Eq 22)
N A=o

Since the bins containing only noise
have been zeroed in the modified
transform samples X'(k), the output
signal x'(n) now has an improved SNR
of 24.8 dB! The remaining noise is cen-
tered in a 10 Hz BW around the 1 kHz
tone. See Fig 8 . Note that we have to
compute 1500 DFT bins at each
sample time to get this result . Any
bins that are zeroed obviously make
the conversion using the DFT -1 faster,
since they need not be computed .

Setting the Threshold
Setting the cutoff threshold is criti-

cal to this noise-reduction method,
because we may inadvertently exclude
low-energy components, which are
actually part of the desired signal . The
simplest solution has the operator

(Eq 20)

18 QEX

set it manually . One just "mows the
grass" to whatever depth produces a
pleasing result .
An automatic system seems possible,

but we would need to make some as-
sumptions about the nature of the de-
sired signal or signals . The require-
ments for a voice signal, for example,
might be quite different from those for
a RTTY or CW signal . Selective fading
and multipath effects ultimately limit
the usefulness of any automatic system .

Since we control which bins get ex-

Fig 6-(A) A noisy sine wave . (B) Its DFT amplitude-versus-frequency .
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Fig 7-Applying a noise-reduction threshold .

eluded, based not only on their ampli-
tudes, but also their frequencies, the
DFT gives us a way to include custom
band-pass filter banks, similar to a
graphic equalizer .

Computation of the DFT and
Limitations on Accuracy

Components in x(n) at frequencies
other than k / N skew the result and
significantly limit resolution BW . The
limited summation range broadens the
spectral line width, even for a single
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input frequency as shown in Fig 9 . The side lobes of the
spectral broadening are evident in this diagram . Many ad-
vanced methods have been introduced to deal with this situ-
ation . They are based on either reduction of the computa-
tion time to obtain more bins, or modification of the data, or
both .

Of help in reducing the broadening effect is the technique
ofwindowing the input data. The data block is multiplied by
a window function, then used as input to the DFT algorithm .
Examples of window functions and their DFTs are shown in
Fig 10. The rectangular window is equivalent to not using a
window at all, since each input sample is multiplied by
unity. The other window functions achieve various amounts
of side-lobe reduction .

Also impacting the accuracy of our results are the famil-
iar truncation and rounding effects previously discussed . 6
Their influence on the DFT is treated further below .
Other advanced spectral-estimation techniques have

been developed over the years,7' 8 some of which produce
excellent results . Most use the DFT in some form. Because
computation time is critical in embedded systems and
Fourier analysis is so important to so many fields, much
time and effort has been expended to find efficient DFT-
computing algorithms .

In the years before computers, reduction of computational
burden was extremely desirable, because computation was
done by hand! Many excellent mathematicians, including
Runge,' applied their wits to the problem of calculating
DFTs more rapidly than the direct form of Eq 1 .8. They
recognized that the direct form required N complex multi-
plications and additions per bin, and N bins were to be
calculated, for a total computational burden proportional
to N' . The first breakthrough was achieved when they re-
alized that the complex exponential e -2 n)k" 1 N is periodic
with period N, so a reduction in computations was possible
through the symmetry property :

22nik(N-II)

	

2nik11

=e N (Eq 23)
This led to the construction of algorithms that effectively

broke any N DFT computations of length, N, down into N
computations of length log z (N) . Thus, the computational
burden was reduced to N log e (N) . Because even this much
work wasn't practical by hand, the usefulness of the dis-
covery was largely overlooked until Cooley and Tukey 10
picked up the gauntlet in the 1960s .

The Fast Fourier Transform (FFT)
Let's look at how FFT algorithms are derived from the

repetitive nature of the complex exponential (Eq 23) above,
and how they're implemented using in-place calculations .
Since we're going to be dragging around a lot of complex
exponentials, we'll adopt the simplified notation of
Oppenheim and Schafer 5 where :
2 Tclkn

- -
~, N

	

= W All (Eq 24)

To exploit the symmetry referred to, we have to break
the DFT computation of length, N, down into successively
smaller DFT computations . This is done by decomposing
either the input or the output sequence . Algorithms
wherein the input sequence x(n) is decomposed into suc-
cessively smaller subsequences are called decimation-in-
time algorithms .

Let's begin by assuming that N is an integral power of
two. That is, for a whole number p :

N=2i' (Eq 25)
Next, we break the input sequence into two subsequences,

one consisting of the even-numbered samples, and the other
of the odd-numbered samples . For some index r, n = 2r for n
even, and n = 2r + 1 for n odd. Now, with Eq 18 in mind, we
can write :

N

	

N i

X(k)=

	

WN2'1x(2r)+ Y, WW
21+i)k

x(2r+1)
-0

_

	

(WN) k x(2r)+WN ,= (WN) rk .x (2r+I)
=n

	

o

To further simplify, we can use :

(2)(-27Tj)

WN2 = e N

ni

N

WN

and so now :

~--I

	

N-I

X(k)=

	

WN" x(2r)+WN
2

WNk x(2r+I)

	

(Eg28)
=u
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(Eq 26)

(Eq 27)
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Fig 10-Various window functions and their Fourier transforms .
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Fig 12-An eight-sample FFT .

Fig 11-An eight-sample DFT as two four-sample DFTs .
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It's evident that Eq 28 represents
two N / 2-sample DFT calculations . It
has in fact eased the computational
load, since it requires :

~

	

z
N+21

N)2

	

N

	

(Eq 29)
,,2

	

2

complex multiplications and additions .
Note thatWNk is a function only ofk, and
is therefore a set of constants. We have
reduced calculations by the factor : xt

	

(b)
+ N/2

N
N+

2 _ + I

	

(Eq 30)
N2

	

N 2

	

Fig 13-Butterfly calculation for a decimation-in-time FFT .

which for large N is nearly a two-fold
reduction .
This is where flow charts become

useful, so Eq 28 is used to produce Fig

	

Xt(a)11, an example of an eight-sample DFT
calculation as broken into two four-
sample calculations .
Carrying this idea further, since N

is an integral power of two, we can
break each of these N / 2-sample DFT

	

x (b)
calculations down into separate N / 4-
sample calculations. Then we break
each of those into separate N / 8-	
sample calculations, and so on, until Fig 14-Modified butterfly .
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Fig 15-A decimation-in-time FFT with different input-output order and using modified butterflies .
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we're left with only two-sample DFT calculations . From
this discussion, it's obvious that we can break things down
only log,, N - 1 times until we get to the two-sample level .
When this has been done for our eight-sample DFT, the
resulting flow chart is a complete FFT, as shown in Fig 12 .

In-Place Calculation
The figure shows that starting with eight input samples,

eight outputs are generated . Each stage requires N complex
multiplications and additions, and there are log e N stages ;
hence, the total burden isNlog,N . Further, each stage trans-
forms N complex numbers into another set ofN complex num-
bers . This suggests we should use a complex array of dimen-
sion N to store the inputs and outputs of each stage as we go
along. Finally, an examination of the branching of terms in
the diagram reveals that pairs of intermediate results are
linked by pairs of calculations like the one shown in Fig 13 .
Because of the appearance of this diagram, it is known as a
butterfly computation .
This computational arrangement requires two complex

multiplications and additions . For each butterfly, the in-
termediate results are in the form :

XI+I (a)= X, (a)+WN X, (h)

`V

	

(Eq 31)
xr+I(b)=X,((1)+W,v 2 X,(b)

where t represents the stage number of the calculations,
and a and h are the branch numbers . Note that :

N

	

N'

WN

	

= W\" " 'N '
and :

NI njV

	

,

(Eq 32)

(Eq 33)

(Eq 34)

So now Eq 31 can be written :

X, +) (L , ) = X, (c))+ W' X, (b)

X, +I(b)=X,(a)-WN X, (b)
The equivalent flow diagram is shown as Fig 14 . Now

that's slick, since we just reduced the total multiplications
by an additional factor of two! The total burden is now pro-
portional to (N / 2) log, N.
These calculations can be performed in place because of

the one-to-one correspondence between the inputs and
outputs of each butterfly . The nodes are connected hori-
zontally on the flow diagrams . The data from locations a
and b are required to compute the new data to be stored in
those same locations, hence only one array is required
during calculation .
An interesting result of our decomposition of the input

sequence x(n) is that in the FFT calculation of Fig 12, the
input samples are no longer in ascending order . In fact, they
are indexed in bit-reversed order. It turns out that this is a
necessity for doing the computations in place . To see why
this is so, let's review what we did in the derivation above .
First, we separated the input samples into evens and

odds. So naturally, all the even samples appear in the top
half, and the odds in the bottom half' . The index a of an odd
sample has its least-significant bit (LSB) set ; an odd
sample's LSB is cleared .

Next, we separated each of these sets into their even and
odd parts, which can be done by examining the second LSB
in the index n . This process was repeated until we had N
subsequences of unity length . It resulted in the sorting of
the input data in a bit-reversed way . This isn't very conve-
nient for us in setting up the computation, but at least the
output arrives in the correct order!

Alternative Forms
It's possible to rearrange things such that the input is in

normal order, and the output is in bit-reversed order . See
Fig 15 . In-place computation is still possible . While it's
even possible to arrange things such that the input and the
output are in normal order, that makes in-place computa-
tion impossible .
We obtained a decimation-in-time algorithm by decom-

posing the input sequence x(n) above . It's also possible to
decompose the output sequence in the same way, with the
same computational savings . Algorithms obtained in this
way are called decimation-in-frequency .

To begin this derivation, we again separate the input
sequence x(n) into two parts, but this time, they are the
first and second halves :

N
I

N-I
X(k)=

	

WN'A x(n)+

	

WN'A .r(n)
n=u „_

-I

	

AN'N-I

	

N

	

(Eq 35)~
I ('t1 .v(n)+ W 2 - WN' A .v n+-

o

	

n-o

	

2

Using the relation :
4A .

WN2 =( - 1) A
and combining the summations, we get :

X(k)= Y WN'A [ .v(ii) +(-1) A x n+

	

(Eq 37)
=o

	

-

Now let's break the output sequence into even and odd
parts, again using index r < N / 2 as above :

N

X(2r) _

	

WN ` ,_(n)+ .r (n+ N
11-0

	

2
N
-- I

X(2r+1)=WN

	

WN'"'

Since :
bhp

	

14/N" (Eq 39)

Eq 38 can be written :
N

X(2r)=

	

I WN" x(n)+x
=u

N
-I

X(2r+1)-WN ,~ WN ' -r (n)- .r
=u 2 L

v(n)- .r n+ N2 J

n+N)

n+N
22

(Eq 36)

(Eq 38)

(Eq 40)

and the result is again two NI 2-sample DFT calculations .
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Proceeding in direct analogy to the
decimation-in-time algorithm above,
decomposition continues until we
have only two-sample DFT calcula-
tions left, and for the case N = 8, the
flow diagram appears as shown in Fig
16 .
Note that this algorithm can be per-

formed as butterflies, and that calcu-
lation in place is possible just as be-
fore. The butterflies are a bit different
now, however, as depicted in Fig 17 .
The corresponding equations are :
X, +l (a) = X,(a)+ X,(b)

X1+l(b)=(X,(a)- X, (b))Wk
While it's a bit difficult to see at first,

we can state the following: For every
decimation-in-time algorithm there
exists a decimation-in-frequency algo-
rithm that is equivalent to swapping
the input and the output, and reversing
all the arrows in the flow diagram . This
duality is useful as we consider comput-
ing the inverse FFT (FFT-1 ) .

X (o)

(Eq 41)

Fig 16-An eight-sample decimation-in-frequency FFT .
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Returning to the Time Domain
NR systems are typical in that after

obtaining the FFT, we perform some
modification of the frequency-domain
data; we then transform the modified
data back to the time domain . Since
Eq 18 and 22 are so similar, the type of
algorithms described above can be
used to compute the FFT-1 . One way is
to simply substitute 112WN kn for WNkn

at each stage in Fig 12, and of course
use X(k) as the input to obtain x(n) as
the output. This results in the dia-
gram of Fig 18 .
Alternatively, we can compute the

FFT-1 by using either form of FFT flow
diagram, swapping the inputs and out-
puts and reversing direction of signal
flow, as mentioned before . It's impor-
tant to note that this is a consequence
of the fact that we can rearrange the
nodes of the flow diagrams however we
want without altering the result . So,
they work just as well in reverse as
they do in the forward direction!

O =Multiply O = Add

It's convenient to have the output
order of the FFT the same as the input
order of the FFT -1 , so we're wise to use
decimation-in-time for one conver-
sion, and decimation-in-frequency for
the other .

General Computational
Considerations

This business of bit-reversed index-
ing is what usually ties one's brain in
knots during coding of these algo-
rithms, and it's certainly one of the
first things to be tackled-so let's have
at it! Several approaches are feasible : a
look-up table, the bit-polling method,
reverse bit-shifting and the reverse-
counter approach .
The look-up table is perhaps the

most straightforward method . The
table is calculated ahead of time, and
the index used as the address to the
table. See Fig 19 . Most systems don't
require extremely large values ofN, so
the space taken by the table isn't

x (o)

X (4)

X (2)

X (6)

X (s)



objectionable. For more space-sen-
sitive applications, the bit-polling
method may be attractive .

Since the bit-reversed indices were
generated through successive divi-
sions by two and determination of
odd or even, a tree structure can be de-
vised that leads us to the correct trans-
lation, based on bit-polling . See
Fig 20 . The algorithm examines the
LSB, then branches either upward or
downward in the tree based on the
state of the bit . Then the second LSB
is examined, a branch taken, and the
procedure is repeated until all bits
have been examined .
The bit-shifting method requires

the same computation time . Two reg-
isters are used, one for the input index
shifting right through the carry bit,
the other shifting left through the
carry . After all bits have been shifted,
the left-shifting register contains the
result. See Fig 21 .
Finally, Gold and Rader 11 have de-

scribed a flow diagram for a bit-rever-
sal counter that can be "decremented"

X (o)

X (4)

X (2)

X (6)

X (5)

each time the index is to change . If the
data are actually to be moved during
sorting, the exchange is made between
data at input index n and bit-reversed
index m, but only once! In other words,
only N / 2 exchanges need to be
performed .

During the actual calculations, the
indexing of data and coefficients re-
quires attention to many details . In
particular, several symmetries about
offsets of the index can be exploited . In

Xt (a)

Xt (b)

Fig 17-Butterfly calculation for decimation-in-frequency .

0

0 0

0

0

1/2

1/2 W N a

1/2

1/2 WN
o

1/2

1/2 W

1/2

1/2 W

1/2

0 = Multiply

	

O+ Add

Fig 18-FFT-1 implemented by interchange of input, output and coefficients .

the case of a decimation-in-time FFT,
at the first stage, all the multipliers
are equal to WN° = 1, so no actual mul-
tiplications need take place ; all the
butterfly inputs are adjacent elements
of the input array x(n) . At the second
stage, the multipliers are all either
WN° or integral powers of WNN14 , and
the butterfly inputs are two samples
apart . At the tth stage, the multipliers
are all integral powers of W NN12 t, and
the butterfly inputs are separated by

wN

X (0)

(1)

x(4)

(7)
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2t -1 samples . Note that in most of the
algorithms we've described, the coeffi-
cients are indexed in normal order .
Each FFT algorithm has its own

unique indexing requirements. For
our NR system, we don't care that the
FFT result is stored in bit-reversed
order, since we're not performing any
frequency-specific operations . We'll
use a decimation-in-time FFT to have
the input sequence x(n) in normal or-
der, and a decimation-in-frequency
FFT-1 to produce an output sequence
also in normal order .

The coefficients of the complex ex-
ponential WN can be obtained in vari-
ous ways . The most common way is to
generate them ahead of time and store
them in a table. Another way is to use
a recursion formula to generate them
as needed . Since in general, the coeffi-
cients are all integral powers of W N ,
we can use :
WNkh= WN WNk(II-1)

(Eq 42)
to get the lzth coefficient from the h-
I th . However, errors will build up over
time with this method because of the
finite precision of our mathematics ;
each multiplication generates a
rounding or truncation error that adds
to the total . It's necessary to reset the
value at periodic intervals to prevent
divergence .

We'll see below that we always have
to accept some error in our . results be-
cause of accumulated rounding or trun-
cation no matter how the DFT is calcu-
lated . We will analyze these quantiza-
tion effects for a direct DFT calculation,
and for a decimation-in-time FFT
calculation .

Numerical-Accuracy Effects
in DFT and FFT Calculations

In each complex multiplication, we
must perform four real multiplications .
Each of these contributes a round-off or
truncation error to the output . We need
to make some assumptions about the
errors in order to do any analysis of
them. Fixed-point, two's-complement
arithmetic is assumed as well, as is
typical in an embedded implementa-
tion . 12

First, if b is the number of bits used
to represent numbers, we'll assume
the errors are uniformly distributed
over the range :
-2(-b-1) < r < 2(-b-i)

	

(Eq 43)
Each one of the errors therefore has

variance : 5

2 ( 2-h)
6 =

12
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Address Data
000 000
001 100
010 010
011 110
100 001
101 101
110 011
111

	

111

Fig 19-Bit-reversal look-up table .

Also, we assume the errors are
uncorrelated with each other, and also
uncorrelated with the input and output .

Since noise powers add, the average
value of the noise power is the expected
value of four times the variance :

22b
E[e2 ,=4	

12

-2b

	

(Eq 45)
3

At the output, the noise power is N
times worse for the direct DFT calcu-
lation :
N-1

	

2] 2-2b N
E

E[ E11 = 3

	

(Eq 46)
n=0

Just as in the case of FIR filter cal-
culations, 6 the noise at the output is
directly proportional to N.

Also like the FIR analysis, the DFT
calculations are subject to a dynamic-
range limitation on the large-signal
end of things . To prevent overflow, we
require :
X(k) I < 1

	

(Eq 47)

(Eq 44) Fig 20-Bit-reversal tree .

and this can be ensured if-
N-1
Y, I X(n) I < 1

	

(Eq 48)
n=0
We may need to scale the input by

1 / N to prevent overflow . This scaling
requirement has the effect of making
the output noise worse, as will be dis-
cussed below .
For the decimation-in-time FFT cal-

culation, the same assumptions about
the nature of the noise are used . Refer-
ring to Fig 12, note that no more than
one noise source is inserted at each
node, because of the single complex
multiplication there . The total noise at
any node is the cumulative effect of all
sources that propagate through to that
node. Since we assume all the noise
sources are uncorrelated, no more than
N - 1 noise sources propagate through
to each output. So, the total output
noise is, again, roughly proportional to
N. When we take into account the re-
quirement for data scaling, however,
we'll see that the noise power must
increase because the signal power at
each node must decrease .

In fact, it can be shown 5 that the
SNR at the output-using optimum
stage-by-stage scaling-cannot be
better than :

2 12b-2)
SNROUTPUT = N

	

(Eq 49)

or a factor of 12 worse than the result
given in Eq 46 .
Until now, we've assumed absolute

accuracy for the values of the coeffi-
cientsWNk 1 Whether these are held in
a table or calculated "on the fly," they

b 2 = 0

=0

b2 = 1

b 2 = 0

b 2 = 1

b2 =

b 2 = 1

b,=0

b,=1

(
x(b 2 b b y

b,=0

b y = 1

b, = 1

=P. X(000) x(0)

=x(100) x(4)

=w. x(010) x(2)

P. X(110)= x(6)

(001)= x(1)

x(101)= x(5)

=x(011) x(3)

-

	

=x(111) x(7)



Normal Index

b 2 I b1
I

b o

b2'
1

b 1 ' I bo

Bit - Reversed
Index

Fig 21-Bit-shifting register
arrangement.

must be quantified to some number of
bits, b ; this results in further cumula-
tive error in the output . The analysis
of the effects is much more difficult
than that for data quantization above,
since the nature of coefficient quanti-
zation is inherently nonstatistical .

Useful results have been obtained 13
by introducing artificial noise or jitter
into the coefficients, and analyzing
the results for output error . The result
obtained was that output SNR cannot
exceed :

3(2'`h+I	I
SNROUTPUT =-

	

(Eq 50)
h

where
p = log e N

	

(Eq 51)
The experimental results confirmed

that noise from this effect increases in
proportion to p, which means the in-
crease with respect to N is slow . In
other words, doubling N results in
only a slight degradation in the SNR .

Engineering statistics is about the
grungiest thing in the world, isn't it?
Nevertheless, it sure is nice to know
what to expect from these wonderful
theories before committing to an
implementation, because otherwise,
unexpected things can occur!
There is a different calculation

method for the DFT that ultimately
dispenses with complex exponentials
and improves speed and simplicity by
a significant factor . Frerking touches
on the idea, but provides no method for
the control of its inherent divergence
problem (see Note 12). I call it the
"Damn-Fast Fourier Transform ."
We'll begin with that method in Part 4
of this series .
Doug Smith, KF6DX/7, is an electri-
cal engineer with 18 years experience
designing HF transceivers, control sys-

Shift Right

Shift Left

tems and DSP hardware and software .
He joined the amateur ranks in 1982
and has been involved in pioneering
work for transceiver remote-control
and automatic link-establishment
(ALE) systems. At Kachina Communi-
cations in central Arizona, he is cur-
rently exploring the state of the art in
digital transceiver design .
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F or my 20th year as a ham,
I talked my wife into letting me
buy a new rig . After 20 years

with a couple of Heathkits and a used
Kenwood TS-120S that had seen bet-
ter days, it was a big thrill to unpack
a brand new Kenwood TS-570D . Not
only did my shiny new toy have memo-
ries and DSP, but it also has a built-in
memory keyer .

For 20 years, I've avoided using a
keyer . Even when I handled a lot of
traffic, I always did so with a straight
key . I have a decent fist, and I've just
never felt like I needed an electronic
keyer. However, my new rig's memo-

310 Ivy Glen Ct
League City, TX 77573
http ://www.al-williams.com/wd5gnr
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An Introduction to
Micro controllers:
Ham Radio Style!

Curious about PICs? Learn the ropes with this
simple keyer project built from a Basic Stamp .

By Al Williams, WD5GNR

ties require a paddle to program them .
I didn't want to spend a lot of money
on a paddle I didn't plan to use often,
so my son Patrick and I built a paddle
from his old Legos and two calculator
keys (honest). After programming the
keyer's memories, I discovered that I
got a kick out of using my homemade
paddle and started using it regularly .
The only problem is that I often

work CW on homebrew QRP transmit-
ters . These simple radios don't have
built-in keyers (among other things),
so I decided to build a keyer . At first,
several designs came to mind, but I
discovered that there is more to build-
ing a robust keyer than meets the eye .
Of' course, you can get keyers on a
single chip, but they don't let you cus-
tomize your keyer . You might as well
buy one that's already built . Finally, I

concluded that I really want a micro-
processor-based keyer .

In this article, I'll show you how to
build a keyer using an inexpensive
microprocessor called a Basic Stamp
(from Parallax).' The keyer has many
modern features, but the best feature
is that you can program firmware for
it using a language much like BASIC
and download updated firmware to the
keyer using an ordinary PC . You need
not erase EPROMs or even remove the
processor from the keyer . There's no
easier way to get started program-
ming microcontrollers .

About the Keyer
My prototype of the keyer has three

front-panel switches and a potentiom-

'Notes appear on page 31 .



eter (see Figure 1) . It has five jacks on
the rear apron. One switch controls
the power, and another enables or dis-
ables the internal sidetone speaker .
The third button's function depends
on the firmware . The basic firmware
uses the button as a tune switch . The
advanced firmware uses it to begin
transmission of a stored message . The
firmware you write can use the switch
to do anything you like .

The same is true of the potentiom-
eter. Most builders would use it to set
the keying speed, but you could use it
for anything . For example, you might
use it to set the speed when the pro-
grammable switch is off, but set the
dot-dash ratio (weight) when the
switch is on .

Three of the rear-panel jacks con-
nect to dc power (from a wall trans-
former), the radio and the paddle . A
fourth connects to a PC and allows you
to download firmware . The fifth jack
provides a connection for a straight

Figure 1-The keyer .

Figure 2-Pin diagram of U1 .

key. The microprocessor can read the
straight key, but the key directly
switches the transmitter. This en-
sures that the straight key will oper-
ate even if a firmware error renders
the keyer inoperative .

My final version of the firmware has
several interesting features :

•

	

Full iambic operation
•

	

Dot and dash memories
•

	

Sidetone
•

	

Separate input for a straight key
that overrides the keyer's output

•

	

Analog speed control
•

	

Prerecorded message playback

Inside the Basic Stamp
Parallax's Basic Stamp is a small PC

board that looks like a 14 pin SIP (see
Figure 2) . It contains a voltage regula-
tor, a PIC microprocessor and a 256
byte EEPROM . The PIC's (peripheral-
interface controller) onboard ROM
contains a simple run-time system
that allows you to store and execute

Cl-10 jF, 16 V electrolytic capacitor
C2-0.1 uF capacitor
C3-100 iF, 16 V electrolytic capacitor
D1-1N4148 diode
U1-Basic Stamp BS1-IC
microprocessor (see Note 1)
J1-Power connector for 6 to 15 V dc
J2-Paddle connector
J3-Programming connector
J4-Jack for transmitter keying line
J5-Straight-key connector
01-2N2222 NPN transistor
02-2N3904 PNP transistor

programs written in a simple BASIC-
like language (see Table 1) .
You can supply the stamp with a

regulated +5 V dc, or you can connect
anything from 6 to 30 V and let the
onboard regulator supply 5 V for your
entire circuit . The chip has eight I/O
lines that you can use to communicate
with the outside world . It also has two
pins that connect to a PC (via its par-
allel port) for programming .

You program the stamp with special
software supplied by Parallax . You
can download the software free of
charge from the Internet i ftp ://
ftp.parallaxinc .com/pub/parallax
/stamp.zip ) . You can also get an elec-
tronic version of the Basic Stamp
manual at the same location ) ftp ://
ftp.parallaxinc .com/pub/acrohat /
stamp] _manual_v1 .8.pdf) .

How it Works
The keyer circuit is simple because

the Basic Stamp microprocessor is

Figure 3-Schematic for the keyer . Unless otherwise specified, use r/4 W, 5%-
tolerance carbon composition or film resistors . Pins not shown are unconnected .

R1-680 12, '/2 W resistor
R2, R3, R5-10 kit, 1 /4 W resistor
R4-1 kit, '/a W resistor
R6-10 kid potentiometer
S1-Power switch, SPST
S2-Sidetone switch, SPST
S3-Function key, SPST momentary
SPKR-32 i2 loudspeaker
Enclosure
Power supply or battery
Printed Circuit Board
14 Pin SIP Socket for U1
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highly integrated . (See Figure 3 .) The
circuitry mainly consists of pull-up
resistors for the inputs . The most com-
plex part of the circuit is the keying
control (Q1 and Q2) . When the proces-
sor wants to key the transmitter, it
brings pin 7 high, which saturates Q1
(through DD. You can also bring Q 1 to
saturation when Q2 turns on, because
of a ground circuit closed by the
straight key. The microprocessor can
read the straight key, via pin 12, so
that the keyer can provide a sidetone
for the key, if desired .

The keyer creates a sidetone by gen-
erating a square wave on pin 8 . The
square wave drives a 32 92 speaker via
C1. On the prototype, a switch (S2) in
series with the speaker allows you to
mute the audio if you like .
The speed control is an ordinary

potentiometer . How do you read a po-
tentiometer with a digital input? The
trick is to connect one side of the pot to
a pin of the microprocessor and the
other to a grounded capacitor . A spe-
cial command in the firmware mea-
sures the time it takes to charge the
capacitor through the pot . This time is
proportional to the setting of the pot .

Building the Keyer
Constructing the keyer is straight-

forward with the supplied PC board
pattern (see Figure 4) . It's a good idea
to use a socket for U1, but 14 pin SIP
sockets are difficult to find . An easier
(and often less expensive) answer is to
use half of an open-frame 28 pin DIP
socket. (Cut the socket in half, along its
length .) This results in a SIP socket
with excess plastic on one side . You can
remove the excess plastic if you like, or
simply be careful to install the socket
so that any excess plastic doesn't ob-
struct mounting holes for other parts
in the PC board .

There really aren't any other tricks
to building the circuit . Pads for wires
are larger than component pads . In
addition, board connections for signal
wires have designators (see Table 2) .
Unmarked wire pads connect to the
ground plane, and you may use them
as grounds for external components as
needed .
S3 should be a momentary-contact

switch. I used Radio Shack's RS275-
1566 switch and the matching RS275-
1565 for the other two switches .
Speaking of Radio Shack, the board
fits nicely inside an RS270-214 enclo-
sure . R6 poses a problem if you are
trying to buy parts from Radio Shack .
They sell a 10 kil pot that has a very
long shaft (RS271-1715), and another
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one with a normally sized shaft
(RS271-215) . The short-shaft pot,
however, has an integral SPST switch
behind it. I used the shorter pot and
carefully removed the tabs on the back
that hold the switch in place . After
removing the switch, the pot functions
as you'd expect, although the housing
remains a bit larger than necessary .
You can use practically any power

supply that can produce between 6 and
30 V dc. A 9 V battery is perfect . If you
decide to use one, use a 9 V clip for J1 .
I used a 9 V do wall transformer and a
coaxial connector for J1 . It's a good
idea to measure the voltage at pin 1 of
U1's socket before installing the IC, to
make sure you connected the power
supply correctly .

Programming
Programming the keyer is simple,

but you need a special printer cable .
The PC end of this cable has a male
DB25 connector . The other cable end
connects to J3 . I used a `/4 inch phone
plug for J3 because it's easy to mount
and compact . A DB25 or DB9 connec-
tor would take up more room and re-
quire holes that are difficult to cut in
the cabinet .
There is one confusing issue con-

cerning the software . When program-
ming in PBASIC, you use "pin" num-
bers from 0 to 7 to specify I/O ports .
These "pin" numbers do not corre-
spond to the hardware pin numbers,
however. For example, PinO in soft-
ware is actually pin 7 on the stamp
itself. (See Figure 2 .)

With that in mind, it is easy to cre-
ate various firmware configurations to
meet your needs. You simply bring
PinO high to key the transmitter . Use

Figure 4-The PC board etching pattern (finished size 3x4 inches) .



Table 1-Basic Stamp Commands

Command

	

Description
If. . . Then

	

Evaluate condition and jump if true
Branch

	

Jump to location based on offset
Goto

	

Jump to a new line of code
Gosub

	

Jump to a subroutine
Return

	

Return from a subroutine
For . . . Next

	

Execute statements in a loop
Let

	

Assign a value to a variable (optional)
Lookup

	

Look up value in a table
Lookdown

	

Convert value to an index in a table
Random

	

Generate a random number
Output

	

Make I/O pin an output
Low

	

Set output low
High

	

Set output high
Toggle

	

Reverse output pin's state
Pulsout

	

Output a pulse
Input

	

Make I/O pin an input
Pulsin

	

Measure a pulse input
Reverse

	

Make an output pin an input and vice versa
Button

	

Read button with debouncing and repeat functions
Serin

	

Read serial data
Serout

	

Write serial data
Pwm

	

Output a train of pulses ; useful for generating an analog output with an external
RC circuit

Pot

	

Read a potentiometer
Sound

	

Play a tone
Eeprom

	

Store data in the stamp's EEPROM at compile time
Read

	

Read EEPROM data
Write

	

Write EEPROM data at run time
Pause

	

Pause for a specified number of milliseconds
Nap

	

Briefly pause in low power mode
Sleep

	

Enter low power mode for a specified number of seconds
End

	

Enter low power mode until reset
Debug

	

Send data to host PC

the Pot command to read R6 . You can
also read the state of the switches by
reading their corresponding input val-
ues (they are all active low ; that is,
they read logical 0 when you press
them) .

If you read the stamp manual, you'll
notice that it has a Sound command
specifically for generating tones . You
probably can't use it for creating the
keyer's sidetone however . Why? Be-
cause the stamp has no interrupts, it
must poll the dot and dash paddles con-
stantly to simulate dot and dash memo-
ries. The Sound command ties up the
processor until it completes . You could
use Sound to make other beeps (for ex-
ample, to signify a mode change), but
you won't want to use it for sidetone .
My firmware generates the square-

wave sidetone from inside a loop . That
means the sidetone frequency is fixed
by the stamp's operating speed . You
can, however, adjust the tone some-
what by altering the number of times
you toggle the square wave during
each iteration of the loop .
You can encode a short message to

play back using the advanced firm-

ware . Encoding the letters is a bit
tricky, however . The firmware uses a
peculiar scheme to compactly repre-
sent the code stream . The program as-
sumes that a zero is a dit, a one followed
by a zero is a dah and a one followed by
a one is a dit-sized pause . This allows
for a crude form of Hoffman compres-
sion, which is important because the
stamp doesn't have much memory. I've
supplied a Windows program that will
help encode any strings you might
want to program . 2

Conclusion
Although you can build a keyer for

less, you can't get one that is more flex-
ible. By using the Basic Stamp, you can
make the keyer operate in any manner
you wish . There is a spare I/O pin, so
you could use that to control a T/R
switch, for example . In fact, it is en-
tirely possible to use the keyer circuit
for completely different purposes . If you
need a microprocessor with a few switch
contact inputs, a speaker, a pot, and a
keyed output, you could use this circuit
just by reprogramming it . For example,
you might wire up limit switches to J2

Table 2-Signals on the PC Board

Designator Connection
VIN

	

Voltage In
SWA

	

One side of power switch
SWB

	

Other side of power switch
SPK

	

Speaker
PCO

	

Programming connection (pin 3)
PCI

	

Programming connection (pin 4)
F

	

Function key
J1A

	

Jumper (side A)
J1B

	

Jumper (side B)
DIT

	

Paddle dot switch
DAH

	

Paddle dash switch
KO

	

Keyer output
SKA

	

Straight key
SKB

	

Straight key
(wired in parallel with SKA)

SPA

	

Speed control wiper
SPB

	

Speed control (C2-side)

and control an antenna rotator with J4 .
Of course, the unit also makes a

dandy keyer . With the Stamp's low
power requirements, low parts count
and small outline, you could easily
build the keyer inside a rig, or in a very
small case . The stamp can use practi-
cally any power supply . When you are
done, you can program the keyer to
suit your personal tastes . All of that
while learning about embedded
microcontrollers, too .
Al Williams, WD5GNR, has been an
acid ham for over 20 years . Although Al
used to designn hardware, he now spends
his time writing books and magazine
columns about Windows programming .
Al still keeps up with the hardware side
of things on his own time, however . You
can find out more at http://www .
al-williams .com/wd5gnr .

Notes
'The Basic Stamp described in this article is

now called the Basic Stamp 1 . Parallax also
makes a Basic Stamp 2 that has 2048 bytes
of EEPROM and a more powerful instruc-
tion set than the BS1 . Parallax Inc, 3805
Atherton Rd, Ste 102, Rocklin, CA 95765 ;
sales (888) 512-1024, office/technical sup-
port (916) 624-8333, fax (916) 624-8003,
faxback (916) 624-1869, BBS (916) 624-
7101 (300 - 14,400 bps, 8 data bits, 1 stop
bit, no parity) ; general e-mail info@
parallaxinc .com, technical e-mail
stamptech@parallaxinc .com , pictech@
parallaxinc.com and sxtech@parallaxinc
.com ; anonymous FTP ftp .parallaxinc
.com ; WWW http://www.parallaxinc
.com .

2You can download the software and firm-
ware at http ://ourworld.compuserve .com
/homepage s/AI_WiIIiams/keyer/
keyer.htm,
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T his project arises from the need
to homebrew a variable local
oscillator for a multiband trans-

ceiver. It is a partial-synthesis VFO
intended for use with single conversion
equipment using an IF near 9 MHz .
Using such an IF, the circuit can cover
the entire HF spectrum from 3 .5 to 30
MHz lie, 12 .5 to 39 MHz LO output) .
The VFO has been developed through

several experiments based on PLL and
crystal conversion circuits . I think it
represents an acceptable compromise
between simplicity (but not simple
enough to be an elementary project)

Via Leoncavallo, 21
35010 - VIGONZA (PD)
ITALIA
e-mail i k3oil@iol .i t
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A Continuous
Coverage HF VFO

This circuit can help your next homebrew
receiver roam the entire HF spectrum .

By Francesco Morgantini, IK30IL

and performance .
Some equipment is necessary for the

alignment: An RF signal generator
and a frequency meter are needed,
but the use of an oscilloscope makes
the job easier (especially in case of
trouble) .

How It Is Made
The circuit consists of two physi-

cally separated sections :
1 . The VFO module is composed of

three small PC boards and the variable
capacitor . The three boards are
stacked, and the overall cabinet dimen-
sions depend essentially on the capa-
citor size . (See Fig 1 .) This unit can be
located behind the front panel of the rig .

2 . The PLL Module contains the
VCO PC board and the PLL PC board .
This unit may be located anywhere in

Fig 1-A photo of the VFO module with
the cover removed . PCB1 through PCB3
are stacked at left ; behind the capacitor .

the rig. The printed boards are double-
sided fiberglass and components are
soldered directly on the copper pattern
without drilling . The lower side is



an unetched ground plane . Grounded
traces are connected to the ground
plane by drilling through the board,
installing a through wire and solder-
ing on both sides . The two PC boards
are contained in an aluminium cab-
inet 70x100x40 mm (approximately
2 3 ;/4x4x1 1 /2 inches) .
The output phono jacks and a con-

nector for the dc supply and band
switching are located on a side of the
cabinet . Fig 2 shows the overall
arrangement .

How It Works
Fig 3 is a block diagram of the

circuit. For this example we will
assume you wish a VFO in the 5 to
5 .5 MHz range with a 9 MHz IF in the
rig, other frequency values near those
indicated are also possible .
The unit described as the VFO

module is a conversion VFO in the
41 MHz range . (See Fig 4 .) It contains :

1 . A Colpitts VFO ranging from 5 to
5 .5 MHz (PCB1, Fig 5). The mechan-
ical assembly and the component
choice must be very accurate . Use a
high-quality variable capacitor (ball
bearing supported( and NPO ceramic
capacitors . An N150 capacitor can be
used as a compensation element to
reduce thermal drift . 1 .1 is 24 turns of
0 .8 mm (#20 AWG( wire on 13 mm

( 1 /2 inch) Plexiglas core (3 .5pH ( . The
varactor allows a 20 kHz shift for fine
tuning or SPLIT function . The VFO
circuit could be replaced by a more
sophisticated DDS unit .

2. Two buffers drive an external

XTAL oscill .
x 2

I

4
3ut
eounter

main

tune

l

18

MHz

VFO

36 MHz

Fig 3-Circuit block diagram .

8F960

5/5 .5 MHz

41/41 .5 MHz

MIXER 0 B P F
41 MHz

frequency counter and the first mixer
stage (PCB2, Fig 6) . The output level
to the mixer should be about 3 V I ,_ ', .
PCB2 also contains the '7810 voltage
regulator .

3. The first mixer and a related
41 MHz filter (PCB3, Fig 7) . This board
uses a BF960 MOSFET as a mixer and
a 2N2222 as a crystal controlled oscil-
lator to obtain the 36 MHz output from
an 18 MHz crystal . L2 is made from 9
turns of 0.5 mm (#24 AWG ( wire on
a T-44-2 toroidal core (0 .42pH( . A
41 MHz output filter is formed by L4
and L5, 9 turns, 0 .5 mm (#24 AWG (
wire on a T-44-6 core (0 .34pH each) . A
2N2222 buffer stage follows the filter .

L3 is 2 turns wound on L4 .
Here's how to align the mixer :

•

	

Remove the crystal to inhibit the
oscillator .

•

	

Inject a 41 .2 MHz signal to the
MOSFET's gate 1 and adjust the
capacitors for maximum output .

•

	

Insert the crystal and drive a
5 MHz signal into gate 1 . Adjust
the 60 pF capacitor for maximum
output, which should be 0 .7 to
1 V ( ,_ ( , .

The VCO unit (PCB4, Figs 8 and 9)
contains a VCO that covers the range
from 12 .5 to 39 MHz using two
distinct oscillators, which are switched
by a relay that is driven from an

Fig 2-(A) photo of second cabinet with the PLL board in place . (B) shows the VCO
board mounted above the PLL board .

MIXER
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	 sll/

t
0\

	

V C O
17

(_? (_~
o
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(_) (_}
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_, (-)

out UCO
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Umin 3U
Umax IOU

Schema

LOOP FILTER
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\ LM358 f

a

	

BIocchi

da
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39 .962.5
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step
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47nF

o SPLIT

	

;~47nF

	

108nF

~47Kf)~ _

BB205

2N3819

	

~108pF

L1

47 pF

108

7810

J

21,12222 ~ KS
228

~6 PFi

L	1

12~ pF
(_ )
C )

T/ 6
60

	

pF
pF

appropriate bandswitch section. The
varactors are high-capacity devices for
AM broadcast use (MVAM 115, BB 112
or equivalent) . The circuit config-
uration of the oscillators and the use
of' compensation networks made it
possible to obtain good quality, con-
stant-level output over the entire
frequency range. L6 is 7 turns of
0 .8 mm (#20 AWG) wire on a 5 mm
(Vi ; inch) plastic form with a ferrite
variable core 10 .18 to 0 .48 pH) . 1,7 is 12
turns of 0.5 mm (#24 AWG) wire on a
similar core (0 .52 to 1 .3 pH) .
The alignment can be performed in

the following manner :
•

	

Supply a 3 .5 to 9.5 variable
voltage to the varactors (do not
exceed these limits) .

•

	

Tune the cores of L6 and L7 so that
the vat-actor voltage variation
produces frequency ranges from
22 to 39 MHz with L6 and from
12.5 to 22 MHz with L7 . (Select
each oscillator by keying or
releasing the relay that controls
the +10 V line at the top, left of
center in Fig 8 .-E (l . )

The output level across a 200 S2 load
should be about 3 V ) , ), .
The second mixer uses an NE602 I(' .

This device allows me to obtain the
best linearity and balance over the
entire frequency range . The input
VCO signal is reduced with a
capacitive divider and the two
balanced inputs (pins 1 and 2) are
driven with opposite phases using a
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Fig 4-The VFO module schematic . All part values are labeled here and/or described in the text .

broadband transformer to limit spur-
ious outputs .

TI is wound with 5 bifilar 0 .5 nmm
(#24 AWG) wires onto a TV balun
ferrite core ( 14x8x8mm, type 43
material) . Some adjustment of the
value of the 2.2 pF capacitor may be
required to obtain a level of 100-200
mV( ,_ ( , into pins 1 and 2 of the IC . A
buffer stage equipped with two
2N2222 transistors and a compen-
sation network on the second-stage
emitter allowed me to obtain a

229 KS

[_{

T

100
pF

KU

-->NE682
21,122222

	

(0 .7Upp)

Fig 5-Parts placement details for the VFO module, PCB1 (actual dimensions
42x68 mm) .

220

820

•l,

P

substantially constant output level
over the entire frequency range
covered by the mixer . This is very
important to ensure reliable operation
of the TTL 74LS393 divider (on
CB5-Ed . I .

The PLL unit (PCB5, Figs 10 and 11)
contains :

1 . The frequency divider uses a TTL
74LS393, which divides the frequency
coming from the mixer by 64 . The out-
put frequency is comparable to the in-
ternal reference of the PLL, and we can



obtain 500 kHz steps (7812.5 Hz x 64 =
500 kHz ; see the block diagram) .

If you have an oscilloscope, you can
verify correct operation of the divider
stage by :
• disconnecting the VFO from pin 6

of the NE602 on PCB4 and supply-
ing the varactors with a voltage
ranging from 3 to 10 V . You should
notice no output signal from the
divider .

• driving the two varactors in the
same manner and reconnecting
the VFO . You should see a clear
TTL signal on both ranges
covered . Otherwise, try adjusting

Fig 6-Parts placement details for the VFO module, PCB2
(actual dimensions 42,68 mm) .
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Fig 8-The VCO board schematic .
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33

+1@0--A

the compensation network in the
buffer stage described above .

2 . PLL circuit, using a dedicated
Motorola MC 145106 (see Fig 12) . This
IC features :
•

	

a 1024 divider, used to obtain
the reference frequency from an
8 MHz crystal .

•

	

a programmable nine-stage divi-
der, programmed to obtain
division ratios from 5 to 57, corres-
ponding to a frequency range from
2.5 to 28 .5 MHz coming from the
mixer. (See the block diagram .)

Programming can be done by diode
matrix or binary switches according to

i

2N2

`33
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4 .7pF(	
324

~~t 8KO
82

J

-.pF 7
41N

4

T 11Kf

	

d
o M358

471(0
0

	

33nFr

d 5

the following formula (also see the
block diagram) :
Division Ratio = ( 32 - desired MHz

band) x 2
Where 32 is the difference between

the VFO frequency and the IF value
(41 - 9 MHz). To obtain coverage of the
28 .5 MHz hand, for example, set :
Division Ratio = ( 32 - 28 .5) x 2 = 7
A 4050 CMOS hex buffer allows us

to use any programming voltage
between 5 and 15 V, and an LED
signals the PLL lock condition

3 . A loop filter using an LM358 op
amp IC as an integrator, followed by a

Fig 7-Parts placement details for the VFO module, PCB3
(actual dimensions 42x68 mm) .
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P7

low-pass filter . This circuit shows the
best performance of those tested in
regard to :
•

	

locking speed of 'I'LL, to follow the
VFO frequency changes, also
when you are quickly turning the
tuning knob .

•

	

PLL stability .
•

	

output error voltage cleanness,ie,
good spectral purity of the V('()
supplied frequency .

Final Considerations
With careful assembly, following

the few suggested rules, the device

should work properly without much
trouble. Adequate test equipment can
make a good result easier .
The only hard to find component

may be the Motorola M(' 145106 .
which can be ordered from : RF
PARTS, 435 S Pacific St, San Marcos,
('A 92069 .

You can download image files for the
circuit boards from the ARRL"Eliram"
BBS Itel 860-594-0:30( ;x, or the ARRI .
Internet ftp site : oak.oakland.ed u
lin the pub/hamradio/aryl/qex di-
rectory . In ('it her case, look for the filee
11OR( ;ANTl .Zll )
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T he cover story' of my first issue of QST (that I
received when I was in high school) described
construction of a panoramic adapter (panadaptor) for

use with 455-kHz-IF receivers of that time . The concept of
a panadaptor has intrigued me ever since and that article
was the inspiration for the panadaptor described here .

Following are the design goals for the panadaptor :
•

	

Indicated signal level calibrated in decibels
	 L inear, calibrated horizontal sweep
	 Easily adaptable for different input frequencies
•

	

Powered from +12 V
*Simple, straightforward, reliable design
*No exotic parts
For simplicity, I decided to use an oscilloscope for the

'Notes appear on page 44 .

2-2, 5-chome, Denenchofu
Ota-ku, Tokyo 145-0071
Japan
e-mail BOB_DILDINE-Japan-om2.om.hp.com
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An Updated
Electronic Eyeball

This panadaptor features a calibrated logarithmic detector
and linear, calibrated sweep . The panadaptor is powered
from a single + 12 volt power supply making it ideal

for battery powered applications .

By Bob Dildine, 7J1AFR, W6SFH

display and concentrate design effort on the RF portions of
the panadaptor .

The first thought was to make use of one of the chip sets
used for low-power receiver IF circuits . Several designs for
low cost spectrum analyzers have been published using these
parts,2, ;t and they provide mixer and oscillator functions
along with potentially high gain and low parts count . The
RSSI outputs from detectors such as the NE604 or MC3356
are proportional to the logarithm of input signal level and
would meet the requirement for signal-level indication cali-
brated in decibels . The initial design for the panadaptor was
based on the NE602/NE604 chip set, but the high input and
output impedances made it difficult to test and troubleshoot
filters and the finished circuits in a 50 S2 environment . For
this reason and because low parts count was of secondary
consideration, I decided to design the circuits of the
panadaptor from discrete parts and for 50 Q interfaces .

Block Diagram
The block diagram of the panadap-tor is shown in Figure

1 . I chose 455 kHz for the final IF because it is easy to
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obtain good selectivity with tuned cir-
cuits and ceramic filters that are
readily available at that frequency . A
dual-conversion approach allows the
455 kHz IF to be used with much
higher input frequencies and allows
flexibility in modifying the
panadaptor for use with a wide range
of receiver IFs .
The log detector is based on an

NE604 IF/Detector IC . The RSSI out-
put of this device is proportional to the
log of the input signal level . A 455 kHz
tuned IF amplifier provides gain ahead
of the detector as well as additional
selectivity. The gain of this amplifier
is controlled in steps of about 10 dB .

The second converter consists of an
8.2685 MHz tuned IF amplifier and a
mixer. The LO signal is provided by a
VCO that is tuned by the sweep volt-
age from the scan generator .

The first converter is crystal con-
trolled and converts the 39 .7315 MHz
input frequency (the first IF of my
ICOM 720A) to 8.2685 MHz . A band-
pass filter before the mixer limits the
input bandwidth of the panadaptor to

75
_L

0.01

FCZ7

2SC1815

0 .01

)I
5 .6 k

0.01

5.6

75

0.01

FCS7 5.6 k

470

24 turns #28
tapped at 5 turns
on T-50 .6 core

ECB

2SC1815

220

8 2665 MHz

Fig 3-Schematic of second converter .
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reduce spurious signals . Other input
frequencies can be accommodated by
changing the frequency of the band-
pass filter and the crystal-controlled
local oscillator .
The scan generator consists of a

sawtooth oscillator and several op
amp circuits . The op amps scale and
offset the sawtooth signal to provide a
tuning voltage for the VCO and a
sweep voltage for the display .

First Converter
The first converter is shown in

Figure 2 . A six-pole band-pass filter
with a bandwidth of about 2 MHz cen-
tered at 39 .7 MHz helps reduce spuri-
ous responses . The filter passband can
be adjusted with the aid of a spectrum
analyzer and tracking generator or by
tuning a signal generator across the
input .
The mixer is a Mini-Circuits

SRA-1A, which was used for simplic-
ity . 4 A similar doubly balanced mixer
could be made from discrete diodes
and transformers .

The crystal-controlled LO is based

220

on one shown in the 1989ARRL Hand-
book.' The 48 MHz LO frequency was
chosen mainly because a 48 MHz crys-
tal was available . For other input fre-
quencies, use an LO frequency that
gives a first IF somewhere in the 5 to
10 MHz range . If you change the first
IF from what is shown here, change
the tuned circuits in the second con-
verter accordingly .

The first converter has an overall
loss of about 11 dB, but this doesn't
seem to affect performance on the HF
bands, where sensitivity is limited by
atmospheric noise .

Second Converter
The second converter consists of a

two-stage tuned 8 .2685 MHz amplifier
as shown in Figure 3 . The stages arc
stagger tuned for the flattest response
over about a 200 kHz bandwidth . I ad-
justed them with a spectrum analyzer
and tracking generator, but a signal
generator can also be used by sweeping,
it across the passband . With the emit-
ters of both stages bypassed, I noted
some instability . It was probably due to

Blue Dot

2468

Mlnicircuits SRA-1
SRA-1 A
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Es opt as md,catod . decimal
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the compact layout . With only the emit-
ter of the first stage bypassed, the am-
plifier is stable with about 23 dB gain .
The second mixer is Mini-Circuits

SRA-1A and again, a similar doubly
balanced mixer could be made from
discrete diodes and transformers .

The VCO is copied from a VFO in the
1989 ARRL Handbooks and modified
for varactor tuning. The tuned circuits
were scaled from their original values
for 5 MHz to tune to 7.8135 MHz . The
varactor is a small one of unknown type
that was on hand. Coarsely adjust fre-
quency by adding or removing turns
from the inductor . Make fine frequency
adjustments by changing the value of
the fixed 24 pF capacitor across the
inductor . A small 5 pF trimmer sets the
final frequency after the VCO shield is
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Input

4 .7 k
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0 .1
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0 .1

0 .1
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1S1588s
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ECB
2SC1815

Except as indicated, decimal
values of capacitance are
in microtarads (IAF) ; others
are in picolarads (pF) ;
resistances are in ohms ;
k = 1,000

Alternate parts

FCZ455: Toko RMC-202313NO (Digi-Key TK1301-ND)
2SC1815 : 2N2222
1SC1588: 1N914

220

Fig 4-Schematic of 455 kHz IF amplifier .

soldered in place . The trimmer has
about a 150 kHz tuning range . After the
coarse frequency was set, the VCO out-
put frequency was measured as a func-
tion of tuning voltage to find the most-
linear part of the tuning curve . In my
prototype, linearity is best for tuning
voltages between 3 and 13 V . Final fre-
quency adjustment was done with the
tune voltage set at 8 V . I then set values
in the scan generator to provide the
optimum tune voltage .

455 kHz IF Amplifier

The 455 kHz IF amplifier is shown
in Figure 4 . It provides enough gain to
bring the output of the second con-
verter up to a suitable level for the
detector . The three stages are syn-

220

Gain
0-

2.2 mH

	

p_

chronously tuned to give good selectiv-
ity. The IF transformers are from a
line of adjustable coils available at
many parts houses in Japan, but other
455 kHz IF transformers should work
satisfactorily . (It might also be pos-
sible to substitute a salvaged 455 kHz
IF strip from an old transistor radio .)
Gain control is accomplished by

diode switching additional resistors in
parallel with the emitter resistors of
each stage . A single-pole, multiposi-
tion rotary switch and a simple diode
matrix increases the gain of each stage
sequentially . I found that any noise
introduced into the emitters from the
switching voltage is amplified and
contaminates the output . This prob-
lem was cured by filtering the control
voltage used to switch the diodes .

1S1588s

To Detector
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Detector
The log detector is based on the

NE604 and is shown in Figure 5 . The
circuit is based on the applications
circuits shown for the NE604 in the
Signetics data book .? The NE604 is a
high-gain device, so take care to use
short leads on bypass capacitors and
minimize feedback paths . A 455 kHz
ceramic filter between the IF stages of
the NE604 helps with selectivity . The
inputs to each stage are loaded with
510 it to improve stability, as recom-
mended by the Signetics data book .

The detector output is taken from the
RSSI output (pin 5) of the NE604 . This
is a current source, terminated in a 100
kQ resistor to give a voltage output of
about 0 .5 V per 10 dB . Signetics warns
that an RSSI output greater than 250
mV with no signal input indicates pos-
sible regeneration or oscillation . After
building the detector, ground the wiper
of the 500 Q vertical-offset potentiom-
eter and measure the RSSI voltage at
pin 5 of the NE604 with a high-imped-
ance voltmeter while the detector input
is disconnected . A voltage of more than
250 mV indicates possible stability
problems in the detector .
An LM10 op amp in a voltage-fol-

lower configuration buffers the NE604
RSSI signal and provides a low-imped-
ance output to drive the display . I chose
the LM10 because it works well at in-
put and output voltages down to its
negative supply. This allows grounding
the IC's negative supply, which elimi-
nates the need for a negative power-
supply voltage. A small, adjustable
positive voltage summed into the LM10
input provides a vertical-offset adjust-
ment to align the trace on the display
with a convenient graticule .
A 6.2 V Zener diode supplies power

to the NE604 .

Scan Generator
The scan generator, shown in Figure

6, provides sweep voltage for the dis-
play and tune voltage for the VCO in
the second converter. The sweep gen-
erator is based on a 555 timer and a
current source consisting of a pair of
PNP transistors . The 555 timer is con-
nected in the usual manner for an
astable multivibrator,s except that the
timing capacitor is charged from the
current source instead of a resistor .
The 0.47 pF timing capacitor is
charged until its voltage trips the
threshold comparator in the 555 at
/a Vcc . When that happens, the timer
trips and discharges the timing capaci-
tor through the 470 S2 resistor until its
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voltage falls below the trigger level of
'/ :1 Vcc. Thus, the voltage across the
timing capacitor oscillates between
'/ :, Vcc and 2/s Vcc. Because the capaci-
tor is charged from a constant current
source, the rising part of this waveform
is a linear sawtooth wave . Its period is
determined by the current source and
the capacitor value . When the timer
trips, the output of the 555 could be
used for blanking the trace if desired .
Vcc for the 555 and current source is
supplied by a 9 V regulator to make the
sweep period and magnitude of the
sweep voltage, independent of varia-
tions in the panadaptor's supply volt-
age. One half of an LM10 op amp am-
plifies and offsets the voltage swing
across the timing capacitor to provide
a 0 to 10 V sweep signal for the display .

The tune voltage for the VCO in the
second converter is provided by a 741
op amp. A portion of the 0 to 10 V
sweep signal (determined by the set-
ting of the SPAN control) is summed
with an adjustable dc voltage (deter-
mined by the setting of the CENTER
FREQUENCY control) and a fixed nega-
tive voltage generated by a second 741
op amp . The result is a sawtooth volt-
age that is adjustable from 0 to 4 V .
The sawtooth is superimposed on a
fixed voltage adjustable from about 4
to 12 V . With the SPAN control set at
maximum, the panadaptor sweeps

455 kHz IF from 1
Second Mixer '' 0 .1 16

T 0 .01

	

510 1

IF Amp GND Limiter Limiter

	

Limiter
Output

	

Input Decoupling Decoupling

IF Amp Decoupling

IF Amp Input

455 kHz Ceramic Filter

~- 10 it o .t

	

0.1

Fig 5-Schematic of detector .

K-1
Z_
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12

	

11

	

10

15

±100 kHz about the center frequency .
The center frequency is adjustable by
about ±100 kHz, but sweep linearity
begins to suffer at the edges .

Because the tuning voltage exceeds
the +12V supply voltage, the output of
a small 9 V dc to dc converter is con-
nected in series with the +12 V supply
to obtain about 20 V, to power the op
amp that supplies the tune voltage .
Another 9 V dc to dc converter supplies
the negative voltages in the scan gen-
erator. These dc to dc converters-
about the size of postage stamps-
were found in a surplus electronics
store . Charge pumps based on the 555
timer or LTC 1144 should work equally
well . The dc to dc converters used here
generate a considerable amount of
electrical noise, and they require input
filters to prevent their noise from con-
taminating the +12 V supply .

Construction
The RF circuits were all built "dead

bug" or "ugly" style on unetched-cop-
per PC stock. This method gives maxi-
mum flexibility in making changes
and experimenting as the circuits are
developed-as well as being an excel-
lent construction method for RF cir-
cuits. The scan generator was built on
perf board . The detector is susceptible
to energy radiated from the LOs, so the
first and second converters were en-

NE 604
Quadrature Input

Limiter
9
-S Not Used

s
-S Not Used



0JmA

c- o
2

O
C,

> c
N

7 7
m O 1

a

n
N

U
Y
I-r + m O

a N

In

p p

	

W
2

C
O

0

p

t
Y
N

-7YY-

Y
m

N

c+~

u

casa`r ac a
O

N

	

I +

Y
NN

N

O
0

C

R
N
LLI
U
0
r

a
O

A

W

Y
O

Fig 6-Schematic of scan generator .

m
>
M

v
O

>
N

O

0
0

P

a

C
E
0
C
>

aD
> w

N m a

alof

	

+ >
O O O

C O

	

> •-N C ~ OO O

	

=
= o

	

r + +

ao

ON

Y

NN

>

OOY Ncfl +

0

+Y
M
Os
e

N

O

c.,

0O

July/Aug 1998 43

IE-~

(I

	

=L
co la

E a,
NO

~

N
N
C

-
O

CL 0

II ca m N
h
v

c
a

O

G N vla
F

u

1

o
e

m
N
a
V

O
Op Om 0

n '^
n c
C Nd

x
W

N

a
1\ E

c
y
m

II
`+ Y



closed in shielding cans . The detector
circuit should probably be enclosed in
a shield can also, but I haven't done
this yet. Short lengths of miniature
50 Q coax interconnect the stages .

Displays

Rather than design a display espe-
cially for the panadaptor, I use a stan-
dard oscilloscope. The panadaptor pro-
vides a horizontal sweep voltage of 0 to
10 V and a vertical output of 0 to 5 V .

Receiver Interface
The panadaptor should connect to

the receiver at a point right after the
first mixer and before any narrow-
band filters . Some receivers and
transceivers have a built in connector
for a panadaptor. I found that the
panadaptor output on my ICOM 720A
was about 40 dB below the input sig-
nals from the antenna, even with the
transceiver's preamp on . Figure 7
shows a FET buffer circuit that I con-
structed on a piece of PC board and
placed inside the transceiver . This cir-
cuit presents a high impedance to the
radio's mixer and provides a 50 Q out-
put for the panadaptor's input . The
bandwidth of the tuned circuit is sev-
eral megahertz . Change the values if
you use other IF frequencies .

Performance and Use
The panadaptor has enough sensi-

tivity to show atmospheric noise on
the HF bands. For strong signals, such
as international short-wave broad-
casts, set the gain to minimum. On the
amateur bands, set the gain to me-
dium or maximum for good results . I
find that leaving SCAN set to maxi-
mum (about ±100 kHz) gives a good
view of the band in the general vicin-
ity of the listening frequency . It's easy
to spot signals as they come on the air,
and you can recognize different types
of modulation with a little practice .
It's also interesting to watch occa-
sional signals sweep across the band .
When there's a signal on the screen,

a false response occurs at the begin-
ning of each sweep, probably because
the detector responds to signals
during sweep retrace. Blanking the
screen during retrace and for a short
period as each sweep begins would
eliminate this response, but it is not
worth the effort for this application .

Future Improvements
All projects have room for improve-

ment: The Signetics data book leads me
to believe that the RSSI output of the
NE604 has more dynamic range than I
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Except as indicated, decimal
values of capacitance are
in microfarads (1iF) ; others
are in picofarads (pF) ;
resistances are in ohms ;
k = 1,000

Fig 7-Schematic of receiver mixer buffer .

have observed . More work could opti-
mize the signal levels and gain distri-
bution around the detector for better
log fidelity and more dynamic range .

I didn't spend a lot of time optimiz-
ing the VCO . It should be possible to
get a wider, more-linear tuning range .
On the VHF bands, there is much less

atmospheric noise than at HF . It would
be good to add a low-noise preamp to the
panadaptor input, before the input
band-pass filter . That would be some-
thing like one of the dual-gate FET
preamps in common use on 6 meters .
Because it runs from +12 V, the

panadaptor is well suited for portable
work, but it requires a display that
also runs from +12 V . One might con-
struct a converter for use with a ras-
ter-scan display, such as a cheap video
monitor or portable TV set . Comput-
ers also offer display possibilities . A
desktop, notebook or palm-top PC run-
ning an oscilloscope program could
easily serve as a display .

Notes
'Louis Hutton, WOROF, "The Electronic Eye-

ball," QST, Jan 1959, pp 37-40 .

100

Alternate Parts :

FCZ50: Toko BTKXNS-T1049Z
(Digi-Key TK1409-ND)

2Albert Helfrick, K2BLA, "A Simple Spectrum
Analyzer," RF Design, Jan 1988, p 35 .

3 David Tomanek, "Inexpensive Spectrum
Analyzer IF Uses Switchable Filtering," RF
Design, Jun 1995, p 72 .

4 Mini Circuits Labs, PO Box 350166, Brook-
lyn, NY 11235-0003; tel 718-934-4500,
417-335-5935, fax 718-332-4661 ; URL
http://www.minicircuits .com/ .

5The 1989 ARRL Handbook, p 31-18 .
6 The 1989 ARRL Handbook, p 10-8 .
7 RF Communications Data Handbook,

Signetics Co, 1990 .
8 Bob Marshall, WB6FOC, "Operational

Characteristics of the 555 Timer," Ham
Radio, Mar 1979, p 32 .
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State College in 1967 and MSEE from
the University of California at Berkeley
in 1973. He then joined Hewlett-
Packard as an R & D engineer . He' has
done precision analog design on in icro-
wave synthesizers and network analyz-
ers. He is currently a Project Manager
working on microwave test svstenis at
Hewlett-Packard's Custom Solution
Center in Tokyo, Japan . LJLJ



This classic circuit is ofen overlooked by builders.
Come see how it works and why it belongs in your repertoire.

T he twin-T is an RC frequency-
selective network whose output
has a null and zero phase shift

at only one frequency . The twin-T is
a three-terminal network with one
input, one output, and one common
terminal . As a result, it may be
more conveniently used than a Wien
bridge, which is the more common
frequency-selective RC network . Also,
the twin-T has a null, while the
Wienbridge must have a separate re-
sistive branch to complete the bridge
and provide the null . Theoretically the
output of the twin-T can be zero . The
rate of change of phase shift with fre-
quency at the null and the depth of the
null is dependent on the tolerances of
resistors and capacitors used in the
network. While a rigorous analysis of
the twin-T is rather complex, a quali-
tative description sheds some light on
the "whys" and "bows" of component

8040 E Tranquil Blvd
Prescott Valley, AZ 86314

The Twin T
Filter

By Parker R . Cope, W2GOM/7

selection . The appendix calculates
how the null is developed and gives a
feel for the sensitivity to component
tolerances .
The classical twin-T is shown in

Fig 1A. The twin-T has two branches,
one provides a low-pass phase-lag
characteristic, while the other pro-
vides a high-pass phase-lead charac-
teristic. When the magnitudes of the
signals from the lagging branch and
the leading branch are equal and their
phases are opposite ( 180° apart), the
two signals cancel and the phase shift
through the network is zero . In Fig 1B,
the branch with R1, R2 and C3 pro-
vides the phase-lagging signal, while
the branch with C1, C2 and R3 pro-
vides the phase-leading signal .
The null frequency of the twin-T is

determined by two equations :

0)()

	

I0 ,_

( RI +R2)R3 •C I •C 2

	

(Eq lA)

and

(C I +C2)
Cl .C2 •C3eR1 •R 2

(Eq 1B)

The null condition as a function of
component parameters is :

Rl .R2eR3 (CI+C2)
Rl+R2

	

C3

	

=N

	

(Eq 2)

N is a real (not imaginary) number
that may vary from 0 to oo, but the op-
timum value is N = 1 . When N = 1, the
phase shift for a given change in fre-
quency is maximum .
From Eg2,when RI=R2=RandCI

= C2 = C, then R3 = R/(2N) and C3 =
2C/N. When N = l, R3 = R/2 and C3 =
2C, but if N is chosen to be '/,, RI = R2
= R3 and Cl = C2 = C3 . When N = '/,
the rate of phase change with fre-
quency is 6'Y lower than when N = 1,
but it has the advantage of equal-
value components . In any case, the
null occurs at :

N

	

N0) ( T= R ,
C

, or lo = ,
r<RC

In the optimum twin-T (N = 1(, R1 =
R2 = R, R3 = R/2, C1=C2=C, and C3
= 2C. At null, fo = '/ttRC and R = jX(, .
The two branches are shown separated
in Fig 2 with the normalized values of

(Eq 3)
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R and -jX ( , shown . The lagging branch at null is shown in
Fig 2A and the leading branch in Fig 2B . Appendix A cal-
culates the lagging current in R2 at null to be
10 .353 x E 1x/RIL-45°, or 0 .249 j0 .249 Q and the leading
current in C2 branch at null to be I0 .353/X ( .IL+135", or
-0.249 +jO .249 i2. The current in the output is the sum of
the lagging-branch current and the leading-branch current :
I„ Ur =[0.249-,jO .249]+[-0.249+ j0 .248]=0+ j0

The twin-T can be used as a band-stop filter or-with an
appropriate amplifier-a band-pass filter, or as the reso-
nator in an RC oscillator . The frequency response of a band-
pass frequency-selective amplifier is essentially the in-
verse of the rejection-network response . Fig 3 shows a
simple single-stage frequency-selective amplifier . The
amplifier has negative feedback provided through the
twin-T; at the null, there is no negative feedback and the
output is maximum . Off the null, where twin-T attenua-
tion is small, the negative feedback is large, and the gain
is low . In any amplifier with feedback, attention to the rate
of change of total phase shift and gain is important . The
high-frequency response of the amplifier used in a fre-
quency-selective application can be neglected, but the low-
frequency response is extremely important. The constants
of the coupling network-Cc and R 4 in Fig 3-must. b e
chosen so that the cutoff frequency is much less than the
null frequency of the twin-T. Enough so that additive phase
shifts cannot cause the amplifier to oscillate . Conservative
design criteria set the -3 dB-response frequency of the cou-
pling network at approximately 0 .1 of the twin-T network
null frequency. That is, RgC ( , = 10/(27tf1) ), and the added
phase shift is about 10° .

For any application, the basic twin-T has a major short-
coming in that its Q is fixed at 0 .25. This limitation can be
overcome by introducing positive feedback . Fig 4 shows a
band-stop filter with positive feedback . Fig 4C shows a sim-
plified configuration with the requirement that R1 of the
twin-T is very much greater than (1- K)R . Q can be increased
by selecting a positive value of K near, but less than, unity :

I

	

I
Q= 4 ( i K) orK=1- 4(Q)

For example, if a band-stop filter is required to have a
center frequency of 1000 Hz and a 3 dB bandwidth, (i ; 3dB , of
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(A)

(Eq 4)

(B)

100 Hz, its Q must he 10 (Q= I / ji ., ii ;1 . From Eq 4, a Q of
10 requires a positive feedback of 0 .975, K = 1 - (1 / 40) . In
Fig 4, assume KR = 1000 12 and ( I - K) R = 25 .6 Q. With
standard 1 %-tolerance resistors, (1 - K) R = 25 .5 t. and
KR = 1000 i2 . With these nominal values, K = 0 .975 and
Q = 10 .05 . Of course, if (1 - K) R and KR are parts of a po-
tentiometer, Q can he varied .

The values used in the twin-T are calculated using Eq 3 .
For example, if 120 Hz is to be rejected, and C1 and C2 are
chosen to be 2200 pF, R1 and R2 are calculated to be
602 kil . Tight tolerances are more readily obtained in small
values of capacity, while precision resistors with 1% toler-
ances are more readily available, 1% RN60s are available
to 1 M12. Therefore, C is chosen to be as small as practical
and the resistors calculated for the frequency . Capacitors
with ±5% tolerance are available, although they may not
be normally stocked . For example, 5%-tolerance, 2200 pF
units are available for C1 and C2, and two are connected in
parallel for C3 . The nearest standard resistors are 604 kit
for R1 and R2, 301 kit for R3 .

The simplified version in Fig 4C can use a source follower
for the buffer amplifier as shown in Fig 5, but with limited
Q enhancement . R g provides the gate de return and its value
is not critical . The gate impedance can certainly meet the
open-circuit requirements for the twin-T load, but the volt-
age gain of the source follower limits the maximum gains
that can be realized .

The voltage gain, K, of the source follower is often as-
sumed to be unity, even though it is always less than one .
The voltage gain of a source follower is expressed as :

K g,., •R h

	

(Eq 5).
g . •R k +1

Where g 1., is the forward transcon-ductance of the JFET
given in Eq 10, and Rk is the source resistance . The 2N5457
JFET data sheet shows that the gate/source voltage Vu,, is
2.5 V when drain current I n is 0.1 mA . In Designing with
Field Effect Transistors, ) Evans gives the basic interrela-
tionships of JFET parameters as :

/ , -V,,

	

n
S

1 1) - 1 i)ss
Vol(

'Notes appear on page 48 .

Fig 1-The classical twin-T notch filter . (A) The twin-T has a null in the output . (B)
The twin-T is comprised of two branches .

R1 = R

(B)

)I~

R3 = R/2

(Eq 6)

Fig 2-The twin-T has two branches : (A)
lagging branch (B) leading branch .



Evans states : "Some texts indicate a
value of 3/2 for n ; however, experimen-
tal measurements on a number of N-
channel geometries indicate the expo-
nent, n, is close to 2 ."

Taking n = 2, Eq 6 can be rearranged
to solve for Vg, and V„ff:
V's

	

lu

	

(Eq 7)
V"rt

V (,s = V01 I -

V,ff =

EIN

V,

(A)

(Eq 8)

III `

	

(Eq 9)

I DSS

21, E

	

VIDIDSS

	

(Eq 10)
V,, - V,,rr

	

V„rr

Where ID = drain current for the
particular value of Vg , .
IDSS = drain current when V , is

zero .
Vg , = gate to source voltage .
V( , ff = gate voltage required to reduce

I I) to 1 pA, essentially zero .
g f" = the forward transconductance ;
the change in I D for a change in Vg,,

Al l)
AVp
Given ID , IDSS and Vg,, Voff can be

calculated using Eq 9. With V„ff
known, g f, can be calculated using Eq
10 . For the 2N5457 with I F) = 0.1 mA
and Vk , = 2.5 V, V,,ff calculates to be
3 .06 V, and g f,=3.57x10 -4.The2 .5V
V., can be developed across an R k of
25 kIl, and the gain, K, f ,of the source
follower will be about 0 .9. The maxi-
mum Q then is 2 .5 .

Higher values ofgain K can be gener-
ated with the amplifier shown in
Fig 6A. The JFET, a 2N5457, directly
drives the base of a 2N3906 PNP tran-
sistor . The PNP multiplies the drain

EOUT

current of the JFET and consequently
multiplies the effective g 1., . The mini-
mum hF•F; ofa 2N3906 is specified as 100
to 300 at 10 mA, so the collector current
is 100 x I r) to 300 x I I) . Since transcon-
ductance is defined as the change in
output current for a change in input
voltage, the effective transconductance
is multiplied by h F. K . For I D = 0.1 mA,
the g f, of 3 .57 x 10-4 is multiplied by
h F. F . When h i . K = 100, the effective g f , is
3 .57 x 10-2 . The 2 .5 V Vk , is developed
by 10 mA of collector current in an R k

of 250 S2. The voltage gain is still 0 .9,
but a resistor RC can be placed between
the collector and source to produce a
gain greater than one . The gain, A,
from the JFET gate to the PNP collec-
tor can be expressed as :

A, - K,, f I + RC
RK

When K, f = 0.9, RC = 33 Sl and
R k = 250 Q, A~= 1 .02. A potentiometer
between the collector and ground can
vary the Q of the twin-T from 0 .25 to
infinity .
The twin-T can be used in a fre-

+VCc

Fig 3-A frequency-selective amplifier has a peak at the twin-T null .

(8)

quency-selective band-pass amplifier
as shown in Fig 6B . The open-loop
amplifier must fulfill the following
requirements :

• The band-pass characteristic must
be essentially flat across the fre-
quency range in which the selected
frequency will lie .

• The amplifier must be essentially
linear. The twin-T provides negative
feedback around the amplifier . Low
attenuation provides strong negative
feedback for frequencies outside the
notch, while frequencies within the
notch are attenuated and produce no
negative feedback . The high-frequency
response of the amplifier can be
neglected, but the low-frequency re-
sponse is extremely important . The
constants of the coupling network, C 1,
and R~, must be chosen so that the net-
work phase shift at the null frequency
is very small and adds little to the over-
all phase shift at the null frequency . A
conservative design would set the cou-
pling circuit's cutoff frequency at ap-
proximately 0 .1 of the null frequency .
Then the phase lead introduced by the

(C)

Fig 4-The Q of the twin-T is increased with positive feedback . (A) block diagram, (B) circuit realization, (C) simplified
configuration with the requirement that R1 of the twin-T is very much greater than (1 - K)R .
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= 0 .01 µF

f o = 800 Hz
R1, R2 = 200 k0
C1, C2 = 1000 pF
R3= 100kO= 200k0
C3 = 2000 pF



coupling network at the null frequency
would be approximately 10° .
The do from the gate can return to

ground through the low-pass branch of
the twin-T. In Fig 6B, the signal is
shown introduced into the source of the
amplifier to prevent the signal source
from loading the twin-T . If the signal
were introduced at the input of the
twin-T, the signal would be coupled to
the output through C 1 . . The signal can
be introduced to the JFET's source
through an emitter follower . The out-
put impedance of an emitter follower is
low, and it has negligible effects on the
amplifier's ac characteristics, although
it does affect the source bias .
The twin-T can be used as the resona-

tor in an oscillator. In the frequency-
selective amplifier the gain and phase
shift are selected to avoid oscillation . In
an oscillator, these characteristics are
chosen to support oscillation . The
ARRL Handbook shows an example .-'
For frequencies outside the notch, there
is negative feedback, but the phase
shift changes at the null, the feedback
is positive and oscillations can build up .
In the notch filter shown in Fig 4B, the
circuit oscillates when K > 1 . Unless
steps are taken to limit the voltage
swing, the amplifier will be driven into
cutoff or saturation, and its output will
be a square wave . If the output is taken
from that of the twin-T, however, most
harmonics are attenuated, and the
waveform will be reasonably clean . The
oscillator shown in Fig 7 uses two back-
to-back diodes to limit the peak twin-T
input to about 0 .6 V, 1.2 Vr,_ R . The fil-
tered output can then be taken from the
relatively low JFET source impedance .
Be aware that the output loading can
change the effective value of the source-
to-ground impedance and, conse-
quently, the gain of the amplifier .

The twin-T is a convenient RC filter,
in some respects more convenient
than the Wien bridge, because the T
is a three-terminal circuit . Unfortu-
nately, we must simultaneously vary
the values of either three resistors or
three capacitors to change the T null
frequency, whereas the Wien bridge
frequency depends on only two compo-
nent values .

It is difficult to tune filters that use
inductors (for example the bridged-T)
to low or audio frequencies . Those fil-
ters also have relatively poor frequency
stability; they are large, and their com-
ponents are difficult to procure . For all
of its disadvantages, the twin-T is a
valuable filter that should be in any
serious experimenter's bag of tricks .
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EIN

E 1N

1N4148 V

Fig 5-0 of the twin-T is limited by source-follower gain .

Fig 6-A simple amplifier provides positive feedback for high Q . (A) noninverting
amplifier, (B) complete amplifier .

f o = 1000 Hz

1000 pF

A 2000 pF `

Notes
'Arthur D . Evans, Ed ., Designing with Field-

Effect Transistors, (New York : McGraw-
Hill, 1981, 1990) .

2Paul Danzer, N111, Ed ., The ARRL Hand-
book for Radio Amateurs, 75th edition
(Newington : ARRL, 1997) p 26.19. ARRL
publications are available from your local
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Fig 7-Diodes limit the voltages in a low-distortion oscillator .
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ARRL dealer or directly from ARRL . Mail
orders to Pub Sales Dept, ARRL, 225 Main
St, Newington, CT 06111-1494 . You can
call us toll-free at tel 888-277-5289 ; fax
your order to 860-594-0303 ; or send e-mail
to pubsales@arrl .or g . Check out the full
ARRL publications line on the World Wide
Web at h ttp://www .arrl.org/catalog .



Appendix
The current in the output of the twin-T is the sum of the currents from the phase

lagging and leading branches. In Fig A, the impedances, voltages and currents
are shown for a null condition . At null, Rl = R2 = R, and -jXC3 =-j0.5 R . At null,
the output voltage is zero, and the lagging circuit can be redrawn as Fig Al . The
current in R2 is the output current of the lagging branch . Since R2 = R the cur-
rent in R2 is 11 (11 = El/R) . The voltage across R2 is also the voltage across the
admittance Yl (R2 in parallel with -jXC3) :

The leading branch is treated in a similar fashion . Figs A1 C and A1 D apply .

E2

12= E2

	

0.353/+45°
=0.353/+135°

-XC3

	

1/90°
=-0.249+ jO .249

	

(Eq A8)

11+12=0.249-0.249-j0.249+[-0.249+j0.2491=0+ jO

Fig A1-The equivalent circuits in the
twin-T that produce a null at the
output . m

Y1=G+j/3=1+j2=2.236/+63.43° (EgAl)

Z1= Y1 =0 .447/-63.42=0.2- j0.4 (Eq A2)

El Z1

	

Z1 Z1
E,N ZT 1+0.2- jO .4 1 .265/-18.43°

0 .447/-63.43°
=0.353/-45°

(Eq A3)

1 .265Z-18.43'

11=R =0.353/-45°=0.249-j-0.249 (EgA4)

The current, 12, in C2 is jXC2 -

Y2=G+ j/3=2+ jl=2 .236/+26.56° (Eq A5)

Z2=Y2 =0.447/-26.56°=0.4- jO .2 (Eq A6)

E2 _ Z2 _ Z2

	

Z2
E,N ZT 0.4- jl .2 1 .2652-71 .56°

0.447/-26.56° =0.353/+45°
(Eq A7)

1 .265/-71 .56°



W ith the sunspot cycle just
leaving its theoretical mini-
mum, the low bands are still

experiencing unprecedented popular-
ity. For several years, I have been us-
ing tree-supported wire antennas on
80, 40 and 20 meters with gratifying
results . The total cost of a three-wire
antenna farm suspended from high
pine trees can be kept under $500
(including tree climber's fees!) . Yet
with no towers, rotors, aluminum
tubes, traps, or coax I managed 219
countries confirmed on 40 meters with
800 W and a casual operating style
over the past four years . This repre-
sents impressive "bang for the buck ."
Furthermore, I accomplished this
from California, where only five DXCC
countries lie within 2000 miles!

Since moving to North Carolina, I've
wanted to explore improving the
multiband performance ofa center-fed
wire antenna. In particular, I've

8122 Reynard Road
Chapel Hill, NC 27516
e-mail rzavrel@vnet .ibm.com
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Multiple- Octave
Bidirectional Wire Antennas

This simple, straight-line antenna works
across three harmonically related bands .

By Robert Zavrel Jr, W7SX

wanted to achieve a bidirectional pat-
tern on multiple bands, developing as
much gain as possible by using the
greatest possible wire length on each
band. It is very convenient to know
that a given antenna's performance
will be optimum for Europe/ZL or
South America/JA on several bands .
Dipoles using traps can provide

multiband bidirectional operation
with the added advantage of normal-
ized feed-point impedances on mul-
tiple bands . However, trap dipoles are
more expensive, heavier and provide
no more gain than a dipole on any band
of operation. Traps are associated
with losses and can have problems
dealing with high-power operation .
Furthermore, coax-fed trap dipoles
typically have narrow low-SWR band-
widths .
Although the feed-point impedance

varies widely, a simple center-fed wire
antenna exhibits a bidirectional pat-
tern over 1.25 octave, if the wire is cut
as a half-wave dipole on the lowest
operating frequency . For example, an
80 meter dipole will function as a two-

element collinear on 40 meters and an
extended double Zepp on 34 meters,
which is just a bit too low for the 30
meter band. So, you get only two bands
from this antenna . The use of open-
wire feeders and an antenna tunerr
solves the matching problem and
leaves the entire antenna length ac-
tive on all bands, with associated gain
increases . I wanted to operate over
two octaves (80, 40, 30 and 20 m),
however, and achieve some gain over
a dipole on the three higher bands .
I also wanted to keep the design
simple, lightweight, inexpensive and
QRO friendly . (As an aside, it is often
desirable to shorten the length of the
wire on the lowest operating fre-
quency with little or no sacrifice in
performance .)
As the length of a center-fed k/2 di-

pole increases, the broadside gain also
increases. A 1a, center-fed dipole is
also referred to as a "two element col-
linear" or "two half-waves in phase ."
The two-element collinear has a free-

'Notes appear on page 52 .



r	T>`/4 ® 20m

A Solution : End-Shorted Stubs
Start with a 20 meter extended

double Zepp (an 80 foot center-fed
wire) for maximum broadside gain
from a single wire. Add 2u/4 stubs for
20 meters (=17 feet long) to the ends
and short the stubs' outer ends as
shown in Fig 1 . The stubs can be con-
structed from nearly any open-wire
line, but keep the high voltages asso-
ciated with QRO operation in mind . I
have had no problem using 450 S2 lad-
der line while running up to 1 .5 kW on
all bands .
The stubs at the ends of this an-

tenna perform two functions : First
they are 20 meter traps that can
handle high power, have very low
losses, are lightweight and inexpen-
sive . Second, they provide linear end
loading on 80, 40 and 30 meters . The
antenna gain ranges from 0 dBd on
80 meters to 3 .1 dBd on 20 meters .
Figs 2, 3 and 4 show the radiation

patterns for a 114 foot version of the
antenna at a height of 80 feet, over

40'

	

40'
- -5?/4 ® 20m5T/4 ® 20m

Freq = 3.75 MHz

180'

Outer Ring = 0 .77 dBi
Max Gain = 0 .77 dBi

0

0

-~'4 0 0 Ladder Line

Ladder Line to Tuner
(any length)

Fig 1-An illustration of W7SX's end, linear loaded dipole for 80, 40 and 20 meters .

space gain of about 2 dBd . Maximum
broadside gain from a simple center-
fed wire occurs when the total length
of the wire is 1 .25 X . This is the
"extended double Zepp" with a free
space gain a little over 3 dBd . By way
of comparison, a two-element Yagi has
a free-space gain of about 5 dBd . Mak-
ing the wire longer still, the broadside
gain begins to decrease and the pat-
tern gradually splits into four major
lobes, off the broadside axis instead of
the two-lobe-on-axis pattern of the
shorter antennas .

average ground .' On 30 meters the
pattern has several major lobes, re-
sembling a clover leaf . If 114 feet is too
long, the antenna can be shortened to
about 100 feet (keep the stubs at 17
feet) with a loss of about 1 dBd on 20

90

Gain : 0 .77 dBi
Angle : 90 deg

F/Side : 11 .75 dB
Bmwidth : 84 deg
-3dB : 48, 132 deg
Slobe : 0 .77 dBi
Angle : 270 deg
F/Slobe : 0 .00 dB

270

17'
X/4 ® 20m

Azimuth Plot
Elevation Angle = 15 .0 deg

Fig 2-Azimuth plot (15° elevation) for the multioctave antenna at 3 .75 MHz . (see
Note 2 for modeling details) .

meters, but little effect on 40 and
80 meters . A 40 through 10 meter ver-
sion is also in use, with 8 .5 foot stubs
and a total length of 57 feet .
I use two 114 foot antennas with

orientations for Europe/ZL and South
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Freq = 7 .15 MHz

180

180
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90

I

Gain : 8.16 dBi
Angle : 90 deg
F/Side : 28 .29 dB
Bmwidth : 52 deg
-3Db : 64, 116 deg
Slobe : 8 .16 dBi
Angle : 270 deg
F/Slobe : 0 .00 dB

Outer Ring = 8 .16 dBi
Max Gain = 8 .16 dBi

Freq = 14 .175 MHz

270

90

Fig 3-Azimuth plot (15° elevation) for the multioctave antenna at 7 .15 MHz (see
Note 2 for modeling details) .

Outer Ring = 9 .75 dBi
Max Gain = 9 .75 dBi

270

Azimuth Plot
Elevation Angle = 15 .0 deg

Gain : 9 .75 dBi
Angle : 90 deg
F/Side : 24 .88 dB
Bmwidth : 38 deg
-3d8 : 72, 110 deg
Slobe : 9 .75 dBi
Angle : 270 deg
F/Slobe : 0 .00 dB

0

Azimuth Plot
Elevation Angle = 15 .0 deg

Fig 4-Azimuth plot (15° elevation) for the multioctave antenna at 14 .175 MHz (see
Note 2 for modeling details) .

America/JA. The 57 foot antenna is
broadside to the east and west . This
combination of antennas provides full-
azimuth coverage on 80 meters, a
slight north/south null on 40 meters
and several nulls on 20 meters . My
primary DX target areas are well cov-
ered, however .

Construction
There are many possible construc-

tion techniques for this antenna . I used
2x3xVi/-inch-thick Plexiglas plates for
the five connection points along the
antenna. I drilled holes in the plates
that are just large enough to pass the
antenna and stub wires; this provides
some strain relief. The ladder line is
fastened to the faces of the Plexiglas
plates with '/4 inch nylon nuts and
bolts . Each bolt passes through the
center of the ladder line's plastic web
insulator and the Plexiglas . The non-
conducting nuts and bolts help prevent
arcing across the line .

I don't climb trees! I prefer to have
an eyebolt secured to the tree trunk as
high as the climber feels safe . The
eyebolt holds a pulley, which holds the
rope . [Editors note : By making the line
twice as long-running from ground
level to the block and back to form a
continuous halyard-the upper end of
the line cann be retrieved from ground
level just in case the antenna wire or
one of the insulators breaks!] The rope
connects to the end of the antenna and
35 pound counterweights . 3 Keep the
114 foot antenna nearly horizontal .
(The going rate for tree climbers is
about $40 per tree .)

Conclusion
This very simple, lightweight, inex-

pensive bidirectional antenna solu-
tion permits operation on 80 through
20 meters or 40 through 10 meters .
These antennas have proven them-
selves well .

References
1 "Up Front in QST," OST, April 1995, p 11 .
2 Figures 2, 3 and 4 were modeled on
EZNEC 1 .0 for presentation here on the
standard ARRL antenna grid . The maxi-
mum gains and general shapes conform
well to the author's plots, while the nulls
are somewhat (about 6 dB, maximum)
deeper than on the plots shown here . The
models use high accuracy modeling over
average (0 .005 S/m, e = 13) ground. You
can download the EZNEC description files
from the ARRL "Hiram" BBS (tel 860-594-
0306), or the ARRL Internet ftp site :
oak.oakland .edu (in the pub/hamradio/
arrl/qex directory) . In either case, look for
the file ZAVREL .ZIP .

3"Technical Correspondence," QST, March
1992, p 84 .
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Designing Band-pass Filters
I've been asked to provide a little

more detail about how one actually
designs RF circuits. I'll attempt to
describe how to design a 6 meter
band-pass filter . I like to show actual
circuits one can build, so I decided to
let the bandwidth vary, while keeping
the parts similar . A more theoretical
presentation might fix the bandwidth
and let the parts values fall where
they may-even though those parts
might not be available .

Perhaps the toughest step in design-
ing LC band-pass filters is determin-

1 Notes appear on page 56 .

225 Main St
Newington, CT 06111-1494
e-mail zlau@arrl .org

RF

By Zack Lau, W1VT

ing the inductor values, particularly
in terms of the Q (quality factor) of
what is available . It . may be necessary
to measure the value-I've not located
or derived useful equations for calcu-
lating Q values of toroidal inductors,
which are quite popular in modern
designs . The self-shielding nature of
toroids makes them much more
convenient than solenoidal home-
brew air-core inductors .

It can be rather time consuming to
make your own shielded boxes ; even
though they can be made cheaply out of
surplus double-sided, copper-clad cir-
cuit board. Commercial inductors
mounted in little metal cans are conve-
nient, but they seldom have enough Q
for anything but casual applications . At
50 MHz, the Q is typically around 80 .
The Q of the coils in little metal cans is

proportional to frequency-it is even
worse at lower frequencies . In contrast,
the Q of toroidal inductors can be quite
good at HF (often over 300), while the
best I've seen at 6 meters is around 170 .
The Q, more accurately the unloaded

Q of the inductor, often sets a limit on
how narrow you can make a band-pass
filter without incurring excessive loss .
While the capacitor loss also plays a
factor, it may be small enough to be
ignored in the initial design . Capacitor
Qs around 1000 aren't unusual for high-
quality silver-mica capacitors . Porce-
lain-chip capacitors have even higher
Qs: A Q of 31,000 is estimated for a 470
pF chip capacitor at 3 .5 MHz. For low-
loss receiving circuits, you often want
the ratio of unloaded to loaded Qs to be
around 18, while a factor of five is often
acceptable in transmitting applica-
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tions. These are just rules of thumb-in
practice a designer will carefully model
the filter with lossy components and see
how the resultant filter affects actual
system performance .

Solid State Design describes a
simple method for measuring inductor
Q . 1 If you have a computer program
like Amateur Radio Designer, you can
get even better measurements by cor-
recting for the inaccuracy created by
the test fixture . If you do the calcula-
tions by hand, I'd be inclined to skip
the extra work, since the error usually
isn't a problem if the Q is slightly un-
derestimated-it rarely takes much
work to add loss to a circuit .
A good source of measured values

appears in the book QRP Power-it in-
cludes a "RF" column I wrote with five
pages of toroidal-inductor measure-
ments . 2 Another source is the Arnidon
Tech Data Handbook,:; which has
graphs of Q versus frequency .
After winding many inductors, I

found that eight turns of #22 or #24
enameled wire on a T-50-10 offers de-
cent performance at 50 MHz . I typically
achieved a Q around 170, though a
sample on an old T-50-10 core had a Q
of 140. Further investigation may yield
better inductors, but this seemed like a
reasonably good combination . The
worse-than-HF results are easy to ex-
plain-materials with lower perme-
abilities require more turns that result
in more copper loss, while materials
with higher permeabilities have too
much core loss to produce high-quality
coils . However, low loss isn't everything
in a narrow-band filter. You also need
to consider temperature stability . This
is why I didn't consider using ferrite
material-a typical temperature coeffi-
cient is 0 .1574 / C' . Thus, over a 20`
temperature variation, one might ex-

54 (SEX

pect the inductance to vary by 3% . This
is considerable for a LC filtering hav-
ing a 3°k bandwidth . In contrast, #10
iron-powder toroidal inductors typi-
cally vary by just 0 .3 1%f over the same
temperature range, a factor small
enough to safely ignore .

I also looked at what happens if you
squeeze the turns together, rather
than distribute the turns evenly over
the core .

Thus, you can squeeze the turns to-
gether to get more inductance without

Photo A-A 6 meter band-pass filter using compressed toroidal windings for
tuning .

L2

C3 -1' 33

SM^

t
	 (p)J2

150C4
SM

Fig 1-50-MHz band-pass filter with 1 .5 dB insertion loss : -1 dB BW 4 MHz; -3 dB
BW 5 MHz. All capacitor values are in pF .
J1, J2-Your favorite coaxial squeezing turns together (see text) .
connectors Amateur Radio Designer simulation
L1, L2-8 turns #22 or #24 enameled indicates a nominal value of 340 nH .
wire on T-50-10 iron-powder toroidal The 0 is approximately 170 at 50 MHz .
core. Inductance value is tweaked by

adversely affecting Q . Ifyou have a fre-
quency-sweep setup to test filter per-
formance, it is a simple matter to
squeeze and separate turns for best
performance. (See Photo A .) A filter
like that in Fig 1 might work well . I
typically choose the value of the cou-
pling capacitor, C .,,, F ,, first . It has the
most effect on bandwidth . Then I de-
sign the capacitive divider, an imped-
ance transformer, to efficiently match
the filter to 50 S2 loads . There are usu-
ally several possible designs, each with
a different amount of passband ripple .
I like to keep the ripple to less than 1
dB within an amateur passband . On
the other hand, it may be worthwhile
to let the ripple of a multiband filter

(A)

I
rL
(8)

Fig 2-A is a T network to lightly couple
circuits with practical capacitors .
Circuit (B) simulates the low coupling of
circuit (A) .

Core covered Apparent Q
(%) Inductance (pH)
25 0 .46 172
50 0.34 171
75 0.31 168
90 0.30 167



rise to several decibels, if the peaks
conveniently coincide with amateur
bands. For narrow-bandwidth circuits,
like many single-band RF filters, C, o „
can become quite small . Wes Hayward
suggests using a network of three ca-
pacitors to effectively obtain small,
nonstandard values, as shown in Fig 2 .
The two circuits aren't interchange-
able; circuit 2B loads the resonant cir-
cuit with more capacitance . It requires
a bit of redesign to go from one to the
other. Alternatively, you could choose
a standard value like 1 or 2 pF and vary
the inductors and matching circuitry .
This works better if you have more flex-
ibility with the inductor value . Air-core
inductors are much better, in this re-
gard, than toroids .

When choosing small standard-value
capacitors, it is important to consider
the available component tolerances .
While you may be able to obtain small
values, the variation may be too great
to assure repeatable designs without
hand selecting components . This might
be used to your advantage-a big bag of
capacitors may provide a sufficient
range to design filters requiring a num-

J1

ii

i

C
C3

m

her of different but closely spaced val-
ues . Such a custom design might be
difficult to reproduce, but it could yield
that high-performance filter you need
to complete a one-of-a-kind design . Of
course, a bag of capacitors purchased
for such a purpose will often yield a
batch of virtually identical values,
while someone hoping to get those iden-
tical capacitors for a batch of QRP kits
will get the ones you wanted .
Creating a good design that uses

standard values may be a little too
challenging . It may make more sense
to add a pair of tuning capacitors, as
shown in Fig 3 . This results in a lot
more design flexibility and makes cir-
cuit alignment with a fixed-frequency
signal generator much easier . Cost is a
disadvantage here : Cheap variable ca-
pacitors tend to degrade performance .
For example, ceramic trimmer capaci-
tors may have a Q of only 300, which
may significantly degrade the Q of the
resonant circuits . I've minimized loss
by making the trimmers as small as
practical ; yet trimmers that are too
small may have insufficient range for
circuit tuning. Expensive air-variable

L C4 J2

Fig 3-50-MHz band-pass filter with 2 .5 dB insertion loss : -1 dB BW 1 .2 MHz ; -3 dB
BW 1 .6 MHz . All capacitor values are in pF .
L1, L2-8 turns #22 or #24 enameled

	

trimmer capacitors . Sprague Goodman
wire on T-50-10 iron-powder toroidal

	

GYC65000. Digi-Key SG3009. Specified
core . 0.30 µH with a Q of 170 at 50 MHz

	

Q of 1000 minimum at 1 MHz .
C4, C5-4.5 to 65 pF polypropylene-film

J2

Fig 4-50 MHz band-pass filter with 2 .9 dB insertion loss : -1 dB BW 1 MHz ; -3 dB
BW 1 .6 MHz . All capacitor values are in pF .

C2, C3-4 to 20 pF. Sprague-Goodman

	

wire on T-50-10 iron-powder toroidal
GKG20011 . Rated minimum 0 of 300 at

	

core. Tap 1 turn above ground . 0.30 µH
10 MHz. Digi-Key SG1003-ND

	

with a 0 of 170 at 50 MHz .
L1, L2-8 turns #22 or #24 enameled

capacitors have much higher Qs, some-
times as high as 5000, but they may not
be practical for low-cost amateur
projects . The latest Newark catalog
lists prices for some Johanson air-vari-
able trimmers in excess of $10 . An-
other problem with cheap trimmers is
their susceptibility to mechanical
movement: They might not be suitable
for circuits used in mobile applica-
tions . One of the better deals is the
Johnson T6-5, a leaded part designed
for PC-board mounting . It has a Q of
2000 at 1 MHz .
You may need to consider how the

filter interacts with the rest of the cir-
cuit. What does the filter do with the
unwanted signals? For instance, the
circuit of Fig 1 presents high impedance
to low-frequency signals outside its
passband. Suppose you were terminat-
ing a frequency multiplier that works
much better with a low-impedance ter-
mination . A much better alternative
might be the circuit of Fig 4, which uses
a tapped inductor for impedance match-
ing. In addition, while active circuits
like MMICs like to see open circuits
that don't interfere with dc bias, diode
circuits often require a ground return .
An elegant design eliminates extra cou-
pling capacitors and RF chokes .

A disadvantage of the circuit of Fig 4
is that it is difficult to precisely model
the tap point . A tapped-inductor model
isn't always available, so it may be nec-
essary to improvise an approximation .
One possibility is an ideal transformer
and an inductor, as shown in Fig 5 . With
low-permeability-core inductors the
turns ratio is apt to be a little bit higher
than predicted by an ideal model . It
may be necessary to iterate a few times
between measured and modeled cir-

(A)

(B)

Figure 5-Modeling a tapped inductor
with a transformer and inductor .
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cuits to get an excellent design .
The next challenge is building the

circuit. High-Q resonant circuits re-
quire low-loss connections to work
properly. It's not quite so obvious that
the ground leads are just as important
as the "hot" leads-after all, just as
much current flows out of an inductor
as into the inductor . It helps to strap
the resonating capacitors directly
across their associated inductors . It
may also help to mount the inductors
orthogonal to each other, to minimize
coupling between them. The coupling
can help in some cases . The most com-
mon error with toroids is improperly
counting turns-people forget to count
that first turn . The ARRL Handbook
has details . Finally, toroids can be
wound in two different senses, as show
in Photo B. Winding them in different
senses helps when trying to mount
them in a symmetrical layout . This
may also explain why your friend's tor-
oids drop neatly into a circuit board,
while you can't get your board to look
as neat .

Before building the circuit, you must
also decide which parts should be ad-
justable . For casual applications, like
the low-power stages of simple trans-
mitters, the ability to peak each reso-
nator for maximum output is often ad-
equate . The loss will vary a bit, but a
good design will accommodate small
variations . Thus, tweaking the induc-
tor winding spread or adjusting the
capacitors for resonance are typically
good enough . For more critical applica-
tions-such as the input filters of sen-
sitive receivers-you want to adjust
the coupling between the two resona-
tors . The losses of the filter can vary
considerably when dealing with low
coupling values, such as 1 or 2 pF-
tolerances as high as 50% aren't un-
usual . For mobile and portable appli-
cations, where resistance to vibration
is important, I'd try a couple different
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Photo B-Toroid cores wound in opposite senses .

capacitors and select the best one . The
T-network idea might also work well ;
because the center capacitor is
grounded, it is a convenient place to put
a variable capacitor . Most trimmer ca-
pacitors allow you to ground the rotat-
ing element, so your screwdriver is
close to ground potential when you
adjust the trimmer . This significantly
reduces the interaction between the
screwdriver and your circuit. The
bandwidth will vary a little with input
and output coupling tolerances, but
this is less critical because the capaci-
tors are larger and the variation less .

For very critical circuits (like band-
pass filters that determine a response
of a spectrum analyzer), it makes sense
to use a technique that properly sets the
coupling between the filter sections .
For example, the Dishal technique is
described on page 241 of Solid State
Design . It is very attractive for those
with access to tracking generators and
spectrum analyzers to just tweak stuff
until it looks right . This is more effec-
tive with network analyzers that let you
look at the return loss and transmission
coefficient simultaneously .
While most of the design work is

done with computer programs such as
the ARRL's Amateur Radio Designers
and the companion software to Wes

Hayward's Introduction to RF De-
sign, , it is by no means a necessity . It
is also possible to do serious work us-
ing the tables in the Handbook of Fil-
ter Synthesis, by Anatol I . Zverev . 6 Its
price tag is also rather serious-$192
the last time I looked .
Notes
~D. DeMaw, W1FB, and W . Hayward, W7ZOI,
Solid-State Design for the Radio Amateur
(Newington: ARRL, 1986), Order No . 0402,
page 240 . ARRL publications are available
from your local ARRL dealer or directly from
ARRL . Mail orders to Pub Sales Dept,
ARRL, 225 Main St, Newington, CT 06111-
1494. You can call us toll-free at tel 888-
277-5289 ; fax your order to 860-594-0303 ;
or send e-mail to pubsales@arrl .org .
Check out the full ARRL publications line on
the World Wide Web at http://www .arrl
.org/catalog .

2 J . Kleinman, N1BKE, and Z . Lau, W1VT,
editors, QRP Power (Newington : ARRL,
1996), ARRL Order No . 5617 . See Note A
for ordering information .

3 Bytemark Corporation, 7714 Trent St,
Orlando, FL 32807 ; tel 800-679-3184,
407-673-3184, fax 407-673-2083 ; h ttp ://
bytemark.com/amidon /

4Amateur Radio Designer ( Newington :
ARRL) Order No . 6796 . See Note 1 for
ordering information .

SW . Hayward, W7ZOI, Introduction to RF De-
sign (Newington: ARRL, 1994), Order No .
4920 . See Note 1 for ordering information .

6A . I . Zverev, Handbook of Filter Synthesis
(New York: Wiley, 1967) .
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Central States VHF Conference
The 32nd annual Central States

VHF Conference will be held in
Kansas City, Missouri, on July 24-25,
1998. The conference will be held at
the Adam's Mark Hotel, next to the
Kansas City Sports Complex . Techni-
cal presentations for advanced and be-
ginning operators interested in weak-
signal modes of communication on the
VHF and UHF bands, antenna-gain
and noise-figure measuring contests
will be featured . A wide range of ac-
tivities is planned for hams, their fam-
ily members and friends . For more
information contact Denise, AJOE, or
Tom, KOTLM (e-mail aj0e@juno.com
or kOtlm@juno .com) . For hotel reser-
vations, call 1-800-444-ADAM .

Microwave Update '98
This year's Microwave Update con-

ference will take place on October 15-
18, 1998, in Estes Park, Colorado

Key Contacts
Bill McCaa, KORZ, Conference Coor-

dinator and Registrations, PO
Box 3214, Boulder, CO 80307-
3214 ; tel 303-441-3069 ; e-mail
WMccaa@aol.com

John Anderson, WD4MUO, Program
and Proceedings Coordinator,
3592 Ridge Rd, Nederland, CO
80466 ; tel 303-258-3711 ; e-mail
wd4muo@webaccess.net

Don Nelson, NOUGY, Web page and
Prize Coordinator, 3495 Longwood
Ave, Boulder, CO 80303 ; tel
303-499-4990 ; e-mail nOugy@
worldnet.att.net

Conference Schedule
Thursday, October 15, 1998 : 8 AM-

5 PM, Surplus Tour (informal) ;
6 PM-Midnight, registration and
informal get together .

Friday, October 16, 1998 : 8:30 AM
5 PM, speaker presentations and

Upcoming Technical
Conferences

miscellaneous activities . 7 PM-
12 AM, equipment swap, noise fig-
ure and impedance measurements .

Saturday, October 17, 1998 : 8 :30 AM-
4 PM, speaker presentations and
miscellaneous activities . 6-9 PM,
Conference Banquet and close .

Sunday, October 18, 1998 : No formal
conference activities .

Hotel Registration
The room rate for the conference is

$75 per night for single or double occu-
pancy. A block of rooms has been set
aside for conference attendees. Please
register early with both the hotel and
Microwave Update, so that we can
increase the reservation block if
necessary . Contact the Holiday Inn
Resort to make reservations : Holiday
Inn Resort, PO Box 1468, Estes Park,
CO 80517 ; tel 1-800-803-7837 or 970-
586-2333 .

Call for Papers
Almost any paper dealing with tech-

nical, operating, editorial, humor, etc,
aspects of Amateur Radio microwave
communications . Paper deadline :
Camera-ready hard copy must be re-
ceived by September 4, 1998 . Contact
John, WD4MUO, if you wish to
present a paper or contribute a paper
to the Proceedings .

Surplus Tour
J. B . Saunders (electronic parts),
Boulder

Western Test Systems (instru-
ments), Broomfield

OEM (electronic parts), Colorado
Springs

K & K (junk), Commerce City
C & M (scrap metal), Denver
Gateway Electronics (electronic
parts), Denver

HRO (ham store), Denver
Tech America (electronic parts),
Denver

T & H (electronic store), Ft Collins
Science & Technology (electronic
parts and instruments), Longmont

Eagle Electronics (electronic parts),
Longmont

Door Prizes and Auction
In addition to the usual and valuable

donations that are made by many of the
attendees and supporting commercial
firms, we hope to have a surprise or two .

Points of Interest
Estes Park is adjacent to the Rocky

Mountain National Park. The park en-
trances are nominally 4-5 miles west of
the hotel . In the fall, the major added
attractions in the park are bugling elk .
The Holiday Inn Resort is located

within walking distance (0.5 miles) of
downtown Estes Park . Estes Park is a
resort/recreational town with a rich
variety of boutiques . Within several
blocks of the hotel, there is a strip mall
with a major grocery store and typical
related stores .

Amateur Radio Papers
at URSI 1999?

I am looking for people who would be
interested in presenting papers at an
URSI Commission-F session . URSI is
an international professional radio-sci-
ence organization, and Commission F is
primarily interested in VHF, UHF and
microwave radio propagation issues .
This covers any Amateur Radio fre-
quency greater than 50 MHz . The ama-
teur community has had a lot of experi-
ence with anomalous propagation, and
I would like to see some of this experi-
ence presented in professional circles .
Professionals are beginning to recog-
nize the contribution of Amateur Radio .
The URSI Bolder meeting is sched-

uled for January 4-8, 1999 in Bolder,
Colorado. Abstracts should be due
some time around September 19, 1998 .
(Based on last year's deadline .) Ab-
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stracts are one-page descriptions of the
presentation .
For more information, please contact
Dr. Dennis G. Sweeney, WA4LPR, Re-
search Assistant Professor, Center for
Wireless Telecommunications Depart-
ment of Electrical Engineering, Vir-
ginia Tech, Blacksburg, VA 24061-
0111 ; tel 540-231-2653, fax 540- 231-
3004 ; e-mail dsweeney@ vt.edu, URL
www.cwt .vt.edu

24th Eastern VHF/UHF Confer-
ence
The 24th Eastern VHF/UHF Con-

ference will take place August 21-23,
1998 at the Harley Hotel in Enfield,
Connecticut . The event is sponsored
by the Eastern VHF/UHF Society and
the North East Weak Signal Group
(ARRL affiliated) . The committee has
worked diligently to provide an excel-
lent, full program this year. They've
improved our conference by carefully
evaluating the critiques we received
last year .
Speakers are coming from New Eng-

land and as far south as Maryland .
We'll have a technical laboratory that
will operate during most of the confer-
ence. We encourage attendees to bring
a project or test equipment to debug or
tune with some of the newer test equip-
ment. Watch the experts at work!
Gerry Rodski, K3MKZ, of SSB Elec-

tronic USA returns to manage the
preamp noise-figure measurement
workshop (50 MHz to 10 GHz) . Joe
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Reisert, W1JR, will again manage
the antenna-gain-measurement range
(222 MHz and higher, entrants receive
a hardcopy plot of the results) . This is
a great opportunity to check out your
preamps and antennas! The VHF-SHF
Trivia Quiz will be hosted by Ernie
Gray, W1MRQ .

We will also have a manufacturers'
presentation session at the end, Ama-
teur Radio manufacturers and dis-
tributors contact Bruce Wood, N2LIV,
if interested . Bruce also needs nomi-
nations for the Tom Kirby award .
Registration includes entry for

drawings and an ARRL published Pro-
ceedings book with the event schedule
and many interesting articles. Regis-
trants will receive their copies on ar-
rival at the conference .

Call for Papers
The Proceedings Editor (Bruce Wood,

see "Contacts" below) must receive all
articles by July 1, 1998 . Last years'
Proceedings includes articles about
operating, antennas, equipment de-
sign, interfacing and testing . This was
made possible only by the generosity of
VHFers who share their knowledge
with other VHFers. Please contact
Bruce if you'd like to contribute this
year. Articles must be camera-ready
with one-inch borders . Separate photos
and text, and enclose a page layout .

Accommodations
Harley Hotel, 1 Bright Meadow Blvd

(off SR 5), Enfield, CT 06082 ; tel 800-
321-2323, 860-741-2211. Call for res-
ervations; mention the Eastern VHF-
UHF Conference for $59 overnight
rates . Alternative dining is available
nearby .

Contacts
Conference Chairman and Proceedings

Editor : Bruce Wood, N2LIV, 3
Maple Glen Ln, Nesconset, NY
11767-1711 ; tel 516-225-9400 (w),
516-265-1015 (h) ; e-mail bdwood
@erols.com

Swap and Sell Information: Mark
Casey, NILZC, 303 Main St,
Hampden, MA 01036 ; tel 413-566-
2445 ; e-mail map@map.com

Official Web page : http ://uhavax
.hartford.edu/-newsvhf; e-mail
bdwood@erols.com

A Note to Conference Planners
QEX is prepared two months prior

to the first month on its cover . (This
July/August issue was prepared in
May.) That means that press releases
for events (or event deadlines, as in
calls for papers) in August needed to
reach the QEX Managing Editor in the
first half of May, four months prior to
the event. Send your press release (if'
by mail, include a 3'/ .2-inch PC or Mac
disk, with the file in Word fbr Windows
or ASCII format) to Bob Schetgen,
KU7G, QEX Managing Editor, 225
Main St, Newington, CT 06111 ; e-mail
qex@arrl .org .
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Letters to the Editor
Discontinued Part
for "The Belittler"
0 I am sorry that the ZN416E IC is no
longer manufactured by GEC-Plessey .
After submitting the article,' I re-
ceived the latest catalog from DC
Electronics and found it was not listed
by them anymore. Perhaps there are
some elsewhere .
Perhaps the more-available ZN414s

could be used and followed by micro-
or mini-power amplifiers . The LM10
might be one prospect, as it is rated to
work well at 1 .1 V .
At any rate, I hope the article in-

spires more tinkerers like me . It's not
difficult to build if a modular, build-
ing-block approach is used-William
Latta, Jr, 7309 Greenlawn Rd, Louis-
ville, KY 40222

1 B . Latta, N4LH, "The Belittler," QEX, Nov
1997, pp 22-24 .

QEX Improvements,
and the Ionosphere
0 I'm watching the exciting improve-
ments in QEX. The articles are more
varied, more interesting and instruc-
tive to me . Rudy, I still remember
your great talks at Powercon, you re-
ally captured the minds of the audi-
ence . It is fun to see you doing it again
through this publication .
I sure wish I knew more about

propagation. I enjoyed the article by
Eric Nichols . 2 However, I have never
heard an actual theory of how "one
way" propagation could occur until
now . Nevertheless, I still don't see
how the tilted ionosphere could do it .
Maybe I'm missing something, but the
way I see it, if I want to QSO single
hop (to make it simple) to, say, Kan-
sas, then if the ionosphere tilts so that
it is lower near me, then the reflection
point moves closer to me than halfway
to Kansas . This results in the angle of
incidence still being equal to the angle
of reflection . Turning it around, if we
assume that the angle of incidence is
always equal to the angle of reflection,
then the point of reflection has to
move closer to me so that the begin-
ning is at Reno and the end is at Kan-
sas. Therefore, there is no difference
in the critical angle with direction of
propagation . And hence, no explana-
tion for theory of "one way" skip .

Cheers, Bill Avery, K6GNX, 2900 Fan-
tasy Ln, Sparks, NV 89436 ; e-mail
bavery@telemetry .com
Dear Bill :

I'm glad to see someone's on their
toes! Because of space limitations, 1
didn't give the full explanation of the
ionosphere-tilt business . It's well worth
a whole article in itself What you say,
Bill, is absolutely true if we assume
both parties are aiming at the same
general location on the ionosphere. In
real life, however, we generallyaimour
beams more or less horizontally. In this
case, the party beneath the "lower end"
of the ionosphere will he receiving the
signal front a very high angle . (This is
confirmed when, under these condi-
tions, you can saving your Yagi 360'
around the azimuth and see no change
in received signal strength!) Going the
other way (say front Alaska, where the
ionosphere is low, to the Midwest,
where the ionosphere is high) we can
essentially "miss" the ionosphere alto-
gether . . .we're basically shooting paral-
lel to the thing .
Another assumption is that the

angle of incidence is equal to the angle
of reflection. This is not necessarily a
valid assumption when you have a
magnetic field parallel to the direction
of radiation, as it is over Fairbanks! I
was remiss in neglecting the magnetic,
hence asymmetrical, aspects of the
ionosphere at high latitudes . 'Nother
subject in itself Ilzope this helps some .
Thanks for the feedback! Sincerely,
Eric P. Nichols, KL7AJ, PO Box
56235, North Pole, AK 99701; e-mail
enichols@gci .com
Additional note to all :

This tilted ionosphere also explains
why many DXers "up here" have dis-
covered NVIRs (near-vertical-incident
radiators) to be very effective DX an-
tennas. An NVIR is the last thing you
want ifyou're trying to work DX front
a "normal" place-Eric Nichols,
KL7AJ
Eric :
I am happy . Multiplying the angular

response of the ionosphere with the
H-plane radiation pattern of the Yagi
would explain why there is less gain on
one end than the other . Nevertheless,
when combining the total of all factors,
end to end, I still don't get any differ-

ence in path loss, A to B or B to A . I
don't know anything about how the
magnetic field affects the propagation
of a plane wave parallel to a steady
magnetic field . My uninformed guess
would be nothing. Is there some inter-
action between the wave and the ions
that is direction dependent? And then,
if so, has different attenuation for two
waves whose propagation vectors dif-
fer only in sign? If these are time-con-
suming questions, please just point me
to some common text . I have several
books from which I have difficulty ex-
tracting practical data, like Davies,
Boithias and others . If there is one
that you find instructive, please let me
know . Thanks for your quick response
too! Cheers, Bill Avery, K6GNX
No problem . I live for this!Also, I hope
I made it sufficiently clear in my ar-
ticle that we don't come close to know-
ing it all . I just wanted to whet people's
appetites, and let them know that not
all is business as usual "up there"!
However, one-way propagation is well
beyond the stage of mere hypothesis .
It's a reproducible phenomenon in
plasma chambers, and there's plenty of
evidence that we're seeing the same
thing in nature. Eric Nichols, KL7AJ
2E. Nichols, KL7AJ, "How the Ionosphere
REALLY Works ." QEX, Mar/Apr 1998,
pp 37-40 .

Q of Shielded Loop Antennas
0 I am writing to provide some infor-
mation I have not previously pub-
lished regarding shielded receiving
loop antennas .

The use of electrostatic shields to
maintain balance in a receiving loop
antenna is a common technique . Over
the years I have seen various pub-
lished designs, with a few that have
shown the shield in the form of chan-
nel or trough (one side open), while
others have shown a complete enclo-
sure. I have never seen an explana-
tion of the effects of the different
configurations .

While building a loop for some per-
sonal experiments a few years ago I
had a chance to make some measure-
ments with laboratory equipment on
the Q of the loop . The loop had two
configurations as shown in Fig 1 . The
loop conductor was #12 THHN insu-
lated electrical wire .
The measurement instrument was

a Hewlett-Packard 4342A Q-meter .
This instrument has a basic Q accu-
racy of approximately' 7`%% . Please
note that in order to resonate the loop
below 2 MHz it was necessary to par-
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Open Configuration

Material : 0.062" Double Sided G10 Board with
Both Copper Sides Electrically Connected .

r # 12 Wire

4 Turn Loop

0.25"-^'

	

Two Saw Cuts to Copper
Inside and Outside on All Surfaces

A

Center
Line

Output
Terminals

10 .5"

13 .5"

Cross Section of Arms

Fig 1-Details of the small loop antenna described in N1DM's letter .
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Fig 2-Measured Qs for open and closed shielding of a small loop antenna
described in N1DM's letter .
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allel the loop with a 150 pF mica cap .
This cap would represent a Q of
approximately 1200 at these frequen-
cies. So, for points at 2 MHz and be-
low in the figure, the values plotted
are approximately 10%h low . The induc-
tance of the loop is 13 ph at 2 .52 MHz .

If you look at the figure you will see
that the Q is in excess of 135 for the
channel (open-sided) shield . If the loop
is perfect (no proximity effect from
multiple turns, etc ) and we calculate
unloaded Q, it will vary from 540 at
1 .8 MHz to 1070 at 7 MHz. So the
numbers we are seeing with the shield
are reasonable .
When you close the shield around

all four sides, the Q decreases to be-
tween 54(% and 89 11- of the open
(three-sided) values . This would have
a measurable effect on the loop band-
width, SNR and efficiency. This
trade-off has to be weighed against
the particular application .

For those using loops for VLF appli-
cations, I had a chance to measure Q
at 100 kHz . In the open configuration
the Q was 26 ; the closed configuration
showed a Q of 9 . (This was measured
using a Hewlett-Packard 4274A LCR
meter) .

I hope this information will spark
further experimentation in this
area.-Domeni.c M. Mallozzi, N1DM,
168 Speen St, Natick, MA 01760-
2557; e-mail DMALLOZZI@
AOL.COM
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