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Go inside the high-performance
homebrew transceiver in Part 2
of the series. K5AM’s article
begins on page 3.
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A Empirically Speaking
We’re seeing a lot of good receiver

articles and discussion lately. This
is encouraging; it’s an area where
both new and old technologies can
enhance the enjoyment and use of
our resources. Elegance in design
implies maximizing performance-to-
cost ratios; receivers are certainly no
exception to this.

The order of the scientific method
—measure, formulate, theorize—
tends to reverse when we are wish-
ing for something better than what
we have. That’s all right as long as
we finally get down to the nitty-
gritty. Let me work it in its normal
direction, though, as I add my two
cents worth.

I find that not all receivers have
very high dynamic range (DR). Fur-
ther, I find those that have it tend to
cost more. Seeking a formula for the
relation between performance and
cost, I make a graph and find it
somehow exponential; at some point,
the cost increases much faster than
the performance. I ask myself
“Why?” and come up with the same
answer as did many QEX correspon-
dents. I see that many receiver sec-
tions must be simultaneously
improved to move up the DR perfor-
mance curve. I conclude it is tougher
than it initially seems.

So the challenge is: Exactly what
new circuits and techniques do you
have that will help us get past the
curve? QEX is the ideal medium for
showing how you broke through.

In This QEX
Mark Mandelkern, K5AM, returns

with the second installment about
his homebrew transceiver. We’ve
had the overview, now it is time to
dive into the subsystem details.
Mark’s 9-MHz IF strip includes his
optimized AGC, “non-crunch” noise
blanker and an RF speech clipper for
maximum intelligibility under diffi-
cult conditions.

Our recent international flavor
continues as Rodney Green,
VK6KRG, contributes the “Bedford”
receiver. This architecture is new as
far as we know. It holds the promise
of flexibility and high performance
for home-brewers and working engi-
neers alike. Check it out.

Paul Wade, W1GHZ, takes a close
look at phasing effects in parabolic
dish feeds and explains the concept
of “phase center.” It’s surprising
what variations in gain and beam-
width are produced with small
changes in feed location. Why not
get that extra decibel or more? P3D
proponents take note.

Brad Brannon, N4RGI, brings the
perspective of an ADC designer into
our discussion of receiver topologies.
He focuses on dynamic-range issues
facing those of us using DSP to reduce
the cost and complexity of equipment.
The advantages and limitations of
state-of-the-art data-acquisition tech-
niques are thoroughly examined. Brad
puts it all together by defining a set of
realistic performance expectations
that foretell the immediate future of
digital-radio strategies. Thanks to
EDN and Michael Markowitz for re-
print permission.

Peter Martinez, G3PLX, examines
another use for those extremely nar-
row (25 mHz!) DSP filters: mapping
of propagation media with “doppler-
grams.” Here is a field of research
open to amateurs that can now be ex-
plored with minimal investment in
equipment. Many thanks to RadCom
and our RSGB friends once again.

Grant Bingeman, KM5KG, looks
at antenna performance from a dif-
ferent viewpoint: underground.
Parker Cope, W2GOM/7, has some
notes on current regulators along
with some circuit examples. In his
“RF” column, Zack builds a low-
loss impedance transformer for
450:50 Ω.—73, Doug Smith, KF6DX;
kf6dx@arrl.org

http://www.arrl.org/qex/
mailto:qex@arrl.org
mailto:kf6dx@arrl.org
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Let’s begin our look inside this transceiver with
the IF board. It contains the IF amplifier, AGC,

noise-blanker and RF speech clipper circuits.

By Mark Mandelkern, K5AM

5259 Singer Rd
Las Cruces, NM 88005
k5am@roadrunner.com

A High-Performance
Homebrew Transceiver: Part 2

1Notes appear on page 8.

Part 1 gave a general description of
the K5AM homebrew transceiver,
built for serious DX work and

contest operating.1 This article gives
complete circuit details for the IF board.
While obtaining gain at 9 MHz is routine,
care is taken to ensure optimal AGC
performance, non-crunch noise blanking
and QRM-piercing transmit audio.

The IF board in any radio is perhaps
its most crucial component. While the
other parts of the radio are certainly
important, converting to the IF—and
later to audio—are essentially trans-

lation functions. The IF board must
provide most of the gain; it must
control this gain automatically and
smoothly, provide all of the selectivity,
blank out noise and also process the
transmitted signals.

IF-Board Features
The IF board is shown in Fig 1. Relay-

switching of the SSB and CW filters
avoids diode-generated distortion.
This also reduces “blow-by,” resulting
in high ultimate attenuation. Sharp
filters are used near the IF amplifier’s
output, as well as at the input. This
improves the signal-to-noise ratio.

Other features include:
• A high-performance, no-pop, no-

click, hang-AGC circuit2

• A non-crunching noise blanker3

• A sensitive integrating squelch cir-
cuit (see Reference 2)

• RF speech clipping for transmitted
SSB with a punch

• Special operating features (discussed
in Part 1)

The Circuit
A general description of the IF board

has been given in Part 1. The IF board
consists of the IF amplifier, noise
blanker and AGC section. The block
diagram in Fig 2 shows the arrange-
ment of the three sections as well as
the individual stages of the IF amp-
lifier. An explanation of the terminal
designations is given in Table 1. The
attenuator pads at the input and
output of each crystal filter provide
proper out-of-band terminations,

mailto:k5am@roadrunner.com
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reduce distortion and improve the
skirt and ultimate selectivity. The
9-dB pad before the second SSB filter
compensates for the additional loss of
the CW filter, and assures proper
performance of the RF speech clipper
(see below). Fig 3 shows the IF-
amplifier schematic diagram. The
various control lines are provided by
the logic board.

RF Speech Clipper
A general description of the RF

speech clipper, including microphone
calibration and operating instruc-
tions, was given in Part 1. The clipper
has three sections. The DSB amplifier,
Q8, controls the amount of RF clipping
by adjusting the input level to the IF
amplifier, using the CLIPPING control
on the front panel. When receiving, or
when transmitting in the carrier
modes (CW, AM, FM), the DSB
amplifier (Q8), the clipping meter
amplifier (Q9) and the SSB output
buffer (Q10) are disabled by control
line βSSB. The clipper proper consists
of the two diodes in the drain circuit of
Q4. The third section of the RF speech-
clipping system provides metering on
the front panel. It consists of amplifier
Q9 and two op amps; see Figs 2 and 5.
Clipping-meter amplifier Q9 parallels
Q4, with a detector at the output
rather than clipping diodes. This
detector provides an output that
tracks the amount of conduction in the
clipping diodes. The detector output is
amplified by a peak-indicating circuit,
shown in Fig 5, and displayed on meter
M1. The peak-indicating circuit gives
the operator true indications of RF
speech clipping level.

One special element in the clipper
circuit is crucial for proper perform-
ance. Credit for it is due to Robert
Sherwood, NC0B, and it was commun-
icated to me by Paul Kollar, W8CXS.
This crucial element is the isolation
between the clipping diodes and the
following SSB filter. Rob conducted
extensive tests on the CX7 clipping
circuit—which had no isolation. He
found that the clipping circuit caused
distortion because it was an inad-
equate termination for the filter. The
necessary isolation may be provided by
either a pad or a buffer stage. In this
circuit, an additional 9-dB pad is
added ahead of the SSB filter. The pad
also conveniently compensates for
the extra loss of the CW filter. The
resultant 12 dB of attenuation
provides a stable load for clipping
stage Q4 as well as proper termination
for the filter.

Noise Blanker
The noise blanker has been

described in Reference 3. When
not in use, the noise blanker is
switched completely out of the signal
path by relay K1, at the input to the IF
amplifier. This avoids any possible
signal degradation by the blanker gate
diodes. The noise-channel gain is set by
the front-panel BLANKER control
through control line δN and the op-amp
circuit shown in Fig 5.

A tap on the noise amplifier provides
a signal to feed an external monitor
scope via the SCOPE (output) jack on
the rear panel. A scope is very useful
for locating nearby power-line noise.
Attempts to locate such noise by
watching the S-meter indication while
rotating the antenna are doomed; the
meter only shows the aggregate noise
peak. A scope, on the other hand, can
be used to determine the direction of
the individual noise sources, since
each noise source tends to have a
distinctive oscillograph signature.

This precise information can then be
relayed to the local power company.

Table 1

Terminals on the diagrams are labeled according to the function of the signal or
control line. The characteristic of each line is indicated by an initial Greek letter,
according to the following scheme:

α alpha Line keyed to ground, such as PTT and Keyline
β beta Control line that switches nominally from +15 to –15 V
δ delta dc control line
ι iota Local oscillator injection voltage for a mixer
ρ rho Rheostat or potentiometer control line
σ sigma Signal
µ mu Control line that switches nominally from 0 to –15 V
φ phi RF voltage obtained from an oscillator

Fig 1—Top view of the IF board in the K5AM homebrew transceiver. Several
shielding-compartment covers have been removed for this photo. The IF amplifier
is at the top, with signals traveling left to right. The noise blanker and AGC
sections are below, on the left and right, respectively. (Photo by Lisa Mandelkern.)

Construction
The general method of construction

was described in Part 1, where the
need for careful shielding and lead
filtering was emphasized. Each power
and control lead to the IF board passes
through a π-section filter (two 10-nF
bypass capacitors and a 1-mH choke)
and a 1-nF feed-through capacitor.

An AGC Update
More experience on the 160-meter

band with extremely weak DX sig-
nals under high-atmospheric-noise
conditions has led to a further AGC
improvement. Under such conditions,
it is best to use zero hang time, in
the FAST mode. The modification is
simple. Look at Fig 8 in Reference 2,
disconnect the Fast Adjust trimmer
from terminal F of the AGC HANG TIME

switch; then connect terminal F to
the collector of the discharge
transistor, Q304.
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In passing signals to and from the
board, it is important to avoid any
signal leakage. Teflon-insulated mini-
ature coax, type RG-178B, facilitates
good connections because it allows
safe use of a soldering iron. Simply
drill a hole (# 51 bit) through the
circuit board, remove the cable’s outer
jacket and solder the braid to both
sides of the board.

The board’s bottom surface is shown
in Fig 6. Each IF  stage is built dead-
bug style on a sub-board mounted
inside its separate compartment.
Power and control leads connect to the
feed-through capacitors on the floor of
the main board. Coax cables run
through the floor and up to the sub-
boards. The AGC sub-board is
constructed using wire-wrap methods
on perf-board.

Alignment
The IF amplifier operates at a gain

of 90 dB overall, between terminals
σ9R and σ9R1. First, the no-signal
AGC line level is set to 2.0 V by the Rx
Gain Adjust trimmer in the AGC
section (see Fig 7 in Reference 2).

Then, with the AGC off, and an input
at σ9R of –100 dBm, adjust the IF Gain
Adjust trimmer at Q7 for an output at
σ9R1 of 200 mV (P-P, –10 dBm).

The output level of the IF amplifier
with the AGC on is set by the AGC
Adjust trimmer (see Fig 6 in Refer-
ence 2). With a –70 dBm signal at
terminal σ9R, adjust the trimmer for
200 mV (P-P) output at terminal σ9R1.

The S-Meter Adjust trimpot, shown
in Fig 9 of Reference 2, sets the full-
scale S-Meter reading at 100 dB above
the AGC threshold. The S-Meter
threshold is the same as the AGC
threshold. The S-Meter is calibrated
directly, from 0 to 100 dB above the

Fig 2—IF board block diagram. This
shows the individual stages of the
9 MHz IF amplifier. The AGC section has
been described in Reference 2, and the
noise blanker in Reference 3. Potentio-
meters labeled in all capital letters are
front panel controls; others are circuit-
board trimmers for internal adjustment.
The transistors shown are all small-
signal, dual-gate, VHF-type MOSFETs,
except Q13, a strong bipolar, and the
small bipolar emitter followers labeled
“EF.” The gain of the Q13 stage
compensates for the additional loss of
the CW filter. The triangles indicate op
amps.  When receiving, the input is at
terminal σ9R; the output is at terminal
σ9R1. For transmitting SSB, the input is
at terminal σ9DSB. For transmitting in
the carrier modes (CW, AM, FM), the
input is at terminal σ9C. Terminal σ9T is
the transmitting output.
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Fig 3—IF amplifier schematic diagram. Each resistor is a 1/4-W carbon-film type. The diodes are all small-signal silicon types,
such as 1N4148. The unlabeled coupling and bypass capacitors are all 10-nF disc ceramic types. Also, each control and power
terminal has a bypass capacitor that is not shown. The trimmer capacitors are 5 to 18-pF miniature ceramic types. The crystal
filters, salvaged from an irreparable CX7, have an impedance of 220 Ω; the attenuators and transformers are designed
accordingly. Potentiometers labeled in all capital letters are front-panel controls; others are circuit-board trimmers for internal
adjustments. Certain other simplifications have been incorporated in this schematic to save space and improve clarity. In the
MOSFET stages, the gate-2 isolation resistors, source resistors and drain-circuit decoupling resistors are all unlabeled; each
is 100 Ω. Note that there is no bypass capacitor directly at gate 2; the resistor serves as a parasitic suppressor, which is more
effective than a ferrite bead. As a further simplification, circuit elements for stages Q2 through Q7 that are identical to those of
the preceding stage are omitted. An obvious exception: The drain circuit of Q5 is the same as that of Q1. Not shown on this
diagram is the additional filtering at each terminal; it is described in the text under “Construction.” The noise blanker was
described in Reference 3; some additional details are given in Fig 4. The AGC section was described in Reference 2; the AGC
amplifier and detector circuits, located in the IF-amplifier section, are shown in Fig 6 of Reference 2. The clipping-level circuit
requires only a single lead to the front panel, and provides a range of –0.6 to +2.0 V for gate 2 of Q8; this allows a 25-dB gain
variation. The tuned circuits at the inputs to stages Q1 and Q5 provide a voltage gain. On the other hand, the inductors in all
the drain circuits are untuned, and function simply as chokes. The R/T line disables Q5 through Q7 during transmission; it
switches from 0 to –15 V. The squelch circuit (part of the AGC section) disables Q7 by control line βSQ. The
1-µF capacitor in this muting circuit is a monolithic ceramic type.

K1—Low-loss, high-isolation RF DIP
relay; DPDT, 12-V dc. Omron #G5Y-
254P-DC12; Digi-Key #Z704 (Digi-Key
Corp, tel 800-344-4539, 218-681-6674,
fax 218-681-3380; www.digikey.com).

K2-K6—Low-loss, high-isolation RF DIP
relay; SPDT, 12-V dc. Omron #G5Y-1-
DC12; Digi-Key #Z724.

L1—0.7 µH, 15 turns #26 enameled wire
on a T-37-6 powdered-iron toroidal core.

L2-L8—14 µH, 16 turns #26 enameled
wire on an FT-37-61 ferrite toroidal core.
L2 and L6 are tapped 4 turns from the
cold end.

Q1-Q10—Small-signal VHF-type dual-
gate MOSFET. Type 3N140 is used here,
but any similar type may be substituted.

Type NTE 221 is available from Hosfelt
Electronics Inc, tel 800-524-6464, 740-
264-6464, fax 800-524-5414, fax 740-264-
5414.

Q11-Q12—2N2222A.

Q13—2N5109.

T1-T3—8 bifilar turns #26 enameled wire
on an FT-37-61 ferrite toroidal core.

http://www.digikey.com
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Fig 4—Noise blanker schematic diagram
(partial). The schematic for the main
portion of the blanker is shown in Fig 5
of Reference 3; this diagram completes
it. To correlate the two diagrams,
augment Fig 5 in Reference 3 by
labeling the terminals σ9B1 (upper left),
σ9N1 (lower left) and σ9B2 (right). Also,
label the transformers T1 to T3, left to
right. For general notes on the
schematic, refer to the caption for Fig 3.
Noise pulses, from the tunable noise
channel on the RF board, enter the
blanker section at terminal σ9N. Signals
(with noise) enter at terminal σ9B and
leave (noise-free!) at terminal σ9B2. The
blanker is switched on by control line
βN; the noise-amplifier gain is set by
control line δN. The 25-kHz bandwidth
filter is salvaged from an irreparable
CX7; it has an impedance of 3200 Ω,
and the matching inductors are
designed accordingly. There is a similar
filter in the noise-channel amplifier on
the RF board. These filters have poor
ultimate attenuation; thus the noise
amplifier here uses four tuned circuits
to narrow the response.

obtain desired coupling; two turns used
here. Alternatively, cover a 1-inch piece
of #16 bare wire with Teflon-sleeving
and wrap #24 bare wire completely over
a 1/2-inch length of the Teflon. Adjust by
sliding the Teflon, with wrapping,
partially off the larger wire. The result is
a homebrew piston trimmer.

L1-L6—14 µH, 16 turns #26 enameled
wire on an FT-37-61 ferrite toroidal core.
Taps from the cold end: L1, L4, L6, 2
turns; L5, 4 turns.

The following refer to Fig 5 in Reference
3, as indicated at the beginning of this
caption.

T1—8 bifilar turns #26 enameled wire on
an FT-37-61 ferrite toroidal core.

T2-T3—Tapped winding, 12 bifilar turns
#26 enameled wire over full core length
of an FT-37-61 ferrite toroidal core.
Untapped winding, 24 turns #26
enameled wire over the full length of the
first winding.

C1—Fractional-pF “gimmick” capacitor.
Two 1-inch pieces of wire, one #18 with
Teflon sleeving, one #22, bare. Twist to
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AGC threshold. The AGC threshold at
terminal σ9R is –100 dBm. The
threshold is –110 dBm at the 40-MHz
input on the RF board, and nominally
–130 dBm at the antenna. The MDS
(bandwidth = 2 kHz) at terminal σ9R
is –116 dBm. The MDS at 40 MHz is
–126 dBm, and nominally –138 dBm
at the antenna.

Setting the Clip-Meter Threshold
trimmer requires a means of precisely
determining the point at which clipping
begins. This is done with a dual-trace
scope by monitoring the IF amplifier
signal level at the input to Q4, and at
the transmit-output terminal, σ9T.
With the front-panel CLIPPING control
set to minimum, the two-tone audio test
oscillator and MIKE controls are set to
obtain 1 dB of compression at the
output; the Clip Meter Threshold
trimmer is then adjusted for a 10%
meter indication. The CLIPPING control
is now advanced to obtain a 20-dB
increase at the input to Q4, and the Clip
Meter Adjust trimmer in the control
section, Fig 5, is adjusted for a full-scale
indication. Finally, a meter calibration
chart is made, so the operator may
select a desired degree of RF com-
pression. For normal use, 3 dB is
adequate and pleasant sounding. For
extreme conditions, 10 dB may be used
effectively.

When transmitting, the DSB input
level at terminal σ9DSB is nominally
200 mV P-P; the carrier input level at
terminal σ9C is 500 mV P-P. The SSB
Level and CW Level trimmers are
adjusted to obtain 200 mV P-P output
at terminal σ9T. The AGC sub-board
reduces the gate-2 voltage of the
MOSFETS to about 1.2 V during each
transmission; this can be varied as
required by a trimmer in the AGC
section (see Fig 7 in Reference 2).

Summary
This article gives a complete de-

scription of the 9-MHz IF board in a
high-performance homebrew trans-
ceiver. The board is designed for opti-
mal performance; it includes sharp
filters for SSB and CW, a high-perfor-
mance hang-AGC circuit, a non-
crunching noise blanker and a power-
fully effective RF speech clipper.

References
1. M. Mandelkern, K5AM, “A High-Perfor-

mance Homebrew Transceiver: Part 1,”
QEX, March/April 1999, pp 16-24.

2. M. Mandelkern, K5AM, “A High-Perfor-
mance AGC System for Home-Brew
Transceivers,” QEX, Oct 1995, pp 12-22.

3. M. Mandelkern, K5AM, “Evasive Noise
Blanking,” QEX, Aug 1993, pp 3-6.

Fig 5—Control-section schematic diagram. Each op amp is one section of an
LM324N, powered from the ±15-V rails. The 1-µF capacitor in the peak-hold circuit
is a monolithic ceramic type. The blanker gain circuit, requiring only a single lead
to the front panel, provides a range of –3 to +2 V for the gate-2 leads of the noise-
amplifier MOSFETs. The circuit also disables the noise amplifier when not in use,
by means of control line βN. For general notes on the schematic, refer to the
caption for Fig 3. This control section occupies a portion of the AGC sub-board.

Fig 6—Bottom view of the IF board. Effective filters are installed at each terminal,
and coax cables are soldered directly to the double-sided circuit board (see text).
To minimize connector troubles, the board is hard-wired to the radio; a 12 inch
long bundle of wires and cables allows the board to be easily lifted and serviced.
The IF amplifier has unusually high gain, and operates at an unusually low signal
input level. This is done as a gain-distribution method to achieve high dynamic
range. The stages ahead of the sharp SSB and CW crystal filters can operate at
relatively low gain and are not easily overloaded. The stages after the filters are
shielded from signals outside the filter passband. The high gain of the IF amplifier
makes it vulnerable to stability problems. The low signal input level makes it
vulnerable to entrance of BFO energy. These vulnerabilities create the necessity
for exceptional filtering and shielding of the IF strip and account for the large
number of RF chokes, bypass capacitors and feed-through capacitors on the
bottom of this board. The careful filtering and shielding also contributes to the
effective ultimate attenuation of the filters. (Photo by Lisa Mandelkern.)
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Look at this new Australian receiver design. It
offers continuously variable bandwidth

and very great dynamic range.

By Rodney Green, VK6KRG

106 Rosebery St
Bedford, Western Australia, 6052
Australia
rodney@barrettcommunications.com.au

The Bedford Receiver:
A New Approach

1Notes appear on page 23.

This new receiver is neither di-
rect-conversion nor superhet-
erodyne, but uses both phasing

and heterodyne techniques in a
unique design embodying the follow-
ing features:
• High dynamic range1

• Continuously variable selectivity
from 600 Hz to 3 kHz

• Filtering shape factors from 1.5 at
600 Hz to 1.1 at 3 kHz

• Phasing techniques replace filters to
eliminate ringing

• No specialized test equipment is re-
quired for set up

• The bandwidth can be counted di-
rectly on a frequency counter

Basic Receiver Operation
The text below assumes the reader

is familiar with the phasing method of

receiving single sideband. If you are
unfamiliar with the subject, refer to
The ARRL Handbook, where the sub-
ject is discussed in detail.2

Fig 1 is a basic block diagram of the
receiver. The first block seen by an in-
coming signal is a phasing-type SSB
receiver. The output of this section is
shown graphically as the zero-IF
response in Fig 1. Notice how quickly
the frequency response rolls off below
300 Hz and the unwanted-sideband
level is greatly reduced. However, the
response above 2.7 kHz rolls off at a
much slower rate. There are two rea-
sons for the fast roll-off below 300 Hz.
Firstly, there are an infinite number of
octaves between 300 Hz and 0 Hz. This
means that even a very simple high-
pass filter must have an infinite roll off
over this range. For instance, even a
single RC network will not couple dc.

The second reason for the sharp roll
off is that as the beat frequency
crosses over 0 Hz to the other side-
band, it is strongly rejected, since this
is a phasing type SSB receiver. Thus,
the low-frequency selectivity of this

type of receiver is very good indeed.
However, between 2.7 kHz and 9 kHz
there are only about two octaves. A
filter with a 30-dB-per-octave roll-off
will be 60 dB down at 9 kHz. The rapid
roll-off below 300 Hz is used a second
time to improve the high-frequency
skirt dramatically, as shown below.

Brick-Wall Variable Band-Pass Filter
The above-mentioned 0- to 9-kHz sig-

nal is now passed on to a phasing-
method SSB generator at a convenient
frequency. In this case, the signal is
translated to the frequency range of 7.8
to 16.8 kHz with a local-oscillator fre-
quency of 7.8 kHz. This is shown
graphically as the translated SSB sig-
nal in Fig 1. Notice that the filter in this
section removes some of the unwanted
spectrum, shown dotted. This trans-
lated signal is now sent to a second
tunable phasing-type SSB receiver.
This receiver inverts the sideband, and
it can be viewed as seeing a spectrum
between 7.8 and 10.8 kHz. The local
oscillator in this receiver is tunable
between 8.3 and 11.8 kHz. With this

mailto:rodney@barrettcommunications.com.au
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receiver, frequencies above the local
oscillator fall on the rejected sideband,
and are canceled. Since the previous
section has shaped the roll off below
7.8 kHz, and frequencies above that of
the local oscillator in this section are
also rejected, the overall effect is that
of a variable-bandwidth filter with ex-
traordinary selectivity and no ringing.
The bandwidth is the difference be-
tween the second and third local-oscil-
lator frequencies. The selectivity is
equally sharp on both ends of the fre-
quency response. This is shown graphi-
cally as the audio response in Fig 1.

In the above discussion, I did not
mention which sideband was being
dealt with, to avoid confusion. How-
ever, note that one sideband inversion
process is used in this system. This
simply means that to receive upper
sideband, the first section should be
set to receive lower sideband, and vice
versa, to get two sideband inversions,
which is equivalent to none at all.

I take advantage of the fact that the
bandwidth is the difference between
the second and third local-oscillator fre-
quencies by mixing the two frequencies
and sending the difference frequency to
a frequency counter. The counter then
displays bandwidth directly. The coun-
ter could be switched between fre-
quency readout and bandwidth.

Fig 1—Receiver block diagram. The system bandwidth is equal to the difference between the second and third LO frequencies.
The dashed line at 10.8 kHz in the LO Tuning Range detail indicates the LO frequency for 2.7 kHz bandwidth.

Fig 2—(See right) Detail of module
interconnections. Power wiring and
ground-pin numbers for shielded cables
have been omitted to simplify the drawing.
The PC board pins do not correspond to
the physical connections. Consult the
schematics and PC overlays for pin and
ground locations (See Note 7). The audio,
AGC and power-amplifier module is
available as a complete kit with double-
sided, silk-screened PC board with plated
through holes and green solder mask. It
includes an exhaustive manual.

No Filter Ringing
Because of the lack of sharp filters

in this system, there is a complete lack
of filter ringing, even at the narrowest
bandwidth setting. The audio quality
from this receiver is therefore excel-
lent. This should make the unit well
suited to data reception.

Maintaining High Dynamic Range
Because of a larger number of mix-

ers than usual in this system, mixers
with very high dynamic range and
extremely good intermodulation char-
acteristics are required. Using 4053
CMOS switches in an op amp circuit
proved easily equal to the task. The
mixers were designed to have IMD
products of less than –60 dBc at 20 V
(P-P) input and output. These mixers
are described in detail later.

Design Details
The radio is divided into 10 subas-

semblies on PC boards (PCB). This
facilitates easy changes where neces-
sary. The more-detailed block dia-
gram in Fig 2 shows all of the modules
and their interconnections. The subas-
semblies are detailed below.

Front End3—(Refer to Fig 3.) Signals
from the antenna feed a 3.5-4 MHz
band-pass filter comprising C1, C2, L1,
L2, C4 and C5, to attenuate signals

outside the 80-meter band. This filter
also acts as a matching network be-
tween the 50-Ω antenna and the 750-Ω
input resistance of the two first mixers.
These are IC1 and IC3, a pair of
NE602s. They are fed with phase-
quadrature local-oscillator signals
from the VFO board and in-phase sig-
nals from the antenna, which together
convert signals in the 3.5 to 4.0-MHz
band to audio (zero IF). The gain of each
of the mixers is about 15 dB. Also on this
board are high-gain first (audio) IF
amplifiers (SSM2017s), with their gain
set at 33 dB by resistors R1 and R4 for
IC2 and IC4, respectively. These de-
vices are worthy of special mention,
since they have noise figures of only
1 dB, and distortion figures of 0.01% at
a gain of 60 dB. These amplifiers pro-
duce two quadrature audio signals for
the audio phase-shift board. See Note 1
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Fig 3—Front-end module schematic diagram. Some part designations differ from ARRL style in order to comply with the
author’s materials.
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Fig 4—VFO schematic diagram. Some part designations differ from ARRL style in order to comply with the author’s materials.
L2—13 turns on a ferrite bead with a tap at 6 turns.

Fig 5—A two-pole, quadrature polyphase network for VFO. All capacitors are
1.0 nF MKT style.
T1-T3—6 trifilar turns on a ferrite EMI-suppression bead.

regarding the dynamic range of the
NE602.

VFO: (See Fig 4.) This contains a
Vackar VFO (3.5 to 4.0 MHz), with Q1
as the oscillator transistor. The oper-
ating frequency is set mainly by induc-
tor L1 and capacitors C6, CV1 and C7.
Capacitors C4 and C3 are relatively
large in value and shunt most of the
circulating current away from the
transistor, thus decoupling it from the
tuned circuit. Small variable capacitor
C5 is adjusted until the circuit only
just oscillates reliably over the re-
quired band. Q2 is the buffer stage,
and its output is taken from auto-
transformer L2. C11 is the dc-blocking
capacitor. The output is low-pass fil-
tered by C13, L3 and C14. A two-pole
polyphase quadrature network fol-
lows, providing tight 90° phase-
shifted outputs over the frequency
range. On the prototype, this section
was mounted on a small PCB, but it
could just as easily have been mounted
with the rest of the VFO components.
The network—shown in Fig 5—con-
sists of four capacitors, four resistors,
input transformer T1 and two output
transformers T2 and T3.

Audio Phase-Shift Board4: (See
Fig 6.) The two quadrature outputs
from the Front End are inverted by
IC1A and IC1D. Similarly, IC1B and
IC1C are used for the other (quadra-
ture) input. Trimpot RV1 is adjusted
to ensure that the two paths from the
front end are equal in amplitude; good
cancellation of the unwanted sideband
is thereby obtained. The four outputs
from IC1 have a relative phase rela-
tionship of 0°, 180°, 270° and 90°.
These four signals are now fed to a

nine-pole polyphase network that
gives a tight 90° phase shift over the
300 Hz to 8 kHz range. This is shown
as block PH1 in Fig 6; the circuit is
shown in Fig 7. The four outputs from
the polyphase network are amplified
by IC2A-D. Only two of the outputs are
used to drive the next board, but I have
made all four outputs available for
experiments. Notice that this network
cancels the wrong sideband, and the
outputs don’t need to be combined, as
is required by some other networks. It
is also noteworthy that the same audio
appears on each output, but in quadra-
ture. This is useful, as it avoids the
need for a phase-shift network at the
inputs of the second mixers. The extra-
wide bandwidth (beyond 3 kHz) of this
network is used to allow the following
circuitry to greatly attenuate any un-
wanted signals above about 3 kHz be-
fore the polyphase network runs out of
range. The desired sideband can be
selected on this board by swapping
inputs to the polyphase network. Links

are provided on the board to accommo-
date a sideband select switch, if re-
quired. They are T1, T2, T3 and T4.

Tuning and setup are covered later
under the “Construction Notes, Tuning
and Adjustment” subheading. At this
point, builders can choose to connect an
output from this board to the six-pole
elliptical 3-kHz low-pass filter and then
to the AGC and audio power amplifier
board for a truly superb receiver. Alter-
natively, use two outputs from this
board to connect to the second mixer
and continue to the best part of all.

Variable-Bandwidth “Brick-Wall”
Low-Pass Filter Section

Second Mixers: The schematic is
shown in Fig 8, and the block diagram
is shown in Fig 9. This board is fed
from the audio phase-shift board by
two signals in quadrature. Each of
these signals is fed to a two-pole,
300-Hz high-pass filter consisting of
IC3A and surrounding components.
IC2A and associated components form
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the same filter for the quadrature
path. Following this is a five-pole,
3-kHz low-pass filter, consisting of
IC3B, C and D and surrounding com-
ponents; IC2B, C and D and surround-
ing components are used for the
quadrature path. These filters are all
of the maximally flat, equal-compo-
nent Sallen-and-Key type. The signals
are then fed to two double-balanced
mixers, consisting of R27, R16 and 1/3

of IC5. R6, R17 and 1/3 of IC5 are for
the quadrature path. IC3D feeds a sig-
nal into R16, and an inverted version
from IC1A feeds R27. IC5 acts essen-
tially as a changeover switch, switch-
ing pin 14 between pins  12 and 13. The
current in these resistors is thus alter-
nately switched to the input of IC6A
at the clock rate of 7.8 kHz. This is, in
fact, a double-balanced mixer opera-
tion. Similarly, R6, R17, pins 1, 2 and
15 of IC5, and IC6B form the same for
the quadrature path. These mixers

Fig 6—Audio phase-shift board schematic diagram. Some part designations differ from ARRL style in order to comply with the
author’s materials.

have a very good dynamic range, as the
FETs in IC5 only switch current with
very little voltage drop across them.

The mixers have logic-level quadra-
ture oscillator inputs at a frequency of
7.8 kHz. The outputs of these mixers
are summed into the 10-kHz band-
pass filter that follows. The phasing of
the 7.8-kHz oscillators and of the
quadrature audio inputs is such that
upper sideband is selected. The follow-
ing 10-kHz filter is good enough to give
reasonable lower-sideband rejection
on its own, but the addition of the
phasing circuits gives very good sup-
pression indeed.

10-kHz Band-Pass Filter: (Refer to
Fig 10.) The two outputs of the second
mixers enter this board via T8 and T1.
Then they are summed into U3A via
RV5, R29 and R2. Trimpot RV5 is set
to combine the two inputs equally for
optimum unwanted-signal attenua-
tion. The combined signal is now

filtered in a four-pole band-pass filter.
This filter has a 2-dB dip at mid-band
and a bandwidth of 2.7 kHz at 3 dB,
which, along with the second mixer
quadrature outputs, is more than
sufficiently selective to filter the up-
per-sideband signal. As shown on the
circuit diagram, the filter uses op amps
and passive components. Thus, it is
easily duplicated and inexpensive. The
circuit used is the bi-quad type and
consists of four single-tuned circuits.
Looking at Fig 10, the first tuned cir-
cuit consists of U3A, U3B and U4. The
other three follow in a similar manner
starting at U1A, etc.

There are only two frequencies to set
up, as these are two cascaded two-pole
filters. Note the test points TP1, TP2,
TP3 and TP4. Each is connected to the
input of one of the filters. The align-
ment frequency can be injected into
these test points to allow adjustment of
each stage without affecting the other
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Fig 7—A nine-pole polyphase network. All capacitors are 10 nF.

stages, and without the need to discon-
nect anything on the board. More on
adjustment is found below. Each of the
four tuned circuits has an adjustment
trimpot with a tuning range of only a
few percent for easy tuning. After set-
ting up the prototype, the filter was
swept on a spectrum analyzer, but no
further tuning was required.

Third Mixers: This board could also
be called the product detector, as it is
the final mixing process. The schematic
is shown in Fig 11, and the block dia-
gram in Fig 12. The signal from the
10-kHz band-pass filter now feeds two
high-level, single-balanced mixers us-
ing the 4053 CMOS switch IC. The
FETs in the 4053 switch the signal cur-
rents coming from R6 and R7 between
the virtual-ground inputs of IC2A an
IC2B and earth. Since resistors R6 and
R7 have high values compared to the
switch FET on resistances, the FETs
operate only over a very small part of
their characteristic curves. Thus, these
mixers have a very high dynamic range.
The 4053 ICs have some output capaci-
tance; low-value resistors R4 and R8
are placed between the 4053 outputs
and the inputs of IC2—this is to prevent
IC2 from generating high-frequency
noise. These mixer-input signals are
not in quadrature, but are in phase, so
that the inputs are tied together. As for
the front end, this is another direct-con-
version receiver. In addition, as in the
front end, the local oscillator is fed in
quadrature to the two mixers. The os-

cillator inputs, however, must be logic-
level square waves, as in the second
mixers. The oscillator frequency feed-
ing this mixer pair is variable and is
used to set the system bandwidth as
previously described. The outputs of
these mixers are fed to a final audio-
polyphase network, which is identical
to the first audio-phase-shift board
already described.

Second and Third Oscillators: (See
Fig 13.) This board generates the
quadrature oscillator signals for the
second and third mixers. The second
oscillator is tuned to 31.2 kHz, and the
signal emerges in quadrature at P1
and P3 at 7.8 kHz. Q1 and its neigh-
boring components form the second
oscillator. It is a Vackar circuit, with
L1, C5 and C12 controlling the fre-
quency. The output is taken from col-
lector load R5, buffered and converted
to CMOS levels by IC3A and IC3B.
From here, the signal passes to the
quadrature generator made up of IC4A
and IC4B. This is a standard arrange-
ment and is described in The ARRL
Handbook. Suffice it to say here that
the signal emerges from IC4 in quadra-
ture and at one-quarter of the input
frequency.

The third oscillator needs to have
external frequency control, and so a
good-quality voltage-controlled oscil-
lator IC was used. I used an XR2206
since I had one in the junk box. I think
a number of substitutes are available.
This IC also has a built-in double-bal-

anced mixer that is used to mix the
second- and third-oscillator frequen-
cies, producing the difference fre-
quency for direct-bandwidth reading
on a frequency counter. More work
needs to be done on this. IC3D was to
buffer this output, but the level from
IC2’s mixer output was not sufficient
for the purpose.

Audio Phase-Shift Board: This
board is fed from the third mixers and
is identical to that of Fig 6; it is set to
permanently receive lower sideband.
One of the four outputs is sent to the
2.4-kHz elliptical low-pass filter. Ad-
justment is described later.

2.4-kHz Elliptical Low-Pass Filter5:
(See Fig 14.) This filter consists of an
op amp, IC1, with trimpot VR1 to set
the gain. Resistor R3 terminates the
input of the filter in 680 Ω, the correct
terminating impedance for this filter.
Inductors L1, L2, L3 and capacitors C1
through C7 form the filter. The capaci-
tors across the inductors C5 through
C7 tune the filter so that it has a steep
notch at the band-pass edge. This fil-
ter has a 680-Ω output-terminating re-
sistor also. Unlike the other boards,
this filter was built on readily avail-
able etched copper-strip board such as
“Vero-Board.” This filter existed before
the brick-wall-filter option was added;
it may be deleted, although this has
not been tried. The next stages also
contain adequate low-pass filtering.

AGC and Audio Power Amplifier
Board: (Refer to Fig 15.) The signal
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from the 2.4-kHz elliptical low-pass
filter is fed to this board. It contains a
five-pole, 3-kHz low-pass filter, a gain-
control cell, AGC rectifier and a 2-W
audio amplifier.

The five-pole low-pass filter consists
of IC3A to D and associated compo-
nents. The components were chosen
such that the filter has a maximally
flat frequency response.

The filter output feeds the AGC cir-
cuit consisting of Q1, IC1, Q2 and sur-
rounding components. In a no-signal
condition, FET Q1 is an open circuit,
and a signal can pass through R1 and
R2 into the op amp IC1. An applied
signal is amplified by IC1 and rectified
by Q2, which is set up as a combina-
tion rectifier and dc amplifier. The dc
voltage from the collector of Q2 is pro-
portional to the audio-signal ampli-
tude. This voltage is fed to the gate of
FET Q1 and causes its drain-source
resistance to be lowered, thus shunt-
ing some of the signal from R1 to
ground. The stronger the signal, the

more of it is shunted to ground. The
effect is to make the loudness of the
signal from the speaker vary only 1.5
dB for an input range of 60 dB.

The gain-reducing action of Q1 must
happen quickly to avoid distortion of
strong signals by the loudspeaker am-
plifier. R1 limits the current that can
flow into the rectifier output-storage
capacitor, C1. Note that the value of
this resistor is low when compared to
the value across C1, which discharges
that capacitor slowly over a few sec-
onds. The charging time for C1 must
not be too short, or the AGC unit will
overcompensate, and momentary com-
plete signal cut off will result between
bursts of strong signals, or even noise
pulses. The slow return of gain via the
slow discharge of C1 is to prevent gain
variation between syllables, as this
will cause severe audio distortion.

The controlled signals now pass on
to the audio power amplifier, an
LM380. This device has been around
for a couple of decades and has stood
the test of time, because it is easy to
use and reliable. Volume control RV2
is front panel mounted, and a shielded
cable runs back to pins on the PCB.
The maximum output power from this
IC is about 2 W. This board has been

Fig 8—(See left) Variable-bandwidth
brick-wall filter section schematic
diagram. Some part designations differ
from ARRL style in order to comply with
the author’s materials.

Fig 9—Variable-bandwidth filter section block diagram. Some part designations differ from ARRL style in order to comply with
the author’s materials.

used as a stand-alone AGC kit for di-
rect-conversion receivers.

Construction Notes, Tuning and
Adjustment

All of the modules are constructed
on double-sided, plated-through-hole
PCB with silk-screened legends.
These can be made if quantities of 50
or more are required. However, the
prototypes were simply made at home
with the artwork negative and etch-
resist-coated PC-board stock. This is
an easy exercise, which can be done by
anyone with care and cleanliness. The
prototypes were simply soldered on
both sides of the boards where re-
quired. Although I would not recom-
mend this project for a beginner, it
should not pose any problems for the
experienced constructor. If building
the whole project, it can be done in
stages. Start with the Audio/AGC
unit, as this can be used to test other
stages. Next, build the front end and
VFO, then the two audio phase-shift
boards. The second and third oscilla-
tors and mixers should be built last.
Fig 2 shows how all of the boards are
interconnected. Use this as a guide to
install each PCB when you are happy
that each one is working on its own.
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Fig 10—10-kHz BPF schematic. Some part designations differ from ARRL style in order to comply with the author’s materials.
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Fig 11—Third-mixer schematic diagram. Some part designations differ from ARRL
style in order to comply with the author’s materials.

The AGC/audio power amplifier
board has only one preset control.
With power applied, adjust RV1 so
that its wiper is at 9 V. This sets the
AGC onset to maximum. It will cause
the AGC to commence at an antenna-
input level of –80 dBm. Test this board
with an audio source such as an oscil-
lator or headphone output from a ra-
dio. You should notice no increase in
output level when the input is ad-
justed from a few millivolts to 2 V
RMS, the maximum for undistorted
output.

The two audio phase-shift boards
can be built and tested at the same
time. Although not essential, best re-
sults from these boards will be ob-
tained if the resistors are all 1% and
the capacitors are matched into
groups of four, shown vertically in
Fig 7. I used a digital multimeter with
capacitance range for this. After as-
sembly, apply power (±12 V) and mea-
sure the output voltage of each op amp.
It should be within 100 mV of zero.
Although correct phase shift cannot be
checked at this point, it can be checked
for clean undistorted audio by feeding
the same audio signal as used above to
each of the two inputs of this board, in
turn. The four outputs can be checked
for clarity in each case by connecting
to the AGC/audio board. Check that
RV1 changes the gain of IC1A slightly,
and leave set to center position for
now.

The VFO quality is of paramount
importance in any receiver design. It
can be difficult to find a suitable tun-
ing capacitor. I used one from an old
transmission measuring set, since it
has bearings at each end, is gold
plated and has a 300:1 vernier dial.
You may need to be resourceful with
this component. Alternatively, an-
other circuit may be used with equally
good results. For example, I have de-
signed a popular transmitter kit that
uses a thick brass screw as a coil-tun-
ing slug attached to an old potentiom-
eter bush and shaft. It is quite stable,
as there is no ferrite core to cause drift.

Check for oscillation by adjusting
C5 to allow oscillation over the entire
band, but don’t adjust for higher out-
put, as this may increase drift. You
will now need to set the VFO range
desired. I used 3.5 to 4.0 MHz. On the
prototype, turns were removed from
L1 on the low-frequency end, and the
value of capacitor C7 changed to get
the desired range. This was done to
avoid using plastic-dielectric trimmer
capacitors, which cause drift. It’s a bit
“fiddly,” but it’s only done once for all

Fig 12—Third-mixer
block diagram.
Singly balanced
mixers feature high
dynamic range.
Some part
designations differ
from ARRL style in
order to comply
with the author’s
materials.
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Fig 13—Second and third oscillators. Some part designations differ from ARRL style in order to comply with the author’s materials.
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Fig 14—2.4-kHz elliptical low-pass filter. Some part designations differ from ARRL
style in order to comply with the author’s materials.

time and performance is superb. The
frequency range can be set with the aid
of a frequency counter.

The VFO phase-shifter prototype
uses a tiny sub-board for the 90° phase-
shift network. This can be mounted in
the same box as the VFO and con-
nected. You can check for output from
this network using a diode probe and
multimeter, or an oscilloscope. The
output level from the phase-shift net-
work on the prototype is 1.1 V (P-P).

Preliminary Receiver Setup
Once the front end, VFO, first audio

phase-shift network and AGC/audio
boards have been built and tested,
they should be wired together to form
a basic phasing receiver as shown in
Fig 16. Set the audio phase-shift board
to receive upper sideband as shown in
Fig 2. Switch on and tune the radio to
a convenient weak signal and set up
for a tone of about 1 kHz. To check that
all is well, adjust the receiver VFO
across both sides of the signal. You
should notice that the received signal
on one side of the carrier will be stron-
ger than that on the other. If this is
correct, then the stronger side is the
one in which an increase in the signal
source frequency causes an increase in
the received audio frequency. This is
the upper sideband. If the other side-
band is predominant, then reverse the
VFO phase-shifter connections. If
there is no difference between side-
band levels, there could be too much
signal input and the AGC could be
kicking in. Now that you have USB the
louder of the two signals, tune to the
LSB side and null it out with trimpot
RV1 on the audio phase-shift board.

Adjusting the Brick-Wall
Filter Section

Once the basic receiver is working
satisfactorily, remove the ACG/audio
power-amplifier board and connect
the second mixers and second local

oscillators as shown in Fig 2. Set the
frequency of the second local-oscilla-
tor output to 7.80 kHz by adjusting the
slug of L1. Measure at P1 on the oscil-
lator PCB. If you have a ’scope, check
that the outputs at P1 and P3 are
square waves, 90° apart.

Now adjust the frequency of the first
local oscillator to 3599 kHz and the
signal generator to 3600.0 kHz, at a
level of around –40 dBm. Check for a
1-kHz signal at the two inputs of the
second mixers. The level was 225 mV
(P-P) on the prototype.

Second Mixers
Now measure the outputs of the

second mixers at T11 and T13 on the
second mixer PCB. Each should consist
of a composite RF envelope of about 2 V
(P-P). These signals are double-side-
band signals, phased relative to each
other such that when summed
at the input of the 10-kHz band-pass
filter, the upper sideband is enhanced
and the lower sideband canceled.

10-kHz Band-Pass Filter
Connect the 10-kHz Band-Pass Filter

board as shown in Fig 2. Disconnect the
signal generator from the front end and
set up an audio generator to 10.70 kHz
and 1 V (P-P). Connect it to TP1 on the
10-kHz Band-Pass Filter board. Place
the scope probe on the filter output T3.
Adjust RV2 for a peak reading on the
scope. Now place the audio generator
signal on TP3 and adjust RV3 for a peak
reading. Now adjust the audio genera-
tor frequency to 8.4 kHz, connect it to
TP2 and adjust RV1 for a peak reading.
Place the audio signal generator on TP4

and adjust RV4 for a peak reading.
Now adjust the audio generator fre-

quency to 9.48 kHz and measure the
output level at T3—it should be about
1 V (P-P). The filter should peak at
10.4 kHz and 8.6 kHz, with a reading of
about 1.4 V (P-P). If all is well, this com-
pletes the tuning of the filter. If further
testing is desired, the prototype had the
characteristics shown in Table 1.

The purpose of RV5 is to minimize
the level of the unwanted sideband
from the second mixers. The un-
wanted sideband is attenuated greatly
by the 10-kHz filter and is difficult to
detect at the filter output. In my opin-
ion, the second mixer need not have
been a quadrature affair; only one
mixer could have been used, allowing
the 10-kHz filter to be the selective
element here. However, I used a selec-
tive voltmeter (spectrum analyzer)
connected to pin 1 of U3 of Fig 8 to tune
out the unwanted sideband. A noise
and distortion meter may work well
here, too. To do this adjustment, the
test signal must be fed in via the re-
ceive antenna. Note, however, that the
improvement in receiver performance
is negligible and thus RV5 can be left
in the center position.

Third Mixers and
Polyphase Network

The receiver wiring can now be com-
pleted as shown in Fig 2. First, set the
tuning range of the third local oscilla-
tor as follows. Set the bandwidth con-
trol RV3 to the minimum-bandwidth
position (counterclockwise with wiper
at maximum voltage). Adjust trimpot
RV2 for the third local-oscillator

Table 1—10-kHz Filter Response

3-dB points 8.2 kHz and 10.9 kHz
6-dB points 8.0 kHz and 11.1 kHz
20-dB points 7.4 kHz and 12.0 kHz
60-dB points 4.9 kHz and 18.6 kHz
3-dB bandwidth 2.7 kHz

Noise relative to
12 V (P-P) output –102 dB
Lower-freq. peak 8.6 kHz
Upper-freq. peak 10.4 kHz
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output frequency of 8.2 kHz, measured
at P6 or P7 on this PCB. Set RV3 to the
maximum-bandwidth position and
adjust trimpot RV1 for 11.0 kHz at P6
or P7. Repeat the above steps until the
two extreme frequencies are correct.

Connect the audio test oscillator to
TP1 on the 10-kHz Band-Pass Filter.
Set the frequency to 9.50 kHz at 1 V
(P-P). Set the third local-oscillator fre-
quency to 10.5 kHz with front-panel
bandwidth control RV3. You should
now hear a strong signal of 1 kHz in the
speaker or headphones. Now change
the frequency of the audio test oscilla-
tor to 11.5 kHz. Again, you should hear
a 1-kHz tone, most likely weaker this
time. Adjust RV1 on the last polyphase
board to null out this tone. You should
be able to cancel it almost completely.

You will likely hear a low-level tone,
which is equal to the frequency differ-
ence between the second and third local
oscillators. Don’t be concerned about it
at this point, as it is an easy matter to
cancel this tone in the last adjustment.

Final Adjustment
If building the receiver exactly as

shown, the trimpot on the 2.4-kHz
elliptical low-pass filter can be set for
maximum gain. Set the RF test signal
generator to –40 dBm and tune the re-
ceiver such that an approximately
1-kHz tone is heard in the headphones
or speaker. Check that the output of the
2.4-kHz low-pass filter board is about
200 mV (P-P).

AGC/Audio Board
The only control on this PCB, RV1,

is for compression onset. For this ap-
plication, the wiper of RV1 should sit
at 9.1 V. This makes the receiver start
AGC action at an input signal level
of –80 dBm, which seems fine judging
by off-air signals. This board can be
built from scratch, or you can buy it
from the author.6

To test this PCB, adjust the RF test
generator to –100 dBm and note the
output level with a scope, or even just
your ears. Adjust the level of the sig-
nal generator to –90 dBm and notice
that the output level can be seen to rise
by 10 dB (three times the output volt-
age). Now bring the level of the signal
generator up to –80 dBm. Note the
signal level and progressively raise
the generator level to –30 dBm. You
should not be able to hear any differ-

Fig 15—AGC/audio power-amplifier
board. Some part designations differ
from ARRL style in order to comply with
the author’s materials.
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Fig 16—Preliminary receiver set-up configuration.

ence in signal loudness. You may see
about 1 to 2 dB difference on the scope.

There is only one more thing to do:
Adjust the bandwidth control such
that you can hear a tone without any
input signal to the receiver. A useful
decrease in the level of this tone can
easily be obtained by feeding some of
the second local-oscillator signal into
the input of the 10-kHz band-pass fil-
ter at TP1. The amount required for
cancellation is exceedingly small and
may even depend on exact layout.
What I did in the prototype was to con-
nect a 7-pF trimmer capacitor in series
with a 2.2-pF ceramic cap between one
of the two second local-oscillator out-
puts and TP1 on the 10-kHz filter PCB.
These components were simply strung
in mid air. Just experiment a bit for
best results. On the prototype, this was
achieved on the first attempt.

Conclusion
This work has been published with

the hopes that more people might take
up the challenge of this very different
method of filtering, and that it may
find new applications. Please note
that it is still experimental. Improve-
ments can be made. So good luck if you
want to try out this system. I will be
happy to answer queries sent to me.

2ARRL publications are available from your
local ARRL dealer or directly from the
ARRL. Mail orders to Pub Sales Dept,
ARRL, 225 Main St, Newington, CT
06111-1494. You can call us toll-free at
888-277-5289; fax your order to 860-594-
0303; or send e-mail to pubsales@arrl
.org. Check out the full ARRL publications
line on the World Wide Web at http:
//www.arrl.org/catalog.

3The front-end’s unwanted sideband rejec-
tion performance may be improved by re-
placing the VFO phase-shift network with
one similar to that used on the second and
third oscillators. If this is done, the perfor-
mance of the brick-wall filter will also im-
prove, as the unwanted sideband signal
from the front end appears as unwanted
stop-band filter response. This is quite
tricky to explain, and the best way to look
at it is by first-hand experience. The VFO
will also need to have a new tuning range,
from 14 to 16 MHz.

4The polyphase audio phase-shift networks
have a rising response outside the in-
tended frequency range on both ends of
about 3 dB per octave. That is, above 8
kHz and below 300 Hz. This was not fully
accounted for in the prototype. It caused a
hump in the frequency response of the
brick-wall filter below 300 Hz. Were I to do
another design, I would add an extra pole
of high- and low-pass filtering on the
polyphase boards. Even as it is, however,
the circuit is well worth the effort of con-
struction.

5The 2.4-kHz elliptical filter courtesy of
VK6BER.

6The PCB is available from VK6KRG for $20
Australian, postpaid. A comprehensive
assembly manual is included.

7You can download parts placement dia-
grams for this receiver from the ARRL

http://www.arrl.org/files/qex. Look for
the file Bedf0999.ZIP. .

Rod Green, VK6KRG, has been inter-
ested in things scientific since early
childhood. It’s in his blood: His grandfa-
ther built radios in the early 1900s. Rod’s
technical training began in 1968, when
he specialized in radio with the Austra-
lian Post Master Generals Department.
In the PMG, he worked mostly at TV
transmitter sites for 20 years. Wherever
Rod was stationed, he designed acces-
sory gear for the installation.

He received his first amateur license
around 1976. That was a technical
class license.

Beginning in 1988, Rod spent 10
years doing RF design with a local com-
pany that produces 90% of Australian
radio-studio equipment. In 1998, he
joined Barrett Communications as their
Senior R and D design technician (their
chief RF designer). Barrett makes 100-
W HF transceivers and related equip-
ment. At work, he must design to order,
but Rod enjoys the challenge of design-
ing “something different” at home. He
has chosen to develop equipment based
on the phasing method of RF processing.
He often teams up with Richard,
VK6BRO, in a combined effort.

Rod holds no degrees other than his
technician’s certificate from long ago.
Nonetheless, he has great experience
that permits his employment in the
field of RF design.

Notes
1Signetics, Linear Data Book, NE602.

mailto:pubsales@arrl .org
mailto:pubsales@arrl .org
http://www.arrl.org/catalog
http://www.arrl.org/catalog
http://www.arrl.org/files/qex
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An earlier article evaluated feed performance with
respect to antenna gain, but how does the feed

style and location affect phase? As usual,
Paul Wade has the answer.

By Paul Wade, W1GHZ

161 Center Rd
Shirley, MA 01464
wade@tiac.net

Parabolic Dish Feeds—
Phase and Phase Center

1Notes appear on page 34.

The antenna computer analysis
that I have seen has only con-
sidered the amplitude of the

radiated pattern. Last year1 in QEX, I
wrote about analysis of parabolic dish
feeds, using the amplitude pattern for
analysis. While I was doing the analy-
sis, a nagging voice in my head kept
saying, “What about the phase?”

While measurement of the phase
pattern of an antenna is extremely
difficult, calculation of an antenna
pattern with both amplitude and
phase is much easier. With today’s fast
personal computers, it is possible to

calculate the radiation pattern of most
common feed antennas, including both
amplitude and phase data.

The personal computer is also valu-
able in helping us to understand the
radiation-pattern data, by transform-
ing it into a graphical format so that
we may visually comprehend the re-
sult. These plots make it possible
to quickly see not only the radiation
pattern of a feed antenna, but also
how a dish will perform with the feed.
The results of these calculations and
plots show that most of the feed anten-
nas in common use have good phase
performance.

Another result is that the phase cen-
ter of each feed may be calculated,
so that the feed may be accurately
located with its phase center at the
focus of a parabolic dish, an essential

ingredient for good dish performance.

Phase
For a parabolic dish antenna to per-

form well,2 the feed must provide good
illumination to the reflector, as shown
in Fig 1. The illumination energy leav-
ing the feed must not only have good
amplitude characteristics, but also
must all have the same phase. Energy
that is out of phase can subtract from
the total radiated power, so that the
effect is worse than energy that is sim-
ply lost, such as spillover that misses
the reflector.

Fig 2 illustrates phase cancellation.
Figs 2A, B and C illustrate two in-
phase signals adding, two out-of-
phase signals canceling and partial
cancellation when two signals are par-
tially out of phase. Fig 2D shows the

mailto:wade@tiac.net
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Figure 1

Figure 2
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uniform amplitude around a single-
source antenna, while 2E shows the
interference pattern created by two
sources. The lighter areas are direc-
tions where there is little radiated en-
ergy because of phase cancellation. A
feed whose radiation does not all have
the same phase will appear to have
multiple sources, which may produce
an interference pattern when illumi-
nating a dish, thus reducing the effec-
tive radiation illuminating the dish.

It is possible to measure the phase of
an antenna pattern as well as the am-
plitude, perhaps by using an automatic
network analyzer. Since only the rela-
tive phase is important, it might even
be possible to make the measurement
manually using phase cancellation
techniques—it would definitely be
tedious. However, it is extremely diffi-
cult to make the phase measurement
accurately. Dyson3 suggests making
the measurement several times around
different centers of rotation, attempt-
ing to bracket the phase center.

Calculation of an antenna pattern
with both amplitude and phase is much
easier. While measurement of the
phase pattern of an antenna is ex-
tremely difficult, it is impossible to
calculate an antenna pattern without
using phase; the electromagnetic field
is described using complex vectors,
which have both magnitude and phase.
Once we have calculated the phase
data, why not extract it and make use
of it? An antenna radiation pattern
may be calculated using a personal
computer with a fast Pentium (or even
faster Alpha) microprocessor in a few
minutes. A few years ago, it would have
taken longer even on a supercomputer,
and at a prohibitive cost.

I have used two techniques to calcu-
late antenna patterns. The first, for
wire-like antennas and simple horns,
uses the NEC2 program,4 which uses
the method of moments to calculate
radiation patterns. The original For-
tran program has phase information
available in the output, unlike some of
the derivative versions with Windows
interfaces. For more-complex anten-
nas like horns and dishes, I used
Physical Optics (PO) routines from
Milligan and Diaz.5 A description by
Rusch6: “Physical optics, whereby the
free-space dyadic Green’s function is
integrated over the geometrical-optics
current distribution, is commonly
used to analyze high-frequency reflec-
tors, particularly, focusing reflectors.”

Of course, a computer model of an
antenna is only an approximation of a
real antenna, achieved by segmenting

the antenna into a number of small
pieces for purposes of calculation.
Calculated patterns may be compared
with published results and measure-
ments, which have their own inaccu-
racies. What we find, for a reasonably
detailed model, is that the calculated
forward patterns, out to about 90°
rotation from the axis, are fairly accu-
rate in amplitude and phase. The back
half of the patterns (from 90° to 180°)
are less accurate, particularly for the
Physical Optics technique, which
finds spurious side lobes at about
±150° and a null at 180°. However, it
is only the forward half of the feed
pattern that illuminates a dish,even a
very deep dish, with f/D = 0.25, has an
illumination angle of 180°, or ±90°,
from the axis. The back half of the
pattern is just spillover that does not
contribute to useful radiation.

Thus the amplitude and phase of the
spillover at any particular angle does
not matter; only the total amount of
power lost is needed for an efficiency
calculation. If the forward half of the
pattern is accurate, then, by conserva-
tion of energy, the total power in the
back half of the pattern is known, so
we can also calculate efficiency with
reasonable accuracy.

Phase Center
For all of the energy illuminating a

parabolic reflector to have the same
phase, the energy must emanate from
a single point at the focus of the reflec-
tor. Since all real antennas have
physical size, radiation from a single
point is impossible. Over a limited arc,
however, the radiation from most an-
tennas has a spherical wavefront, so
that the radiation appears to emanate
from the center of a sphere, the appar-
ent phase center of the antenna.

A feed antenna should have a spheri-
cal wavefront over the full illumination
angle, so that the whole reflector is illu-
minated from a single phase center.
When this phase center is at the focus
of the parabola, then all of the energy
radiated in the main beam of the dish is
in phase and efficiency is maximized.
Taking a rule of thumb from optics, we
can estimate that a feed antenna whose
phase changes less than λ/16 over the
illumination angle will provide good
performance and high efficiency.

If the phase center of the feed is not
at the focus of the parabola, then addi-
tional phase error will be present. We
will examine the error in more detail
later. Thus, it is important to locate the
phase center accurately. When the
phase pattern of a feed is calculated or

measured, it is near some arbitrary
reference point such as a horn’s center
of aperture. The phase data is a series
of data points, each consisting of a
phase angle φ and an associated pattern
rotation angle θ. The phase center is
probably on a line through the center of
the feed; unless we were very lucky and
chose a reference point at the phase
center, the measured phase φ will vary
with rotation angle θ. If we don’t choose
a reference point at the phase center,
we must calculate7 the axial distance,
d, from the reference point to the appar-
ent phase center using:

d = •
−( )

∆φ λ
π θ2 1 cos (Eq 1)

where ∆φ is the change in phase from
the on-axis phase, and d is the dis-
placement of the phase center toward
the source, as illustrated in Fig 3. If d
is positive, then the phase center is
closer to the dish (or the test-range
source if we are only measuring a feed);
a negative d is farther away from the
dish (or source). For example, if the
phase-reference point is at the aper-
ture of a horn and d is negative, then
the phase center is inside the horn.

A good first approximation when
finding the phase center is to calculate
d for the rotation angle θ, where the
amplitude is –10 dB, or for the desired
illumination half-angle. Later we will
see how to place phase center to de-
liver best efficiency.

Once we have determined the dis-
tance d to the phase center, we must
adjust all the phase data so the new
reference point for the feed-antenna
pattern is the phase center. We do this
by turning the above equation around
to calculate a new ∆φ for each rotation
angle θ:

∆φ
π θ

λ
=

−( )•2 1 cos d
(Eq 2)

then adjusting the original phase angle
φ by adding ∆φ. We can also verify this
phase-center calculation by adjusting
the reference point in the NEC model
and showing that the resulting phase
pattern is the same as the one adjusted
by the above calculations.

To illustrate the effect of feed phase
on dish performance, I modified my
FEEDPATT program (see Reference 1)
to calculate and plot dish efficiency, in-
cluding the effects of phase, as well as
for amplitude only. Fig 4 is our first ex-
ample of an output plot from the modi-
fied program, called PHASEPAT.8 The
original amplitude-only efficiency is
shown as a dashed line, so that
the effect of phase error is readily
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apparent. The output now also in-
cludes a phase plot for the feed in the
upper-right part of each figure, in ad-
dition to the more common amplitude-
radiation pattern for the feed at the
upperleft. I used the modified pro-
gram, PHASEPAT, to make plots for
the feed patterns I was able to calcu-
late. The modified program may be
downloaded from http://www.qsl.net/
n1bwt/phasepat.zip.

Real antennas have a number of
other small losses that can add up to a
significant loss of efficiency. My em-
pirical estimate is that careful work
can keep the loss to about 15%. Thus,
each plot includes the statement,
“REAL WORLD at least 15% lower.”

Phase Performance
of Feed Antennas

Most of the feeds we commonly use
are popular because experience has
shown that they work well. Thus, it
is not surprising that most of them also
have good phase performance—the
phase of the radiation is nearly con-
stant as the feed is rotated around its
phase center. Let’s look at a few ex-
amples of common feeds, both good
and bad.

Dipole
A simple example is a dipole with a

“splash plate” reflector spaced 0.3 λ.
Fig 4 plots the efficiency based on pat-
terns calculated by NEC2 from dimen-
sions in the RSGB Microwave Hand-
book.9 The phase plot in the upper right
of Fig 4 shows that the feed phase is
quite uniform over a wide illumination
angle, and efficiency is reasonably good
for deep dishes, with f/D around 0.25
to 0.3. The calculated phase center is
0.11 λ behind the dipole, not far from
the recommended starting point of half-
way between dipole and reflector.

Coffee can
Another simple feed is the “coffee

can” feed,10,11 an open cylindrical
waveguide. One common size has a di-
ameter of 0.76 λ; Fig 5 is a plot of the
pattern calculated by NEC2. The
phase is uniform, with a phase center
at the center of the aperture (the open
end of the can). Efficiency is fairly
good for f/D around 0.35 to 0.4. On an
actual dish, the efficiency would prob-
ably be about 50%.

VE4MA
The VE4MA feed horn12 is a popular

feed for many microwave bands. It
adds a choke ring to the coffee can feed
to improve the front-to-back ratio. The

1296-MHz version is shown in Fig 6
with the choke ring flush with the horn
end. The feed pattern calculated by
NEC2 has reasonably uniform phase
over the forward half of the pattern-
illumination angle, and provides im-
proved efficiency for an f/D around
0.42 compared to a plain coffee-can
feed. The choke ring may be moved to
fine-tune the feed pattern over a small
f/D range. Fig 7 shows the feed pat-
tern with the choke ring moved back
so that the horn projects by 0.34 λ. The
efficiency plot in Fig 7 shows that best
f/D is around 0.3 to 0.35 for this case.
The efficiency curve from Fig 6 is in-
cluded for comparison, as well as one
for an intermediate horn projection of
0.17 λ, illustrating how adjusting the
choke ring affects the optimum f/D for
the feed. The phase center is close to
the center of the aperture and moves
slightly in the same direction as the
choke ring is moved.

Chaparral
The Chaparral-style feed,13 found on

many TVRO systems, adds additional
choke rings to further improve the effi-
ciency and provide performance over a
wider bandwidth. Fig 8 shows the pat-
tern calculated by NEC2 with the choke
rings flush with the end of the horn. The
f/D for best efficiency is around 0.42,
with quite uniform phase over this illu-
mination angle, and the phase center is
at the center of the aperture. The phase
starts to vary rapidly at very wide illu-
mination angles, and some deteriora-
tion of the calculated efficiency is evi-
dent for small f/Ds. Like the VE4MA
feed, the choke-ring position may be
moved to fine-tune the pattern over a
small range of f/D, but the pattern is
less sensitive to position.

EIA Dual-Dipole
The EIA reference antenna,14 a dual

dipole over a ground plane, is a popu-
lar feed at UHF frequencies. The feed
pattern calculated by NEC2, shown in
Fig 9, has some interesting features.
The phase is fairly constant over about
±50°, then starts to change, with a wild
variation around an E-plane null at
90°. However, since the f/D for best
efficiency is around 0.5, the phase
variation is outside the desired illumi-
nation angle of 106°, or ±53°, and
misses the reflector. The phase center
is about 0.15 λ behind the dipoles.

W2IMU
For shallower dishes, the W2IMU

dual-mode feed15 is a popular choice.
The feed pattern in Fig 10, calculated

by NEC2, has uniform phase over the
narrower illumination angle suitable
for a shallow dish. Therefore, the cal-
culated efficiency for an f/D around
0.5 to 0.6 is excellent. The phase cen-
ter is at the center of the aperture.

Not all antennas have good phase
performance, however. The W2IMU
dual-mode feed has two critical dimen-
sions,16 so that the two modes arrive at
the aperture out of phase to achieve
cancellation of currents in the rim of
the horn. Any current in the rim will
add side lobes and affect the clean pat-
tern shown in Fig 10. As an example, I
took an off-the-shelf plumbing adapter.
At first glance, it looks like a dual-mode
feed for 10 GHz. A typical ham practice
would be to try it and see if it is close
enough. Unfortunately, the dimen-
sions aren’t right, and the calculated
pattern, shown in Fig 11, is rather ugly.
If we were to consider amplitude only,
as we did in the past, the calculated ef-
ficiency would be mediocre, but the
poor phase performance results in very
low efficiency.

Rectangular horn
Offset dishes, like the DSS dish,

require narrower illumination angles.
I use a small rectangular horn17 for a
feed. Fig 12 shows the pattern calcu-
lated using Physical Optics, with ex-
cellent phase uniformity and effi-
ciency for an f/D around 0.6. The
phase center is about 0.2 λ inside the
aperture. While Fig 12 only shows the
E-plane and H-plane patterns, the 45°
planes also have excellent patterns. I
was very lucky in designing this horn.

Corrugated horn
The RCA DSS system uses a corru-

gated conical horn to feed the offset
dish. The corrugations, if deeper than
λ/4, prevent current from flowing in
the walls of the horn, so that side lobes
are reduced. Fortunately, the corruga-
tions are deep enough to work at
10 GHz. The pattern for this horn at
10.368 GHz, calculated by Physical
Optics, is shown in Fig 13. The phase
center is about 0.24 λ inside the aper-
ture. The pattern looks cleaner than
the pattern for my rectangular horn,
but the efficiency is only 1 or 2%
higher. The advantage is that the cor-
rugated horn probably works well over
a wider bandwidth. W1RIL uses a
modified RCA feed horn on his offset
dish and provided the dimensions
needed for pattern calculation.

Multiband feeds
Multiband feeds present another

http://www.qsl.net/n1bwt/phasepat.zip
http://www.qsl.net/n1bwt/phasepat.zip
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problem: The phase center usually has
a different location at each frequency.
Complex structures with poor symme-
try such as log-periodic arrays are
particularly bad. Therefore, we need
to calculate radiation patterns and
phase centers for each frequency of
interest, and choose some compromise
for positioning the feed with respect to
the focal point of the dish. I suggest
that the highest frequency is the most
critical one for phase-center location.

Axial-Displacement Error
When the phase center of a feed is not

at the focus, but at some other distance
from the reflector, the resulting phase
error causes a loss in efficiency that is
referred to as axial-displacement error.
In a previous article (see Reference 2),
I showed curves for axial-displacement
error based on uniform illumination,
since it was a much simpler calcula-
tion. Now that we can calculate feed
patterns and phase centers, we can
also calculate the axial phase error for
actual feeds.

In the same way that we adjust the
phase pattern to the desired phase
center, we may adjust it to some other
point along the axis, where the new
phase pattern is identical to that at
the focus of the dish. Then we can plot
the resulting efficiency curve. Fig 14
shows a family of efficiency curves for
axial displacement in 0.25 λ steps to-
ward the dish, using an EIA dual-
dipole feed as an example. Clearly, the
peak efficiency decreases with axial
feed displacement from the focus and
decreases faster at smaller f/Ds. Dis-
placement in the other direction, away
from the dish, produces a similar fam-
ily of efficiency curves.

If we plot peak efficiency versus
axial displacement, we can clearly see
the sensitivity of efficiency to axial
displacement. Fig 15 shows this rela-
tionship for the dipole-splash-plate
feed; zero displacement on this plot is
with the dipole at the focus. However,
best efficiency does not occur at zero
displacement, but with the dipole dis-
placed toward the reflector by 0.11 λ.
This position is obviously the best
phase center for this feed and f/D, so
we can conclude that the best phase
center is 0.11 λ behind the dipole. This
is the technique used to find all the
phase centers previously cited.

Similar plots of peak efficiency ver-
sus axial displacement are shown in
Fig 16 for the EIA dual-dipole feed and
Fig 17 for the rectangular-horn feed
for the DSS dish. When we plot the
curves for the three feeds on the same

graph in Fig 18, it is quickly apparent
that deep dishes, with small f/Ds, are
much more sensitive to axial-displace-
ment error.

It might be informative to evaluate
this sensitivity. Returning to Eq 2,
which we used to find the phase cen-
ter, we can see that the phase error for
a given axial displacement d is a func-
tion of the rotation angle. Therefore,
the error increases as the illumination
angle of the dish becomes larger. A
larger illumination angle is more sen-
sitive to phase error in the feed.

Since most offset-fed reflectors need
a small illumination angle, equivalent
to a large f/D, the phase error result-
ing from a given feed displacement
equals that for a dish with a large f/D.
Thus, the efficiency of an offset dish
has a low sensitivity to axial feed-dis-
placement errors. The combination of
this low sensitivity with the other
advantage of offset dishes, elimina-
tion of feed blockage, makes the offset
dish highly attractive.

Before doing the analysis of phase-
center sensitivity, I had thought that
the sensitivity to axial-displacement
error would be related to the f/D of the
full parabola. Since the DSS offset-fed
dish is a section of a full parabola with
a small f/D of about 0.3, I had con-
cluded that the offset dish would be
sensitive to axial-displacement error
(see Reference 16). Now that it is clear
that the axial-displacement error is
caused by the phase error resulting
from feed displacement and is a func-
tion of illumination angle, we can see
that the offset dish is insensitive to
feed-positioning errors.

An important point to note in Fig 18
is that the feed axial displacement is
in wavelengths, regardless of dish
size. A 1-λ error in feed placement will
result in the same efficiency reduction
whether the dish is one foot or 50 feet
in diameter. For multiband feeds, the
error is larger at higher frequencies,
since each millimeter is a larger part
of wavelength. Thus, the feed place-
ment should be chosen to favor the
phase center at the highest frequency.

For the three feeds illustrated in
Fig 18, an intuitive location for the phase
center would be at the aperture of the
horn, or the plane of the dipole. Calcu-
lating the actual location of the phase
center provides some improvement, but
these feeds would work pretty well us-
ing the intuitive location. Some feeds are
not so forgiving, however. While looking
through W8JK’s famous book, Anten-
nas,18 I noticed that some of the rectan-
gular-horn patterns have cardioid

shapes, which might provide increased
illumination at the edge of a dish like the
desired illumination pattern of Fig 1.
After calculating a few trial patterns for
small horns, I arrived at a set of dimen-
sions that seemed promising and used
an early version of PHASEPAT—with-
out phase-center correction—to analyze
its performance as a feed. The resulting
dish efficiency, shown in Fig 19, was
abysmal. A plot of axial-displacement
error, Fig 20, shows why: The phase cen-
ter is about 0.4 λ inside the horn, with a
large axial-displacement error at the
aperture. The efficiency without correct-
ing for phase center is very low. An effi-
ciency plot for the best phase center,
Fig 21, shows dramatic improvement,
but the best calculated efficiency is
around 66% for a small f/D around 0.25.
The efficiency on a real dish would likely
be around 50%, which isn’t bad for a very
deep dish. I have not actually tried this
feed, however.

Dish Patterns with
Axial-Displacement Error

When I first discussed axial-dis-
placement error, one of the first ques-
tions that arose was: “Where does the
power go when the gain is reduced?”
The best way to answer this is by cal-
culating sample patterns for a dish
with various feed displacements, us-
ing Physical Optics. For this example,
we will use a simple feed horn, 1.2 λ in
diameter (any larger diameter could
support additional waveguide modes).
The feed radiation pattern and pre-
dicted dish efficiency, about 72% for
an f/D = 0.5, is shown in Fig 22. Expe-
rience suggests that efficiency on a
real dish would be perhaps 15% lower
than predicted. Fig 23 shows the cal-
culated pattern for a 0.5 f/D dish,
20 λ in diameter, when illuminated by
this horn with the horn phase center
at the focus of the dish. Calculated
gain—neglecting feed blockage—is
about 34.4 dBi, for an efficiency of
about 70%, very close to our predic-
tion. The 3-dB beamwidth is about 5°.

The axial-displacement error for
this feed is shown in Fig 24, so that we
may choose some other interesting lo-
cations for closer examination. With
an axial displacement of 0.5 λ, gain is
reduced by less than 1 dB, but a 1-λ
displacement produces a huge reduc-
tion, so an intermediate point of 3/4 λ
might be interesting. There is an ap-
parent null at about 1.5 λ displace-
ment and very poor performance with
further displacement.

To examine the effect of axial feed
displacement at the points chosen
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above, we calculate dish radiation pat-
terns at these displacements as the feed
is moved axially toward the reflector.
Fig 25 shows the patterns at the chosen
displacements. In Fig 25A, at 0.5 λ of
axial displacement, gain has dropped
by about 0.5 dB. As the feed is moved
farther toward the dish, gain decreases.
The reduction is 1.3 dB at 0.75 λ in
Fig 25B, 2.5 dB at 1 λ in Fig 25C and 6.6
dB at 1.5 λ displacement in Fig 25D.
Feed displacement in the other direc-
tion, away from the reflector, produces
similar results. The dish patterns show
gain and efficiency decreasing with
axial displacement. The lost energy
goes into a broadening of the near side
lobes. The 3-dB beamwidth of the main
beam remains constant at about 5° for
displacements less than about 1 λ.

Larger axial-feed displacements are
even worse. Fig 26 shows the dish ra-
diation patterns for displacements of
2 and 3 λ in each direction. All the
larger displacements result in large
gain reductions—more than 10 dB—
and ugly patterns. The patterns in
Figs 26A and 26D have a dip on the
bore sight. Try to visualize a donut-
shaped main lobe, with a hole in the
middle. It would be difficult to peak a
signal with this antenna pattern.

Readers astute enough to calculate
efficiencies may have noticed that the

efficiency found in the radiation pat-
terns does not drop off quite so quickly
as shown in Fig 24 with axial displace-
ment, probably because of the different
approximations used. Since the main
value of axial displacement plots is to
accurately locate the best phase center
for a feed, I’m not concerned about
small errors in the undesirable regions.

The radiation pattern of a dish is
quite sharp, and it can be difficult to
find signals if the direction is not accu-
rately known. I have heard of hams who
deliberately moved the feed inward to
defocus the dish, as a sort of zoom con-
trol. Since we found that the 3-dB
beamwidth does not change for small
axial displacements, this strategy ob-
viously does not work. The beamwidth
does become broader at large displace-
ments, but the resulting gain is much
lower and the pattern is dirty, so it
would still be difficult to locate and
peak weak signals. I think that being
able to aim a dish accurately would be
more effective in locating weak signals.
For the very sharp beamwidths avail-
able at the higher microwave bands,
scheduling or liaison on lower frequen-
cies is often necessary.

Summary
The ability to calculate antenna pat-

terns with both amplitude and phase

allows us to more accurately estimate
performance of various parabolic-dish
feeds. It also provides the ability to
calculate phase centers of the feeds
and see the effects of axial-displace-
ment errors. Graphical presentation
enables us to visualize the data and
use them to optimize the performance
of our dishes.

As we concluded previously (see Ref-
erences 1 and 2), optimum dish perfor-
mance is realized by matching the feed
to the f/D of the dish and aligning the
phase center of the feed at the focus of
the parabola. Computer analysis is
useful in both choosing the best feed
and calculating its phase center.
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Advances in data-converter and radio technology have
greatly simplified the design of complex receivers. Come

learn the basic techniques and calculations to design
radios and estimate performance.

By Brad Brannon, N4RGI

1714 Hobbs Rd
Greensboro, NC 27410
brad.brannon@analog.com

Basics of Digital-
Receiver Design

[Reprinted with permission from
EDN Magazine (November 5, 1998).
Copyright Cahners Business Informa-
tion, A Division of Reed Elsevier Inc.]

Many advances in design and archi-
tecture are now allowing rapid changes
in the field of radio. These changes
allow reduction of size, cost and com-
plexity; they improve manufacturing
by using digital components to replace
unreliable and inaccurate analog com-
ponents. For this to happen, many ad-
vances in semiconductor design and
fabrication were required; these have
come to fruition over the last few years.
Some of these advances include better
integrated mixers and LNAs; improved
SAW filters; lower-cost, high-perfor-
mance ADCs and programmable digital
tuners and filters. This article summa-
rizes the design issues related to these

devices and their implementation in
complete radio systems.

What is a Radio?
Traditionally, a radio has been con-

sidered to be the box that connects to
the antenna and everything behind
that; however, many system designs
are segmented into two separate sub-
systems: the radio and the digital pro-
cessor. With this segmentation, the
purpose of the radio is to down convert
and filter the desired signal, then digi-
tize the information. The purpose of
the digital processor is to take the digi-
tized data and extract the desired in-
formation.

An important point to understand is
that a digital receiver is not the same
thing as digital radio (modulation). In
fact, a digital receiver will do an excel-
lent job of receiving any analog signal
such as AM or FM. Digital receivers can
be used to receive any type of modula-
tion including any analog or digital
modulation standards. Furthermore,
since the core of a digital radio is a digi-

tal signal processor (DSP), this allows
many aspects of the entire receiver to
be controlled through software. These
DSPs can be reprogrammed with up-
grades or new features based on
customer segmentation, all using the
same hardware. However, this is a
complete discussion in itself and not
the focus of this article.

The focus of this article is the radio,
how to design for performance and
predict the results. The following top-
ics will be discussed:

• Available Noise Power
• Cascaded Noise Figure
• Noise Figure and ADCs
• Conversion Gain and Sensitivity
• ADC Spurious Signals and Dither
• Third-Order Intercept Point (IP3)
• ADC Clock Jitter
• Phase Noise
• IP3 in the RF section

Single-Carrier versus
Multi-Carrier

There are two basic types of radios
under discussion. The first is called a

mailto:brad.brannon@analog.com
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single-carrier (Fig 1) and the second a
multi-carrier receiver (Fig 2). Their
names imply the obvious; however,
their functions may not be fully clear.
The single-carrier receiver is a tradi-
tional radio receiver deriving selectiv-
ity in the analog filters of the IF
stages. The multi-carrier receiver pro-
cesses all signals within the band with
a single RF/IF analog strip, deriving
selectivity from the digital filters that
follow the analog-to-digital converter.
The benefit of such a receiver is that
in applications with multiple receiv-
ers tuned to different frequencies
within the same band, it can achieve
smaller system designs and reduced
cost because of eliminated redundant
circuits. A typical application is a cel-
lular/wireless local-loop base station.
Another application might be surveil-
lance receivers that typically use scan-
ners to monitor multiple frequencies.
This application allows simultaneous
monitoring of many frequencies with-
out the need for sequential scanning.

Benefits of Implementing
a Digital Radio Receiver

Before a detailed discussion of de-
signing a digital radio receiver, some of
the technical benefits need to be ex-
posed. These include oversampling,

processing gain, undersampling, fre-
quency planning and spur placement.
Many of these provide technical advan-
tages not otherwise achievable with a
traditional radio receiver design.

Oversampling and Process Gain
The Nyquist criterion compactly de-

termines the sample rate required for
any given signal. Many times, the
Nyquist rate is quoted as twice that of
the highest frequency component. This
implies that for an IF sampling appli-
cation at 70 MHz, a sample rate of
140 MSPS would be required. If our
signal only occupies 5 MHz around 70
MHz, then sampling at 140 MSPS is
overkill. Instead, Nyquist requires
that the signal be sampled at twice the

signal bandwidth. Therefore, if our
signal bandwidth is 5 MHz, then sam-
pling at 10 MHz is adequate. Anything
beyond this is called oversampling.
Oversampling is a very important
function because it allows for an effec-
tive gain in received SNR in the digital
domain.

In contrast to oversampling, is
undersampling. Undersampling is the
act of sampling at a frequency much
less than half the actual signal fre-
quency (see the section below). There-
fore, it is possible to oversample and
undersample simultaneously, since
one is defined with respect to band-
width and the other by the frequencies
of interest.

In any digitization process, faster

Fig 2—Typical multi-carrier receiver.

Fig 1—Typical single-carrier receiver.
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Fig 3—Typical ADC spectrum before digital filtering.

sampling lowers the noise floor be-
cause noise is spread out over more
frequencies. This has benefits if the
ADC is followed by a digital filter. The
noise floor follows the equation:

Noise Floor B Fs= 6.02 +1.8 +10
2

log





(Eq 1)
This equation represents the level of

the quantization noise within the con-
verter and shows the relationship be-
tween noise and the sample rate, Fs.
Therefore, each time the sample rate
is doubled, the effective noise floor
improves by 3 dB!

Digital filtering has the effect of
removing all unwanted noise and spu-
rious signals, leaving only the desired
signal, as shown in the figures below.
The SNR of the ADC may be greatly
improved as shown in Figs 3 and 4. In
fact, the SNR can be improved by:

Process Gain
f

2BW

SampleRate

Signal
= 10 log






 (Eq 2)

As shown, the greater the ratio of
sample rate to signal bandwidth, the
higher the process gain. In fact, gains
as high as 30 dB are achievable.

Undersampling and
Frequency Translation

As stated earlier, undersampling is
the act of sampling at a frequency much
less than the half the actual signal fre-
quency. For example, a 70-MHz signal
sampled at 13 MSPS is undersampled.

Undersampling is important because
it can serve a function very similar to
mixing. When a signal is under-
sampled, the frequencies are aliased
into baseband or the first Nyquist zone
as if they were in the baseband origi-
nally. For example, when our 70-MHz
signal is sampled at 13 MSPS it would
appear at 5 MHz. This can be math-
ematically described by:

Signal SampleRatef f  MOD (Eq 3)

This quantity provides the resulting
frequency in the first and second
Nyquist zones. Since the ADC aliases
all information to the first Nyquist
zone, results generated by this term
must be checked to see if they are
above fSampleRate / 2. If they are, then
the frequency must be folded back into
the first Nyquist zone by subtracting
the result from fSampleRate.

The table below shows how signals
can be aliased into baseband and their
spectral orientation. Although the
process of sampling (aliasing) is differ-
ent than mixing (multiplication), the Fig 4—Typical ADC spectrum after digital filtering.

results are quite similar, but periodic
about the sample rate. Another phe-
nomenon is that of spectral reversal.
As in mixers, certain products become
reversed in the sampling process such
as upper and lower sidebands. Table 1
also shows which cases cause spectral
reversal.

Frequency Planning
and Spur Placement

One of the biggest challenges in ra-
dio architecture is that of IF place-
ment. This problem is compounded by
the tendency of drive amplifiers and

ADCs to generate unwanted harmon-
ics that show up in the digital spec-
trum of the data conversion, appear-
ing as false signals. Careful selection
of sample rates and IFs can place these
spurs at locations that render them
harmless when used with digital tun-
ers and filters—like the AD6620—
that can select the signal of interest
and reject all others. All of this is good,
because by carefully selecting input
frequency range and sample rate, the
drive-amplifier and ADC harmonics
can actually be placed out of band.
Oversampling only simplifies matters
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by providing more spectrum in which
the harmonics may harmlessly fall.

For example, if the second and third
harmonics are determined to be espe-
cially strong, by carefully selecting
where the analog signal falls with re-
spect to the sample rate, these second
and third harmonics can be placed out
of band. For the case of an encode rate
equal to 40.96 MSPS and a signal band-
width of 5.12 MHz, placing the IF be-
tween 5.12 and 10.24 MHz places the
second and third harmonics out of band
as shown in Fig 5. Although this ex-
ample is very simple, it can be tailored
to suit many differed applications.

As can be seen, the second and third
harmonics fall away from the band of
interest and cause no interference to
the fundamental components. Note
that the seconds and thirds do overlap
with one another and the thirds alias
around Fs/2. In tabular form, this
looks as shown in Table 2.

Another example of frequency plan-
ning can be found in undersampling.
(Refer to Fig 6.) If the analog input
signal range is from dc to Fs/2, then the
amplifier and filter combination must
perform to the specification required.
However, if the signal is placed in the
third Nyquist zone (Fs to 3Fs/2), the
amplifier is no longer required to meet
the harmonic performance required by
the system specifications, since all
harmonics would fall outside the pass-
band filter. For example, the passband
filter would range from Fs to 3Fs/2. The
second harmonic would span from 2Fs
to 3Fs, well outside the passband
filter’s range. The burden then has
been passed off to the filter design,
provided that the ADC meets the ba-
sic specifications at the frequency of
interest. In many applications, this is
a worthwhile tradeoff, since many
complex filters can easily be realized
using SAW and LCR techniques alike
at these relatively high IFs. Although
harmonic performance of the drive
amplifier is relaxed by this technique,
intermodulation performance cannot
be sacrificed.

Using this technique to place har-
monics outside the Nyquist zone of in-
terest allows them to be easily filtered

Fig 5—Placing harmonics out of band.

Fig 6—IF sampling.

Table 1 —Frequency Translation and Aliasing

Input Signal Freq Range Freq Shift Spectral Sense

1st Nyquist Zone DC - FS/2 Input Normal
2nd Nyquist Zone FS/2 - FS FS-Input Reversed
3rd Nyquist Zone FS - 3FS/2 Input - FS Normal
4th Nyquist Zone 3FS/2 - 2FS 2FS - Input Reversed
5th Nyquist Zone 2FS - 5FS/2 Input - 2FS Normal

Table 2—Placing Harmonics
Out of Band

Encode Rate 40.96 MSPS
Fundamental 5.12-10.24 MHz
Second Harmonic 10.24-20.48 MHz
Third Harmonic 15.36-10.24 MHz

as shown. If the ADC still generates
harmonics of its own, however, the
technique previously discussed can be
used to carefully select sample rate
and analog frequency so that harmon-
ics fall into unused sections of band-
width and are digitally filtered.

Receiver Performance Expectations
With these thoughts in mind, how

can the performance of a radio be deter-
mined and what tradeoffs can be made?
Many techniques from traditional
radio design can be used, as seen below.

Throughout the discussion, there are
some differences between a multi-
channel and single-channel radio.
These will be pointed out. Keep in mind
that this discussion is not complete and
many areas are left untouched. For ad-
ditional reading on this subject, consult
one of the references at the end of this
article. Additionally, this discussion
only covers the data delivered to the
DSP. Many receivers use proprietary
schemes to further enhance perfor-
mance through additional noise rejec-
tion and heterodyne elimination.
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For the discussion that follows, the
generic receiver design is shown in
Fig 7. Considerations begin with the
antenna and end with the digital
tuner/filter at the end. Beyond this
point is the digital processor, which is
outside the scope of this article.

Analysis starts with several assump-
tions. First, it is assumed that the re-
ceiver is noise-limited. That is, that no
in-band spurs exist that would other-
wise limit performance. It is reasonable
to assume that LO and IF choices can
be made such that this is true. Addition-
ally, it will be shown later that spurs
generated within the ADC are gener-
ally not a problem, as they can often be
eliminated with the application of
dither or through judicious use of
oversampling and signal placement. In
some instances these may not be realis-
tic assumptions, but they do provide a
starting point with which performance
limits can be benchmarked.

The second assumption is that the
bandwidth of the receiver front end is
our Nyquist bandwidth (or less). Al-
though our actual allocated band-
width may be only 5 MHz, using the
Nyquist bandwidth will simplify com-
putations along the way. Therefore, a
sample rate of 65 MSPS would give a
Nyquist bandwidth of 32.5 MHz.

Available Noise Power
To start the analysis, the noise at

the antenna port must be considered.
Since a properly matched antenna is
resistive, the following equation can
be used to determine the noise voltage
across the matched input terminals:

nV TRB2 = 4k (Eq 4)
where:

k is Boltzmann’s constant (1.38–23

  J/K)
T is temperature, in Kelvins
R is resistance, in ohms
B is bandwidth, in hertz
Available power from the source—in

this case, the antenna—is thus:

a
nP

V
R

=
4

2
(Eq 5)

which simplifies when the previous
equation is substituted to:

aP TB= k (Eq 6)
Thus, in reality, the available noise

power from the source in this case is
independent of impedance for non-
zero and finite resistance values.

This is important because it is the
reference point with which our re-
ceiver will be compared. It is often
stated—when dealing with noise fig-
ure of a stage—that it exhibits “x” dB Fig 7—Generic digital-receiver design.

above “kT” noise. This is the source of
that expression.

With each progressive stage
through the receiver, this noise is
degraded by the noise figure of the
stage, as discussed below. Finally,
when the channel is tuned and fil-
tered, much of the noise is removed,
leaving only that which lies within the
channel of interest.

Cascaded Noise Figure
Noise figure is a figure of merit used

to describe how much noise is added to
a signal in the receive chain of a radio.
Usually, it is specified in decibels,
although in the computation of noise
figure, the numerical ratio (non-log) is
used. The non-log is called noise factor
and is usually denoted as F. It is de-
fined as:

F
SNR

SNR
= Out

In
(Eq 7)

Once noise figures are assigned to
each of the stages in a radio, they can
be used to determine the cascaded per-
formance. The total noise factor, ref-
erenced to the input port, can be com-
puted as:

Total 1
2

1

3

1 2

4

1 2 3
= + + + + ...F F

F

G

F

G G

F

G G G

– – –1 1 1

(Eq 8)

There are several points to consider
when applying these equations. First,
for passive components, assume that
their noise figure is equal to their loss.
Second, series connected passive com-
ponents can be summed before the
equation is applied. For example if two
low-pass filters are in series, each with
an insertion loss of 3 dB, they may be
combined, and the loss of the single
element assumed to be 6 dB. Finally,
mixers often have no noise figure as-
signed to them by the manufacturer.
If no noise figure is specified, use the
insertion loss.

Noise Figures and ADCs
Although a noise figure could be as-

signed to the ADC, it is often easier to
work the ADC in a different manner.
ADCs are voltage devices, whereas
noise figure is really a noise power is-
sue. Therefore, it is often easier to work
the analog sections to the ADC in terms
of noise figure, then convert to voltage
at the ADC. Then work the ADC’s noise
into an input-referenced voltage. Fi-
nally, the noise from the analog and
ADC can be summed at the ADC input
to find the total effective noise.

For this application, an ADC such as
the AD9042 or AD6640 12-bit device
has been selected. These products can
sample up to 65 MSPS, a rate suitable
for entire-band AMPS digitization and
capable of the GSM 5 × reference clock
rate. This is more than adequate for
AMPS (Advanced Mobile Phone Ser-
vice), GSM (Global Standard for Mo-
bile) and CDMA (Code-Division Mul-
tiple-Access) applications. From the
data sheet, the typical SNR is 68 dB.
Therefore, the next step is to figure the
noise degradation within the receiver
caused by the ADC noise. Again, the
simplest method is to convert both the
SNR and receiver noise into RMS
volts, then sum them for the total RMS
noise [since noise powers add—Ed.]. If
an ADC has a 2-V P-P input range:

The Fs above are the noise factors
for each of the serial stages, while
the Gs are the gains of the stages.
Neither the noise factor nor the gains
are in log form at this point. When this
equation is applied, it reflects all com-
ponent noise to the antenna port.
Thus, the available noise from the
previous section can be degraded di-
rectly using the noise figure:

Total = + +P P NF Ga (Eq 9)
For example, if the available noise

is –100 dBm, the computed noise fig-
ure is 10 dB and conversion gain is
20 dB, the total equivalent noise at the
output is –70 dBm.
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(Eq 10)

This voltage represents all noises
within the ADC, thermal and quanti-
zation. The full-scale range of the ADC
is 0.707-V RMS.

With the ADC equivalent input noise
computed, the next computation is the
noise generated by the receiver itself.
Since we are assuming that the re-
ceiver bandwidth is the Nyquist band-
width, a sample rate of 65 MSPS pro-
duces a bandwidth of 32.5 MHz. From
the available-noise-power equations,
noise power from the analog front end
is 134.55 × 10–15 W or –98.7 dBm. This
noise is present at the antenna; it must
be multiplied by the conversion gain
and degraded by the noise figure. If
conversion gain is 25 dB and the noise
figure is 5 dB, then the noise presented
to the ADC input network is:
– –98.7 dBm + 25 dB+ 5 dB = 68.7 dBm

(Eq 11)
into 50 Ω (134.9 × 10–12 W). Since the
ADC has an input impedance of about
1000 Ω, we must either match the
standard 50-Ω IF impedance to this, or
pad the ADC impedance. A reasonable
compromise is to pad the range down
to 200 Ω with a parallel resistor and
then use a 1:4 transformer to match
the rest. The transformer also serves
to convert the unbalanced input to the
balanced signal required for the ADC
as well as provide some voltage gain.
Since there is a 1:4 impedance step up,
there is also a voltage gain of two in
the process.

2 =V P R• (Eq 12)
From this equation, our voltage,

squared, into 50 Ω is 6.745 × 10–9, or
into 200 Ω, 26.98 × 10–9.

Now that we know the noise from
the ADC and the RF front end, the
total noise in the system can be com-
puted by the square root of the sum of
the squares. The total voltage is thus
325.9µV. This is the total noise
present in the ADC, due to both re-
ceiver noise and ADC noise, including
quantization noise.

Conversion Gain and Sensitivity
How does this noise voltage contrib-

ute to the overall performance of the
ADC? Assume that only one RF signal
is present in the receiver bandwidth.
The signal to noise ratio would then be:

20 = 20
0.707

325.9  10
= 66.7log log

–

Sig

Noise




 •





6

(Eq 13)

Since this is an oversampling appli-
cation and the actual signal band-
width is much less than the sample
rate, noise will be greatly reduced
once digitally filtered. Since the front-
end bandwidth is the same as our ADC
bandwidth, both ADC noise and RF/IF
noise will improve at the same rate.
Since many communications stan-
dards support narrow channel band-
widths, we’ll assume a 30-kHz chan-
nel. Therefore, we achieve 30.3 dB
from process gain, and our original

SNR of 66.7 dB is now 97.0 dB.
Remember that SNR increased be-
cause excess noise was filtered; that is
the source of process gain.

If this is a multi-carrier radio, the
ADC dynamic range must be shared
with other RF carriers. For example, if
there are eight carriers of equal
power as shown in Fig 8, each sig-
nal should be no larger than 1/8th
(–18 dBc) the total range if peak-to-
peak signals are considered. However,
since the signals are not normally in

Fig 8—Eight equal-power carriers.

Fig 9—Bit Error Rate versus SNR.
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phase with one another in a receiver
(because handsets are not phase
locked), the signals will rarely align—
if ever. Therefore, less than 18 dB of dy-
namic range is required. Since in real-
ity, only no more than two signals will
align at any one time and because they
are modulated signals, only 3 dB (5 to
6 dB for a conservative design) will be
reserved for headroom. If signals do
align and cause the converter to clip, it
will occur for only a small fraction of a
second before the overdrive condition
is cleared. For a single-carrier radio, no
headroom is required.

Depending on the modulation
scheme, a minimum CNR (carrier-to-
noise ratio) is required for adequate
demodulation. If the scheme is digital,
then the bit-error rate (BER) must be
considered as shown in Fig 9. Assum-
ing a minimum CNR of 10 dB is re-
quired, our input signal level cannot
be so small that the remaining SNR is
less than 10 dB. Thus, our signal level
may fall 87.0 dB from its present level.
Since the ADC has a full-scale range
of +4 dBm (200 Ω), the signal level at
the ADC input is then –83.0 dBFS. If
there were 25 dB of gain in the RF/IF
path, then receiver sensitivity at the
antenna would be –83.0 minus 25 dB
or –108.0 dBm. If more sensitivity is
required, then more gain can be added
in the RF/IF stages. Noise is not inde-
pendent of gain, however, a gain in-
crease may also have an adverse effect
on noise performance, from additional
gain stages.

ADC Spurious Signals
and Dither

A noise-limited example does not
adequately demonstrate the true limi-
tations in a receiver. Other limitations
such as SFDR are more restrictive
than SNR and noise. Assume that
the ADC has an SFDR specification of
–80 dBFS or –76 dBm (full scale =
+4 dBm). Also, assume that a tolerable
carrier-to-interferer ratio (CIR, differ-
ent from CNR) is 18 dB. This means
that the minimum signal level is
–62 dBFS (–80 plus 18) or –58 dBm.
At the antenna, this is –83 dBm
(–58 minus 25). Therefore, as can be
seen, SFDR (single or multitone) would
limit receiver performance long before
the actual noise limitation is reached.

However, a technique known as
dither can greatly improve SFDR. As
shown in Analog Devices Application
Note AN-410, the addition of out-of-
band noise can improve SFDR well
into the noise floor. Although the
amount of dither is converter-specific,

Fig 10—ADC without dither.

Fig 11—ADC with dither.

the technique applies to all ADCs as
long as static differential nonlinearity
(DNL) is the performance limitation
and not ac problems such as slew rate.
In the AD9042 documented in the ap-
plication note, the amount of noise
added is only –32.5 dBm or 21 codes
RMS. As shown in Figs 10 and 11, the
plots both before and after dither pro-
vide insight into the potential for im-
provement. In simple terms, dither
works by randomizing the coherent
spurious signals generated within the
ADC. Since the energy of the spurs

must be conserved, dither simply
causes them to appear as additional
noise in the floor of the converter. This
can be observed in the “before” and
“after” plots of dither as a slight in-
crease in the average noise floor of the
converter. Thus, the tradeoff made
through use of out-of-band dither is
that literally all internally generated
spurious signals can be removed.
However, there is a slight hit in the
overall SNR of the converter. In prac-
tical terms this amounts to much less
than 1 dB of sensitivity loss compared
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to the noise-limited example, which is
much better than the SFDR-limited
example shown earlier.

Let’s consider two additional impor-
tant points about dither before the topic
is closed. First, in a multi-carrier re-
ceiver, we cannot expect any of the chan-
nels to be correlated. Often, the multiple
signals will serve as self-dither for the
receiver channel. This is sometimes
true, but when signal strengths are
weak, additional dither may be needed.

Second, the noise contributed from
the analog front end alone is insuffi-
cient to dither the ADC. From the ex-
ample above, –32.5 dBm of dither was
added to yield an optimum improve-
ment in SFDR. In comparison, the ana-
log front end only provides –68 dBm of
noise power, far from what is needed to
provide optimum performance.

Third-Order Intercept Point
Besides converter SFDR, the RF

section contributes to the spurious
performance of the receiver. These
spurs are unaffected by techniques
such as dither and must be addressed
to prevent disruption of receiver per-
formance. Third-order intercept is an
important measure, as the signal lev-
els within the receiver chain increase
throughout the receiver.

In order to understand what level of
performance is required of wide-band
RF components, we will review the
GSM specification, perhaps the most
demanding of receiver applications.

A GSM receiver must be able to re-
cover a signal with a power level be-
tween –13 dBm and –104 dBm. As-
sume also that the full-scale input of
the ADC is 0 dBm, and losses through
the receiver filters and mixers are
12 dB. In addition, since multiple sig-
nals are to be processed simulta-
neously, an AGC should not be em-
ployed. This would reduce RF sensitiv-
ity and cause the weaker signals to be
dropped. Working with this informa-
tion, RF/IF gain is calculated to be
25 dB (0 = – 13 – 6 – 6 + X).

The 25-dB gain required is distrib-
uted as shown in Fig 12. Although a
complete system would have additional

Fig 12—Receiver gain distribution for IP3 calculation. Fig 13—Input slew rate.

components, this will serve the discus-
sion. From this, with a full-scale GSM
signal at –13 dBm, ADC input will be 0
dBm. However, with a minimal GSM
signal of –104 dBm, the signal at the
ADC would be –91 dBm. From this
point, the discussion above can be used
to determine the suitability of the ADC
by noise and spurious performance.

With these signals and the system
gains required, the amplifier and mixer
specifications can now be examined
when driven by the full-scale signal of
–13 dBm. Solving for the third-order
products in terms of signal full-scale:

InIP Sig
OP

=
3

2

3

3
–



 (Eq 14)

where Sig is the full-scale input level
of the stage, in dBm, and 3OP is the
required third-order product level.

Assuming that overall spurious per-
formance must be greater than 100 dB
(the requirements for AMPS and
CDMA), the above equation shows that
you need an input amplifier (LNA) with
a third-order input, IP3, greater than
+37 dBm. At the mixer, the signal’s
level increases by the 10 dB gain, and
the new signal level is –3 dBm. How-
ever, specifying mixers at their output
reduces this level by at least 6 dB for a
new signal level of –9 dBm. Therefore
at the mixer, you need an IP3 greater
than +41 dBm. At the final gain stage,
the signal is attenuated to –9 dBm. For
the IF amplifier, you need an IP3
greater than +41 dBm.

sample-to-sample variation in the en-
code process. Aperture uncertainty
has three residual effects. The first is
an increase in system noise. The sec-
ond is an uncertainty in the actual
phase of the sampled signal itself.
Third is inter-symbol interference.
Aperture uncertainty of less than 1 ps.
is required when IF sampling in order
to achieve required noise perfor-
mance. In terms of phase accuracy and
inter-symbol interference, the effects
of aperture uncertainty are small. In a
worst case scenario of 1 ps RMS at
a 250-MHz IF, the phase error is
0.09° RMS. This is quite acceptable
even for a demanding specification
such as GSM. Therefore, the focus of
this analysis will be on noise contribu-
tion due to aperture uncertainty.

In a sine wave, the maximum slew
rate is at the zero crossing. At this
point, the slew rate is defined by the
first derivative of the sine function
evaluated at t = 0:
v(t) A ft= sin(2 )π (Eq 15)

dv(t)

dt
A f ft= (2 ) (2 )π πcos (Eq 16)

At t = 0, Eq 16 simplifies to:
dv(t)

dt
A f= (2 )π (Eq 17)

ADC Clock Jitter
One dynamic specification that is

vital to good radio performance is ADC
clock jitter. Although low jitter is im-
portant for excellent baseband perfor-
mance, its effect is magnified when
sampling higher frequency signals
(higher slew rate) such as is found in
undersampling applications. The
overall effect of a poor jitter specifica-
tion is a reduction in SNR as input fre-
quencies increase. The terms aperture
jitter and aperture uncertainty are
frequently interchanged in text. In
this application, they have the same
meaning. Aperture uncertainty is the

The units of slew rate are volts per
second (V/s), representing how fast the
signal slews through a zero crossing of
the input signal. In a sampling system,
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a reference clock is used to sample the input signal. If the
sample clock has aperture uncertainty, then an error volt-
age is generated (see Fig 13). This error voltage can be de-
termined by multiplying the input slew rate by the jitter:

Error Jitterv = (Slewrate)(t )                                         (Eq 18)
By analyzing the units, it can be seen that this yields units

of volts. Usually, aperture uncertainty is expressed in sec-
onds RMS; therefore, the error voltage would be in volts
RMS. Additional analysis of this equation shows that as
analog input frequency increases, the RMS error voltage also
increases in direct proportion to the aperture uncertainty.

In IF sampling converters, clock purity is of extreme im-
portance. As with the mixing process, the input signal is
multiplied by a local oscillator, or in this case, a sampling
clock. Since multiplication in time is convolution in the fre-
quency domain, the spectrum of the sample clock is convo-
luted with the spectrum of the input signal. Since aperture
uncertainty is wide-band noise on the clock, it shows up as
wide-band noise in the sampled spectrum as well. In addi-
tion, since an ADC is a sampling system, the spectrum is pe-
riodic and repeated around the sample rate. This wide-band
noise therefore degrades the noise-floor performance of the
ADC. The theoretical SNR for an ADC as limited by aperture
uncertainty is determined by the following equation:

SNR F tAnalog j= 20
RMS

– log 2π( ) (Eq 19)

If this equation is evaluated for an analog input of 201 MHz
and 0.7 ps RMS jitter, the theoretical SNR is limited to
61 dB. Note that this is the same requirement demanded of
any other mixer stage. Therefore, systems that require very-
high dynamic range and very-high analog input frequencies
also require a very low jitter encode source. When using stan-
dard TTL/CMOS clock-oscillator modules, 0.7 ps RMS has
been verified for both the ADC and oscillator. Better num-
bers can be achieved with low-noise modules.

When considering system performance overall, a more
generalized equation may be used. This equation builds on
the previous equation, but includes the effects of thermal
noise and DNL:

SNR F t
v

analog j N
NoiseRMS

N= − ( ) + +
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(Eq 20)
where:
FAnalog = analog IF
tjRMS = aperture uncertainty
ε = average DNL of converter (approximately 0.4 bits)
vNoiseRMS

 = thermal noise in bits
N = number of bits
Although this is a simple equation, it provides much

insight into the noise performance that can be expected
from a data converter. For more details on aperture jitter,
see Analog Devices AN-501.

Phase Noise
Although synthesizer phase noise is similar to jitter on the

encode clock, it has slightly different effects on the receiver.
In the end, however, the effects are very similar. The pri-
mary difference between jitter and phase noise is that jitter
is a wide-band problem with uniform density around the
sample clock frequencies. Phase noise exhibits non-uniform
distribution around a local oscillator and usually weakens
as the measurement frequency moves away from that of the
oscillator. As with jitter, less phase noise is better.

Since the local oscillator is mixed with incoming signals,
noise on the LO effects the desired signal. The frequency-
domain process of the mixer is convolution; the time-do-
main process of the mixer is multiplication. Because of
mixing, phase noise from the LO moves energy from adja-
cent (and active) channels into the desired channel as an
increased noise floor. This is called reciprocal mixing. To
determine the amount of noise in an unused channel when
an alternate channel is occupied by a full-power signal, the
following analysis is offered.

Again, since GSM is a difficult specification, this will serve
as an example. In this case, the following equation is valid:

Noise x(f) p(f)df=
0.1

0.1

–
∫ × (Eq 21)

where Noise is the noise (in the desire channel) caused by
phase noise, x(f) is the phase noise expressed in non-log
format, and p(f) is the spectral-density function of the GMSK
function. For this example, assume that the GSM signal
power is –13 dBm. Also, assume that the LO has a phase
noise that is constant across frequency (most often, the
phase noise reduces with carrier offset). When this integra-
tion is performed over the channel bandwidth, a simple
equation falls out. Since x(f) was assumed to be constant
(PN – phase noise) and the integrated power of a full-scale
GSM channel is –13 dBm, the equation simplifies to:

Noise PN Signal

PN Signal

PN

= ( )( )

or in form

 = +

 = + ( 13 dBm)

Adjacent

log ,

–

log log (Eq 22)

and:

RequiredPN Noise= ( 13 dBm– – ) (Eq 23)
since the goal is to require that phase noise be lower than
thermal noise. Assuming that noise at the mixer is the same
as at the antenna, –121 dBm (noise in 200 kHz at the antenna
– Pa = kTB) can be used. Thus, the phase noise from the LO
must be lower than –108 dBm with an offset of 200 kHz.
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The ionosphere is the lifeblood of HF communication.
Use this technique to view and understand the
invisible medium that transports our signals.

By Peter Martinez, G3PLX

High Blakeband Farm
Underbarrow, Kendal,
Cumbria, LA8 8HP
England

Narrow-Band Doppler
Spectrum Techniques for

Propagation Study

ANovember 1997 RadCom ar-
ticle I wrote1 described the use
of extremely narrow-band DSP

techniques to receive the very-weak
signals on the VLF amateur bands.
This was done by using a very narrow-
span spectrum analyzer to view a
small section of the band on a real-
time computer display that showed
frequency as the Y-axis, time as the
X-axis and signal-level as brightness.
The result was a receiving system that
was capable of receiving signals

buried far below the audible noise
level by virtue of its extremely narrow
effective bandwidth.

Some readers of that article may
have asked the question: What hap-
pens if we use this technique on the
higher bands? The propagation me-
dium on the higher bands is not as
stable as it is on VLF. Instead of see-
ing a thin, straight line on the screen
from a transmitted carrier, the signal
spreads out over an appreciable band
of frequencies. The ionosphere, which
reflects HF radio waves, is constantly
in motion, causing the path length to
vary. As with moving low-orbit Oscar
satellites, a changing path length
causes a change in the received fre-
quency known as the Doppler shift.
While a moving satellite on VHF can
give a Doppler shift of several kilo-

hertz, the moving ionosphere at HF
only gives a Doppler shifts of about
1 Hz. This is much more than the
25-mHz (that’s millihertz!) band-
widths we were using on VLF and
would make communication at these
narrow bandwidths impossible on HF.

In this article, I would like to intro-
duce the idea of using these narrow-
band techniques, not to communicate
on HF, but to study the ionosphere
itself. The narrow-band spectrum ana-
lyzer can be used to create doppler-
grams of typical HF signals. These can
be an effective way of showing many of
the features of the ionosphere that
have previously only been made vis-
ible with equipment that is well
beyond the reach of the average ama-
teur.

To begin, let us consider perhaps the

1P. Martinez, G3PLX, “Extreme Narrowband
Reception,” RadCom, Nov 1997, pp 45-
48.
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best-known example of the Doppler
effect, familiar to radio amateurs and
television viewers alike, which is that
of aircraft flutter. If we suppose that
the height of the aircraft is small com-
pared to the other distances, then we
can make a two-dimensional model of
the reflected path.

Fig 1 shows such a model and what
happens when the signal from T is
reflected from a moving aircraft at
point A and received at R. As the air-
craft moves closer to the line joining T
to R, the path gets shorter, giving rise
to a positive Doppler shift, which de-
creases as it moves away from the line
between T and R. If we also have a
direct path between T and R, the pres-
ence of two signals of different fre-
quencies at the same time gives rise to
a beat-note. Its usually subaudible
frequency shows as the well-known
flutter fading effect.

The elliptical rings drawn on Fig 1
are lines of constant path-length from
T to R via any point on the ellipse. We
can imagine that these were drawn by
fastening each end of a length of string
to T and R, starting with the string one
wavelength longer than the distance
TR. Drawing the string tight with a
pencil at point A, we can then trace out
the innermost ellipse. The second el-
lipse is drawn with two wavelengths
of extra string and so on. An aircraft
flying tangential to any ellipse will
have zero Doppler shift, and the Dop-
pler shift (in hertz) on an aircraft fly-
ing in any other direction, is numeri-
cally equal to the number of wave-
length rings that it crosses per second.

From this we can see that an aircraft
approaching from some distance will
appear first with an almost-constant
positive HF Doppler shift, which will
drop, pass through zero as the aircraft
either crosses between the transmit-
ter and the receiver or its flightpath
becomes tangential to an ellipse, then
become negative as it flies away. The
Doppler shift is proportional to the RF
frequency, and with typical jumbo jets
a shift as high as 250 Hz is possible on
a 144 MHz signal. The narrow-band
spectrum analyzer technique de-
scribed in November 1997 RadCom
can be easily used to display these
Doppler-shifted signals, even on much
lower frequencies than 144 MHz.

Fig 2 shows a dopplergram taken on
a BBC World Service AM transmitter
on 15.485 MHz at Penrith, Cumbria,
about 40 km north of my home, at
about 4 o’clock in the afternoon. This
signal is at the limit of surface-wave
propagation but well inside the skip

Fig 1—Ellipses of constant path length from T to R.

Fig 2—The Doppler trails from numerous

zone. Listening in USB mode with the
carrier tuned to give a 1000-Hz tone,
it shows signs of aircraft flutter from
time to time. The horizontal center-
line of the dopplergram represents the
carrier-frequency where the direct sig-
nal is visible. The top and bottom of
the dopplergram are respectively
25 Hz above and below the carrier fre-
quency. The marks along the bottom
edge represent ten-minute intervals.

The striking feature of Fig 2 is the
very large number of aircraft Doppler

trails visible, far more than can be
detected by ear. The narrow-band ana-
lyzer is doing a far better job of sepa-
rating out the faint closely spaced sig-
nals than can the human ear. To get
some idea how far away some of these
aircraft are, we can note that the area
swept out between an aircraft trace
and the center-line over a given time
interval is numerically equal to the
number of wavelength ellipse rings
crossed by the aircraft in that time.
For example, we could estimate this
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area by counting the number of 1-Hz
by 1-second squares in the area swept
out on the dopplergram. Since we
know that the aircraft is at its closest
when the trace crosses the center-line
of the dopplergram, an estimate of the
triangular area between the point
where the trace crosses the center-line
and that of the faintest detectable sig-
nal will give us a figure for the most-
distant path length minus the closest.
We can then say that the most-distant
path-length is certainly longer than
this figure. Since the path is from the
transmitter to the aircraft and back to
the receiver, we can thus get a lower
limit for the distance to the aircraft by
halving this path-length. The square
area marked 1000 λ in Fig 2 repre-
sents a distance of 1000 λ, that is a
path-length of 19.3 km at this fre-
quency. Using this method, the air-
craft that crossed the centerline at
point A and produced the trail to B and
was just detectable at point C in Fig 2
was at least 150 km away at point C.

Some of the traces in Fig 2 do not
follow smooth curves, and these can be
attributed to aircraft that are chang-
ing speed or direction. Some traces run
along the centerline for some time,
and these result from aircraft that are
flying along the line between trans-
mitter and receiver. It is interesting to
speculate on the possibility of using
several receivers spaced out around a
single broadcast transmitter and com-
bining all the Doppler signals to give
an almost completely “passive” radar
picture of the aircraft activity in the
area. The sensitivity is actually lim-
ited in Fig 2, not by receiver back-
ground noise but by close-in sideband
noise in the BBC transmitter result-
ing from low-level second-order distor-
tion in the modulated signal.

There are other strange marks (as
at F, G and H in Fig 2) and numerous
short vertical streaks (both above and
below the centerline) that can be ex-
plained. They take us into the main
uses of dopplergrams for propagation
study. To explain these, we need to
look much higher in the sky than the
aircraft. It helps to find a signal com-
ing from much farther away, so that
aircraft reflections are below the hori-
zon and not visible. Fig 3 shows just
such a trace, from a French AM broad-
cast transmitter on 21.580 MHz at
about 1000 km distance, recorded at
about 10:00 UTC in April. There is no
surface wave but this station is still
within the skip zone so there is no
skywave; the stripe across the center
of the trace is probably a scatter sig-

Fig 3—Meteor trails, caused by the burning of interplanetary debris at about the
same height as the E layer (80 to 120 km).

Fig 4—How the initially straight trail from a vertically falling meteor can be blown
out of shape by high-altitude winds.

nal. Again the vertical scale is 50 Hz
top-to-bottom, but the horizontal time
base is twice as fast as that of Fig 2,
and the marks along the bottom now
represent one-minute intervals.

The various streaks and squiggles in
Fig 3 are in fact meteor-trail reflec-
tions. Meteors are small particles of
interplanetary debris, typically the
size of a grain of sand, which burn up
on entering the top of the earth’s at-
mosphere. Occurring at heights be-
tween 80 and 120 km, they leave ion-
ized trails rather like vapor trails,
which gradually fade away, and radio
signals can be reflected from such
trails. Unlike an aircraft, which can be
considered as a point reflector and
scatters RF in all directions, a meteor
trail is a line, and gives a strong mir-
ror-like reflection when the trail is at
the correct angle to the path.

This is the textbook explanation for
meteor-scatter, but it does not yet ex-
plain the strange shapes we see on the
dopplergram. If a meteor trail were

stationary in the sky, the reflection
would be exactly on the same fre-
quency as the transmitter and would
appear exactly on the dopplergram
centerline. Meteor pings have Doppler
shifts because the trails are moving,
blown along by high-altitude winds.
They give positive or negative Doppler
shifts depending on whether the trail
is upwind or downwind of the path
between the transmitter and the re-
ceiver. This accounts for some of the
blobs in Fig 3, namely the horizontal
streaks at A, B and C.

Nonetheless, several reflections
seem to spread out over ranges of Dop-
pler-shifts, with tendencies to have
leading “noses” with two or more tails.
Once again, we can explore what is
happening by reference to a diagram.

Fig 4 is a simplified diagram of a
vertical section through the atmo-
sphere at a height of about 100-km
where a typical trail is being formed.
It shows at (A) a meteor that is falling
vertically downward, with the wind
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blowing from left to right across the
diagram. In general, the wind speed
will not be the same at all levels. Let’s
suppose that the wind is stronger at
higher levels, as shown by the arrows,
that the transmitter is in front, to the
right and below the diagram and the
receiver is behind it. Thus, the dia-
gram is a slice across the path that
includes the meteor trail.

At the instant when the trail is
formed, there is no reflection because
the trail is vertical and the transmit-
ter/receiver are on the ground 100 km
below and not aligned with the trail.
After a few seconds maybe, the wind
gradient along the trail may blow it
into the shape of Fig 4B, the middle of
the trail becomes perpendicular to the
transmitter/receiver plane and a signal
is reflected. Note that different por-
tions of the reflecting part of the trail
move with different speeds. In other
words, it rotates so that the reflected
signal has a range of simultaneous
Doppler shifts, and this gives the Dop-
pler trace its flat “nose.” As the trail
shape blows farther from the vertical
(Fig 4C), the middle of the trail rotates
out of line and ceases to reflect, but
adjacent sections come into line and
reflect. The upper reflecting section
travels faster than the lower one, so the
nose of the Doppler trace splits into two
tails, one higher in frequency than the
other, just like trace D in Fig 3.

Fig 4 shows only one possible,
simple path geometry. In general, the
alignment of the trail and the trans-
mitter/receiver paths will be more
complex, and the wind speed may vary
with height in more-complex ways.
Nonetheless, this example gives the
basic idea of how a wind-blown meteor
trail can produce convoluted shapes
such as the one at E in Fig 3. The
dopplergram technique thus gives
some real insight into the nature of
meteor trails and the physics of the E
layer. In particular, the ability to vi-
sualize E-layer vertical wind gradi-
ents may help in the study of sporadic-
E propagation.

There remain a large number of faint
vertical streaks on the dopplergram of
Fig 3, some of which have blobs at their
lower ends or occur at the start of
larger squiggles. These can be ex-
plained by the Doppler shift of a signal
reflected from the expanding tip of the
ionized trail as it is actually being
formed. The surface of the trail’s lead-
ing edge will be rounded rather than
flat, so the scattered signal will be
fainter and not so highly directional.
The Doppler shift will be due not only

Fig 5—Vertical motion of the F layer leads to Doppler shift, including a “switch-
back” effect at point A. Left and right-hand polarized signals from the same
transmitter fade out at different times (points B and C).

Fig 6—Multiple reflection points across an upward bulge in the F layer, illustrating
the “switch-back” effect at point A of Fig 5.

to the wind speed but will also contain
a component from the much higher
velocity of the meteor itself. Each me-
teor ping thus starts with a faint, wide-
angle “chirp” from the HF side. Some
of these faint chirps are received even
though the resulting trail is never in
the right alignment to produce a real
ping, such chirps are probably from
meteors that fall quite close to the
transmitter or the receiver.

For the next dopplergram (Fig 5), we
come right down to the lower HF bands.
Fig 5 shows a signal on about 5 MHz,
received at my home over a distance of
about 80 km. It is actually an unmod-
ulated spare channel of a commercial

multi-channel RTTY signal. During
daytime, the ionosphere reflects sig-
nals on this frequency from a height of
about 300 km, so the reflection point is
almost overhead. For this doppler-
gram, the vertical scale is 3-Hz (top-to-
bottom) and the time marks along the
horizontal scale are at 10-minute inter-
vals, with the UTC hours also marked.
The signal is reflected from the F layer,
and it appears to randomly wander
about ±0.5 Hz. This is not caused only
by frequency instability in the trans-
mitter or receiver. If this transmitter
had been located sufficiently close by
for the trace to show the direct (ground
wave) signal, the signal would have
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been visible as a straight line across
the center of the chart.

The ionosphere is essentially a flat,
horizontal reflecting layer, and it can
be shown that—unlike the meteor-
scatter case—there can be no Doppler-
shift due to horizontal motion of a hori-
zontal layer. The observed Doppler
shift is actually caused in this case by
vertical motion of the F layer. Some of
this motion can arise from weather
effects in the atmosphere below, but in
the same way that waves can propa-
gate long distances across the surface
of a pond, such disturbances can
propagate horizontally as waves at the
height of the F layer. Even quite small
disturbances, due to thunderstorms in
the atmosphere below, become magni-
fied in size as they expand into the
lower densities of the higher altitudes.
If we could monitor the Doppler shift
at two or more receiving sites, it might
be possible to see the direction of these
waves’ motion. There is another phe-
nomenon, however, that demonstrates
the travelling-wave effect very clearly,
and incidentally, might also help to
convince some readers that this wob-
bly trace is not just transmitter or re-
ceiver frequency drift. At several
points in time, the wandering Doppler
trace seems to have an almost vertical
rising edge. Indeed, at point A of Fig 5
the trace seems to defy the laws of
physics and lean backward in time.
This can certainly not be receiver drift,
but we can explain how this strange
effect occurs by reference to Fig 6.

Imagine an upward bulge in the F
layer moving, like an tidal wave, from
right to left across the top of the dia-
gram above a stationary transmitter
with the receiver next to it, shown at
point A in Fig 6. To make the diagram
less cluttered, in fact, Fig 6 shows a
stationary wave and a transmitter
moving along the line from A to G,
which gives the same effect. At point
A, before the transmitter gets under
the bulge, the path length to the layer
is constant and there is no Doppler
shift. At B, the layer is starting to
move upward and away from the
transmitter, producing a low-fre-
quency Doppler shift at the receiver.
This effect gets larger at C, but we also
just start to get some signal from the
opposite side of the bulge, which is
moving and rotating downward and
toward the transmitter. Therefore,
another signal appears, with a “nose”
and a positive Doppler shift.

At D, with the transmitter and re-
ceiver right under the center of the
wave, there are now three points of

reflection. At one, reflection is from
the upward-moving leading edge of
the bulge. At another, it’s from the top
and a third reflects from the down-
ward-moving trailing edge. At E, we
just lose the reflection from the lead-
ing edge as it rotates out of line. At F
and G, we have only the upward Dop-
pler shift from the trailing edge as the
travelling wave passes away.

Only travelling waves that have a
sufficiently small radius of curvature
will cause this “switch-back” effect.
The audible effect is that an other-
wise-steady signal develops deep fad-
ing for a few minutes as the three
Doppler-shifted paths beat with other.

If we carefully look at the rest of Fig
5, we can see many places where there
are two traces close together. It’s not
difficult to imagine that virtually the
whole dopplergram actually consists of
two traces that weave in and out of each
other. If one listens to the audio while
watching the dopplergram appear, it is
clear that the fading rate is fast when
the two traces are widely separated
and slow when they are close together.

To explain this double-trace we need
to go a bit deeper into the theory of HF
propagation than the average Ama-
teur Radio textbook. Such books tell us
that electrons in the ionosphere oscil-
late in sympathy with electromagnetic
waves. When a signal with a frequency
below the critical frequency is fired
vertically upwards, the oscillations
slow it to a standstill and return it
back along it’s original path. What
these books do not tell us is that the
earth’s magnetic field has a subtle ef-
fect on this process. The physics be-
tween the radio wave, ionospheric
electrons and magnetic field are com-
plex, but the result is that a right-
hand circularly polarized signal
propagating through the ionosphere
has a slightly different propagation
speed than does a left-hand circularly
polarized signal. This means that two
waves polarized in opposite senses
will take two slightly different ray
paths through the ionosphere. One of
these paths is known as the ordinary
ray (O) and is independent of the mag-
netic field. The other is slowed slightly
by the magnetic field and is known as
the extra-ordinary ray (X). The
amount of slowing depends on the
strength of the component of the
earth’s magnetic field along the path.

Since a linearly polarized signal can
be resolved into two contra-rotating
circularly polarized signals, it follows
that even linearly polarized signals
passing through the ionosphere are

split into two separate ray paths, ex-
cept for certain special cases at the
magnetic poles and the equator. The
dopplergram shows where the two
rays separate in frequency due to the
motion of the ionosphere itself.

For most of the day, the O and X sig-
nals stay close to each other, but at
sunset, when the ionization level drops
below the level needed to cause reflec-
tion, the O signal vanishes first. This
can be seen at point B (1638 UTC) in
Fig 5. As it goes, the reflection point
moves rapidly upward as the ionization
drops, giving rise to a characteristic
LF “chirp.” The extra-ordinary ray,
boosted by the extra spin that the elec-
trons get from the magnetic field, keeps
going until point C (1709 UTC), when it
too vanishes with a downward chirp.
Interestingly, although this particular
signal shows deep fading throughout
the day as the O and X rays beat with
each other, for the 30-minute period
where only the X trace is present, the
signal is quite constant in level.

Behind the main trace, there is a
fuzzy signal with a greater Doppler
shift that does not track that of the
main trace. This is probably due to
small-scale irregularities in the F
layer caused by solar-wind particles
trapped along the earth’s magnetic
field. This fuzzy trace can sometimes
get much stronger, swamping the
main trace during periods of solar ac-
tivity. There is an audible rapid flut-
ter on the signal when this occurs. It is
interesting to note that there is still a
fuzzy background trace after the main
signal has faded out at sunset.

Fig 5 shows a near-vertical path in
order to demonstrate vertical motion
of the F layer. For the next doppler-
gram, we move to a 400-km path and
decrease frequency to 3.5 MHz. This
shows the effects of low-angle propa-
gation and introduces the E layer,
which does not reflect signals at 5
MHz. Fig 7 uses the same vertical and
horizontal scales as Fig 5, but was
taken at sunrise over the path from
Great Yarmouth, on the East Coast of
England, to my home at Kendal in
northwest England. The transmitter
is a navigational data broadcast on
3572 kHz, which radiates 24 hrs/day
and has a nice clean carrier in the cen-
ter of it’s digital-PSK modulation.

It is perhaps no surprise that the
sunrise in Fig 7 shows the F-layer
traces chirping in from the HF side
as the reflection point moves, first
very rapidly and then more slowly
downwards. There are two traces,
the extraordinary ray appearing first.
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However, like the travelling wave in
the F layer, these traces seem to defy
the laws of physics and move earlier in
time after their first appearance. To
explain this, we again need to go a bit
deeper into ionospheric theory than
the average textbook.

The textbooks tell us that if we fire
a radio wave obliquely upward at a
shallow angle, it will reflect from the
ionosphere, but if fired at a steeper
angle it will go through the ionosphere
and out into space. This simple model
assumes that the ionosphere is a thin
layer. To explain the sunrise fold-back
effect we need to account for the F
layer’s thickness. The ionization level
must vary smoothly from low intensi-
ties above and below the layer to a high
intensity in the middle. This is like the
ionization profile shown in Fig 8A,
which shows the ionization level along
the horizontal axis and the corre-
sponding height vertically.

Consider what happens to a ray fired
at an angle upwards. Suppose that it is
only just reflected from a thin iono-
spheric layer at a height of 300 km and
received back on the ground 400 km
from the transmitter. A ray at a higher
angle will skip out into space, and a ray
at a lower angle will reflect back to the
ground farther away. The receiver is
thus right on the edge of the skip zone.
Let’s follow the higher ray for a mo-
ment. It passes upward through the
300-km level to a greater height, say
400 km. If the ionization at 400 km is
high enough (it would have to be higher
than at 300 km because of the steeper
angle), this ray too could be reflected
to our receiver at 400 km distance.
Three such rays at different take-off
angles are shown in Fig 8B. With the
help of some mathematics, we can
draw a smooth curve showing the ion-
ization intensity that would be needed
to reflect a signal from a thin layer at
any height down to our receiver 400 km
away. This curve is shown in Fig 8C,
and it is known as the transmission
curve for that distance.

If we now superimpose this curve on
top of the actual F-layer ionization
profile of Fig 8A, we can predict what
will happen if the F layer is thick. That
is, if it consists of a stack of thin layers
with different ionization intensities.
We find that the two curves cross at
two places. This means that there will
be simultaneous reflection from two
different heights in our new thick
layer. The high path is sometimes
called the Pedersen ray; it is nearly
always ignored in the average text-
book. Now we can begin to understand

Fig 7—F-layer traces at dawn—showing the “chirp” from the HF side as the
reflection height drops—and the onset of the E layer.

Fig 8—Ionization required for reflection at different heights for a given path
distance.

the dopplergram: Before sunrise, the
ionization intensity is too low, and the
ionization profile never crosses the
transmission curve. There comes a
point, however, where the ionization
profile just touches the transmission
curve at a tangent. A signal just starts
to reflect over a range of heights and
with a range of Doppler shifts. This
corresponds to the leading “nose” of the
dopplergram of Fig 7. As the ionization
intensity increases still further, the
reflection height splits, just like the
splitting of the reflection point on a
drifting meteor trail. This gives rise to
the separate upper and lower arms of
the dopplergram trace. The Pedersen
ray eventually vanishes when the skip
zone disappears completely, and we
can go back to the textbook thin-layer
model, at least until sunset.

The amount of fold-back increases

on longer paths where the take-off
angle is lower, but at vertical inci-
dence there is no fold-back, and the
signal just “chirps” vertically down
from the HF side. In Fig 7, it is just
possible to see two more faint traces
(marked A and B) that show no fold-
back. They would therefore seem to be
at a higher angle than the main traces.
They could perhaps be reflections from
a higher layer, but are more likely to
be double-hop paths.

There is a similar effect at sunset,
effectively a folded-back version of the
fade-out shown in Fig 5. The doppler-
gram of a sunset fold-back event is an-
other way of looking at the phenomenon
known as skip fading. Where the het-
erodyne between the high and low path
gives an audible rhythmic fading pat-
tern, which becomes slower and deeper,
reaching zero-beat just as the signal
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drops out. We can use the same “area
swept out” technique that we used to
estimate aircraft distances to estimate
the height difference between the high
and low rays. In other words, we can
measure the thickness of the layer.

Finally, at the point marked C in
Fig 7, a third trace starts at 0620 UTC.
It does not start with the same charac-
teristic chirp from the HF side, and has
only a very small Doppler wobble right
through the day. This is the E layer,
which appears at a height of about
100 km during the daytime and is only
ionized enough to reflect 3.5 MHz, so it
doesn’t show in Fig 5 (5 MHz). Unlike
the F layer (the thickness of which
explains the fold-back effect), the E
layer really is thin. The travelling
waves that were visible on the F-layer
trace in Fig 5 are hardly visible on the
E-layer trace because the vertical
wave movement is much smaller in the
more-dense E layer lower down. Fig 7
confirms what the textbook tells us,
namely that the E layer progressively
blankets the F layer, and this gets
weaker due to D-layer absorption dur-
ing the middle of the day.

The dopplergram technique can
show many more interesting propaga-
tion effects, but space limitations pro-
hibit showing them here. A solar flare
shows up as a positive Doppler-shift
spike of several hertz on an F-layer
trace, with a rise-time of a minute or
two and a slower negative recovery.
The effects of aurora that are audible
as flutter on high frequencies can be
clearly be seen on the LF bands. Air-
craft reflections and meteor pings can
likewise be seen on dopplergrams
right down to 3.5 MHz. A local beacon
on 28 or 50 MHz will show signs of
backscatter on a dopplergram when
the band is open for long-distance
propagation even though it is well in-
side the skip-zone. The fascinating
subject of sporadic-E propagation has
yet to be fully explored with Doppler
techniques.

Frequency stabilities better than
1 Hz are needed to produce doppler-
grams like those shown in this article.
I have achieved this by locking the ref-
erence oscillator on my TS-930S trans-
ceiver to a standard-frequency broad-
cast, but even without this high stabil-
ity, the basic dopplergram shapes can
be recognized. Professional ionospheric
research is done with high-power pulse
transmitters that we radio amateurs

cannot use. Dopplergrams can, how-
ever, be produced with a conventional
amateur SSB receiver, a readily avail-
able low-cost DSP starter kit and an
unmodulated carrier, which can often

be provided by an existing broadcast or
beacon transmitter in a suitable loca-
tion. The dopplergram technique could
therefore become a very useful tool for
amateur propagation study.
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You’ve heard tales about “snake” antennas that
simply lie on the ground. Let’s look at how antennas

perform both on and below the earth’s surface.

By Grant Bingeman, KM5KG

1908 Paris Ave
Plano, TX 75025
DrBingo@compuserve.com

Underground HF Antennas

Editor’s note: This analysis ought to be
of interest to LF and VLF enthusiasts
who are forced to consider antennas in
close proximity to ground.

Buried HF antennas are of great
interest at clandestine sites that
cannot advertise their presence with
an elevated antenna, and to under-
ground military and civilian emer-
gency sites that cannot rely on the
survival of an above-ground antenna
structure. After all, hurricanes and
bombs are not very kind to towers.
Buried antennas have certain inher-
ent advantages over normally de-

ployed antennas. These buried anten-
nas generally operate within an air
space, or they are insulated from di-
rect contact with the earth. We will
look at a variety of buried antennas,
see how effective they are in
bunker-to-air and bunker-to-bunker
communication and how well they
might protect a receiver from the elec-
tromagnetic pulse (EMP) created by a
nuclear blast.

Analysis
Unless noted otherwise, we will as-

sume that the receiving antenna is
terminated in a high resistive imped-
ance of 10 kΩ. This will not always
produce the maximum possible re-
ceived signal voltage at the antenna
terminals, but it will provide a reason-
able standard of comparison within

the context of this article. I’ll say more
about this later.

Our reference transmitting an-
tenna—or source of illumination—will
be a λ/2 horizontal dipole one kilome-
ter above ground, radiating one
kilowatt at 14.25 MHz. Unless noted
otherwise, the earth throughout this
article will have a conductivity of
5 mS/m and a dielectric constant of 13.
The self-impedance of the transmitting
antenna a kilometer above the ground
is 67.7 –j30.4 Ω, determined by NEC4D
using 19 segments for a 10-meter loss-
less wire 2 mm in diameter.

Let us begin by determining the in-
duced voltage in a λ/2 horizontal re-
ceiving dipole at various heights above
the ground, directly below and paral-
lel to the transmitting antenna (Fig 1).
Both of the antennas in this case are

mailto:DrBingo@compuserve.com
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10 meters long and 2 mm in diameter.
The transmitting antenna is driven at
the center, and the receiving antenna
is terminated with a 10-kΩ resistor at
its center (Table 1). Note that the sig-
nal reflected from the ground is in
phase with the direct signal near λ/4
(5.3 meters) above ground. The elec-
tromagnetic wave experiences a 90°
phase delay while traveling from the
receiving antenna to ground. There is
a 180° phase reversal when the wave
is reflected from the ground. There is
another 90° delay as the reflected
wave returns to the receiving dipole.
This makes a total delay of 360° or 0°,
depending on how you look at it. In
other words, the reflected signal ends
up in phase back at the terminating
resistor. This effect occurs for heights
that are an odd multiple of λ/4, since
the round-trip phase delay is another
360° for every additional λ/2 of height.
Minimum signal occurs at λ/2 above
ground, where the reflected signal is
out of phase with the direct signal. A
standing wave is created by the re-
flected signal where the voltage mini-
mum appears at 10.5-meter intervals
starting 10.5 meters above ground,
and the maximum occurs at the same
intervals starting 5.3 meters above
ground.

The self-impedance referred to in
Table 1 is the input impedance of the
receiving dipole when the transmitter
is replaced by an open circuit. If we
think of the receiving dipole as a volt-
age source driving the receiver load
impedance, then the self-impedance
gives us an idea of how the signal volt-
age divides between the antenna and
the receiver. If we model this physi-
cally as a simple multiport network
(Fig 2), some of these relationships
become self-evident. I have reduced
this to the unbalanced form just to
keep things simple.

The self-impedance is measured af-
ter placing an open circuit in the cen-
ter of the opposite dipole. The mutual
impedance is simply the negative of
the ratio of the open-circuit voltage on
the receiving dipole to the input cur-
rent at the transmitting dipole:

Z
V

I
12

2

1
= −

(Eq 1)

For a dipole spacing of 1 km, the
mutual impedance is quite small, and
Z1 is almost equal to Z11. For the spe-
cific case of the receiving dipole of
Fig 1 located 5 meters above 5 mS/m
ground, the following values are ob-
tained:

Z11 = 67.72 – j30.43 Ω

Fig 1—Orientation of transmitting and
receiving antennas.

Fig 2—Model of coupled antennas,
where: Z11 = self-impedance of
transmitting dipole. Z22 = self-
impedance of receiving dipole. Z12 =
mutual impedance between both
dipoles. Z1 = operating input impedance
of transmitting dipole. ZL = terminating
impedance across receiving dipole.

Table 1—Signal Received in a Dipole Close to Ground

n nλ/4 Height Self-Impedance Induced Voltage
(m) (m) (Ω) (mV RMS)

1 5.3 5 75.3 – j15.2 2270
2 10.5 10 66.7 – j40.4 630
3 15.8 15 66.9 – j23.3 2240
4 21.1 20 69.4 – j35.5 820

Table 3—Reverse Signal in Sky
Antenna

Radiator Induced Voltage (mV RMS)
Height (m) 1 km above ground

  5 2150
10 630
15 2250
20 800

Table 2—Signal Received in Various
Load Impedances

ZL (Ω) V2 (V) I2 (mA) P2 (mW)

50 +j0 0.91 18.1 16.6
75 +j0 1.14 15.1 17.2
75.3 +j15.2 1.17 15.2 17.3
10k +j0 2.27 0.23 0.5

Z22 = 75.31 – j15.15 Ω
Z12 = 0.561 – j0.195 Ω
Maximum power transfer from the

transmitter to the receiver occurs
when ZL is equal to the complex con-
jugate of the self-impedance of the re-
ceiving antenna. However, maximum
signal voltage occurs when the high-
est possible load impedance is placed
across the receiving dipole. However,
since a practical receiver is rarely
located exactly at the dipole center,
the received signal must be trans-
ferred via transmission line to the re-
ceiver front end. We want to couple the
maximum power into the transmis-
sion line. So, in this case we would
want to use a 75-Ω transmission line
and a series inductance of 15 Ω to tune
out the self-reactance of the receiving
dipole. Our collected power would be
about 48 dB below the transmitted
power in this case. See Table 2.

Reciprocity

Now let’s think about reciprocity for
a moment, and transmit from the
lower dipole while receiving with the
1-km-high “sky” antenna. Again, one
kilowatt is radiated from the lower
dipole, and a 10-kΩ resistor is placed
in the center of the receiving antenna
(Table 3). Obviously, the antenna gain
at an elevation angle of 90° above the
horizon (straight up) varies consider-
ably depending on the height of the
transmitting dipole above ground, as
we already saw in Table 1. The gain is
maximum for a height near λ/4, such
that the spacing between the dipole
and its underground image is a λ/2
(I assume the reader is familiar with
the theory of images).

You may be wondering why the in-
duced voltages are not exactly the
same for the reciprocal cases. Note
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that they are the same when the self-
impedances of the transmitting and
receiving dipoles are equal. Since we
have a fixed receiver terminating im-
pedance of 10 kΩ, but a variable self-
impedance (Table 1), the voltage divi-
sion between what we can consider the
source impedance and the terminating
impedance will naturally vary some-
what. If our terminating impedance
were considerably closer to the self-
impedance, this effect would be more
noticeable. This will vary from one
receiver to the next, since receiver
input impedances can vary consider-
ably, especially those that have a vari-
able peaking capacitor mounted on
their front panel. Some receiver front
ends look like a 50-Ω resistor. What is
best for a particular receiver and best
for communication, maximum power
transfer or maximum signal voltage at
the RF preamplifier? I think they tend
to go hand-in-hand as we saw earlier,
but there may be exceptions depend-
ing on your exact configuration, espe-
cially if the antennas are very close
together.

A Buried Dipole
Now let’s consider the interesting

case of a buried dipole. Assume the
wire diameter is still 2 mm, but now
we have an air gap extending 10 cm
radially around the center of this wire;
and surrounding this, of course, we
have dirt. As we increase the depth of
this dipole below ground, the signal
decreases as expected, but it is actu-
ally quite useable (Table 4). The sig-
nal attenuation is a little more than
2 dB per meter. Note that the self-im-
pedance of the buried dipole is higher
than that of a typical λ/2 dipole, be-
cause the wire looks electrically longer
when the dielectric constant of the
medium surrounding it is greater than
one. Even when we have an insulating
layer of air surrounding the dipole, the
close proximity of the earth clearly
influences the dipole’s impedance.

The permittivity of earth is quite a
bit higher than that of air, so a wave-
length is much shorter along a buried
wire than it is along a wire suspended
in air. A wavelength in air is about
300 / f meters, where f is measured in
megahertz. A wavelength in dirt or
any medium other than free space is
300 / (η f), where η is a factor based on
the dielectric constant (relative per-
mittivity) and conductivity of that
medium (see Eq 2). Thus, a wire looks
longer in any medium that has a
greater permittivity or greater con-
ductivity than air.

η ε σ= + ×
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of the 5-mS/m earth, we can expect a
signal reduction of about 22 dB. This
is equivalent to reducing a 1-kW
transmitter to 6 W, or a drop in signal
strength of more than three S-units.
Would this be enough attenuation for
the receiver to survive the EMP from
a nuclear blast? Perhaps with the aid
of some crowbar device, but alone,
probably not.

What if our bunker were carved out
of solid rock having a conductivity of
1 mS/m? Would you expect the signal
intensity to be higher or lower than
what we obtained with 5 mS/m earth?
Remember that the rock is starting to
look like an insulator now, compared to
normal dirt (Table 5 tells us that rock
is a better “conductor” of RF, compared
to dirt). The attenuation through this
rock is only 0.5 dB/m, or about four
times less than through the soil. At the
other extreme, if the earth were a per-
fect conductor, it would simply short-
circuit the dipole, except for the 10-cm
insulating layer of air, and the received
RF signal would be very weak.

The fact is that solid rock is some-
times a better medium for the internal
propagation of RF signals than is plain
old dirt (attenuation of 0.5 versus
2.2 dB/m). But don’t confuse this char-
acteristic with surface- or ground-
wave propagation, which behaves dif-
ferently. A ground wave propagating
on the surface of the earth is attenu-
ated more quickly by low-conductivity
earth. So, in the case of ground-wave

Table 4—Signal in Dipole Below 5 mS/m Ground

Depth Field Intensity Self-Impedance Induced V Attenuation
(m) (mV/m RMS) (Ω) (mV RMS) (dB)

1 71 140 + j145 511 2.2
5 26 136 + j150 187 10.9

10 7 137 + j149 52 22.0
15 2 137 + j149 15 32.8
20 0.6 137 + j149 4 44.3

Table 5—Signal in a Dipole Below 1 mS/m Ground

Depth Field Intensity Self-Impedance Induced V Attenuation
(m) (mV/m) (Ω) (mV RMS) (dB)

1 91 154 + j134 614 0.5
5 74 138 + j136 504 2.2

10 59 147 + j149 386 4.5
15 44 149 + j153 298 6.8
20 34 147 + j153 229 9.0

where
εr = the dielectric constant, usually

about 13 for dirt
σ = the conductivity in Siemens/m,

typically 0.001 in rock and 0.03 in
“good” soil.

Consider the case of average soil
having a conductivity of 5 mS/m and
a relative permittivity of 13 at
14.2 MHz. Then η becomes the fourth
root of 169 + (3.23 × 108) (0.005/
14.2)2, which works out to be 3.8. This
means that what we call the 20-meter
band in air looks more like the 5-meter
band in average dirt. That is, a λ/2
dipole at 14.2 MHz is about 10 meters
long in air, but only about 2.6 meters
long in this particular dirt.

NEC4D predicts that the electric
field intensity produced by our 1-km-
high sky dipole on the surface of the
ground is 93 mV/m RMS. The field
intensity one-meter below ground is
71 mV/m. Five meters down, it is
26 mV/m. We know from the induced di-
pole voltages in Table 3 that the attenu-
ation in our dirt is about 2.2 dB/m,
which agrees with the field intensities
just described. Note that our attenua-
tion units are decibels per meter (dB/m),
not decibels relative to a milliwatt
(dBm), and not decibels relative to a
microvolt per meter, µV/m (dBµ).

So if our 14.25-MHz receiving an-
tenna is 10 meters below the surface Continued on page 56.
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Voltage regulators are everywhere, but what happens
when you need a source of constant current,

such as a battery charger?

By Parker R. Cope, W2GOM/7

8040 E Tranquil Blvd
Prescott Valley, AZ 86314

Current Sources

Voltage regulators provide a
constant output voltage as the
input or load changes, but they

can be manipulated to provide a regu-
lated current—a current that is in-
dependent of the applied voltage or load
resistance. IC voltage regulators come
in various flavors and sizes from 5 V to
24 V and from milliamps to amps. Of the
voltage regulators, the small LM78LXX
series is probably the most common. It
is in a TO-92 package and can deliver
about 0.1 A to the load. Current regu-
lators are not as common as voltage
regulators, although Motorola has a
line that they call “current diodes.”
However, voltage regulators can be
connected as current regulators.

Fig 1 shows a voltage regulator. The
regulator holds the output voltage VO
across RL constant. If the common ter-
minal of the regulator floats on some

non-zero voltage, VO also floats at that
voltage. Earlier this year, Sam Ulbing,
N4UAU, described how to effectively
increase the output voltage by floating
the common terminal on a constant
voltage.1

A current regulator holds the output
current constant independently of the
load. Fig 2 shows a voltage regulator
connected to produce a constant cur-
rent in the load RL. The voltage regu-
lator holds the voltage across RL con-
stant. As long as RL doesn’t vary, the
current in it is constant. Therefore,
when the voltage regulator’s common
terminal is connected to the load, the
current in RL is independent of RL.
The current in RL is Vo / RL.

A voltage regulator has a minimum
voltage drop that must be maintained
for proper operation. For the LM78L05,
the voltage between input and output

must be greater than 2 V. The mini-
mum voltage is somewhat dependent
on the current supplied to the load. Of
course, the maximum power dissipated
in the device and its temperature
must observed.

A current source of a few milliamps
can be more economically built with an
depletion-mode, N-channel JFET and
a resistor, as shown in Fig 3A. The
value for Rs can be calculated, but a
more realistic approach is to place a
pot in the source and adjust it for the
desired current.

As an exercise, Rs can be calculated
with a simple, but time-consuming,
procedure. The values for Voff, Vgs, and
IDS are not usually available and must
be established for the particular de-
vice you have. Voff, and IDS are usu-
ally given as maximums and mini-
mums only. The procedure for finding
their values is as follows:

1. Apply the operating voltage, short
the gate and source and measure IDS.

2. Place a known resistor in the

1S. Ulbing, N4UAU, “Getting More Voltage
Out of a Regulator IC,” QST, Jan 1999,
pp 45 and 65.
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source (something on the order of
1 kΩ) and measure the voltage across
the resistor Vgs, then calculate or mea-
sure the ID corresponding to that Vgs,
ID = Vgs / R.

3. Calculate Voff.
The drain current in a JFET can be

expressed as:

I I
V

VD DS
gs

off
= −









1

2

(Eq 1)

Rewriting to solve for Vgs / Voff yields:
V

V
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I
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off

D

DS
= −1 (Eq 2)

Voff can be calculated followed by Vgs
for any particular ID.
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1 (Eq 3)

JFETs should be operated with the
drain-to-source voltage above “pinch-
off”; that is, operated where drain cur-
rent is independent of drain-to-source
voltage. Pinch-off is approximately Voff.
The voltage dropped across the current
source then should be greater than
Voff + Vgs. Again, the maximum power
dissipated in the device must be ob-
served.

JFET current sources are limited to a
few milliamps, but the current can be

Fig 1—A LM78L05 three-terminal
voltage regulator.

Fig 2—A LM78L05 can be a current
regulator.

Fig 3—A JFET can be a current regulator.
multiplied by the hFE of a bipolar-junc-
tion transistor (BJT). Since the hFE of
the transistor isn’t well controlled, the
base current should be adjusted to pro-
duce the required current.

A voltage regulator is a voltage regu-
lator, except when it is a current regu-

lator. When you need a current source
as opposed to a voltage source, the solu-
tion is just a change of reference away.

propagation, higher conductivity
earth is more desirable, with the ulti-
mate medium being sea water. For a
submarine, however, salt water is the
worst possible medium. On the other
hand, fresh water would be ideal, since
it appears more like an insulator.

attenuation factor would be

10 316 000
110

20 = ,
resulting in an induced voltage at the
receiving terminals of about 1.7 mV
RMS. This is 65 dBµ, or several deci-
bels over S9 on the S-meter, a very
respectable signal level. We could ex-
pect an induced 1.0 µV signal to exist
at a distance of about 80 meters.

Depending on the modulation used
and the receiver sensitivity, noise
floor and DSP capabilities, I would
think that reliable underground HF
bunker- to-bunker communication
over distances greater than 100
meters (in 5 mS/m earth) is better
served by a twisted pair of wires than
by radio. If the bunkers are connected
by open passages, however, RF can
propagate more freely. Since a hole is
necessary to pass a pair of wires any-
way, you could operate this tunnel as
a length of waveguide or simply install
an optical transceiver at each end.

Submarine Communications
The interesting thing about ocean

water is that its conductivity and di-
electric constant are very high com-
pared to dirt. Values of σ = 5 S/m and

εr = 80 are typical for sea water. This
means that an electromagnetic sur-
face wave propagates very well over
the ocean, but very poorly beneath the
surface. In both cases, however, at-
tenuation of the field is inversely re-
lated to frequency. So lower frequen-
cies yield better signals. That is why
the Navy uses 15 kHz VLF to talk to
subs.

Summary
We have been reminded that RF

propagates best in air, less well in
rock, poorly in dirt, and hardly at all
in salt water. A submarine, therefore,
is naturally EMP resistant. We have
seen that maximum received signal
power is available when the receiving
antenna is terminated in the complex
conjugate of its self-impedance. We
have also seen that direct bunker-to-
bunker underground RF communica-
tion is not terribly practical at HF,
although it may be attractive at lower
frequencies.

Grant Bingeman is Principle Engi-
neer at Continental Electronics in
Dallas, Texas.

Bunker-to-Bunker
Communications

Assume we have a second bunker
located a kilometer away from the first
and a second identical λ/2 dipole is
buried at the same depth, oriented
parallel to the first. What is the in-
duced voltage at the receiving end
when one kilowatt is radiated from the
transmitting end? If we expect an at-
tenuation of 2.2 dB per meter (5 mS/m
earth), the answer is: “Not much.” In
fact, you would not be able to measure
such a small signal (–2200 dB). Even a
relatively short path of 100 meters
would reduce our signal by 220 dB,
which again is a very weak level. Well,
what about 50 meters, where we only
have 110 dB of attenuation? Assuming
an input impedance to the transmit-
ting antenna of 137 + j149 Ω, the RF
input current is 2.7 A RMS, and the
input voltage is about 550 V RMS. The

BINGEMAN, continued from page 54
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By Zack Lau, W1VT

225 Main St
Newington, CT 06111-1494
zlau@arrl.org

RF

A Low Loss 50:450-Ω MF/HF
Transformer

I got a request from John Devoldere,
ON4UN, to develop a low-loss trans-
former using parts readily available in
the USA. It seems that the MN-8-CX
cores John uses aren’t as readily avail-
able as the cores typically available in
the United States via mail order.
Operators commonly use 50:450-Ω
transformers for matching Beverage
antennas to 50 Ω. Beverage antennas
are popular receiving antennas for
low-band DXers with plenty of room.

John got better results by stacking
a pair of the MN-8-CX cores than he
did with just one. I found similar re-
sults with easily obtained FT-37-77
cores. By stacking a pair of cores and
using 7 trifilar turns of #28 enameled
wire, I obtained good performance
from 1.8 to 30 MHz. As shown in
Table 1, the return loss was at least
21 dB and the insertion loss was
0.35 dB or better. Two transformers
were placed back to back for insertion-
loss measurements. The table shows
half the measured value.

Even better low-frequency perfor-
mance was obtained by stacking four
of these cores and using 6 trifilar turns
of #28 enameled wire. I obtained a
transformer with excellent perfor-
mance between 1.8 and 7 MHz. The
return loss was at least 26 dB and the
insertion loss was 0.25 dB or better
across the frequency range. However,
the performance at higher frequencies
is poor compared to the version with
two cores as shown in Table 2.

Table 1

A 50:450-Ω transformer using 7 trifilar
turns of #28 enameled wire on two
stacked FT-37-77 toroids.
F Insertion Loss Return Loss
(MHz) (dB) (dB)

  1.8 0.35 25
  3.5 0.33 26
  4 0.35 26
  7 0.28 27
10 0.25 27
14 0.25 25
18 0.25 25
21 0.25 24
25 0.23 23
28 0.33 22
30 0.30 21

Table 2

A 50:450-Ω transformer using 6 trifilar
turns of #28 enameled wire on four
stacked FT-37-77 toroidal cores.
F Insertion Loss Return Loss
(MHz) (dB) (dB)

1.8 0.24 26
3.5 0.23 27
7 0.25 26

10 0.25 24
14 0.27 23
18 0.29 22
21 0.32 21
25 0.34 21
28 0.35 20
30 0.36 19

Fig 1—50:450-Ω transformer schematic.
See text for core and winding details.

mailto:zlau@arrl.org
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The return loss was measured using
a Mini Circuits Labs ZFDC-20-5
–20 dB directional coupler and a
Hewlett Packard HP-141T/8553B/
8443A display section/spectrum ana-
lyzer/tracking generator. More-accu-
rate measurements were also per-
formed with the Marconi 2041 signal
generator and an HP 8563E spectrum
analyzer. The load was a selected par-
allel pair of carbon-composition resis-
tors with a dc resistance of 450 Ω. The
insertion loss was measured with
a 2041 signal generator and an
HP-435B/8481A power meter; though
I ended up using the digital HP437B/
8482A to get the final numbers for
Table 2. The greater precision of the
digital display is helpful when mea-
suring small losses.

While manganese-zinc normally
isn’t the preferred material for low-
loss transformers, I think the loss is
acceptable in this application. While a
nickel-zinc core may offer lower losses,
who really enjoys winding lots of
trifilar turns on a core? A core with a
permeability of 125 requires four
times as many turns as a core with a
permeability of 2000. A winding with
too many turns greatly increases the
chances of winding errors. I used
strips of K & M self-adhesive laminat-
ing sheets to attach the cores together.
This tape seems to last longer than
ordinary adhesive tapes.

I used the following technique to
insure properly wound and connected
windings. First, I made six loops/seven
turns on the core with #28 enameled
wire with no crossovers. Next, I put
another winding down along side the
first, again with no crossovers, and
then a third. Next, I made sure there

Fig 2—A 50:450-Ω 1.8 through 30-MHz transformer with two
stacked cores.

Fig 3—A 50:450-Ω, 1.8 through 7-MHz transformer with four
stacked cores.

were six loops of three windings,
bunching the turns together to ease
the counting problem. There are now
two groups of wire ends—each with
three wires. I then removed the insu-
lation from the wires out of each group
closest together and verified they
weren’t the same winding with a con-
tinuity checker. If they were, I re-
moved insulation from another wire
end—which is supposed to be a differ-
ent wire. Then I soldered them to-
gether. Then I removed insulation
from two more wires, this time from
the center wire and an unused end
wire. If they weren’t connected to-
gether according to the continuity
checker, I soldered them together.
Otherwise, I removed insulation from
another wire, verified it wasn’t con-
nected yet, and then soldered them
together. You should not be connect-
ing two wires that already have dc
continuity.

Similarly, the easiest way to verify
the proper 50-Ω tap is to hook up a
450-Ω load to the two single wires and
test the two with an antenna analyzer.
It should be pretty easy to differenti-
ate between a 4:1 and 1.1:1 SWR. A
low-power QRP rig and an SWR meter
will also work, although it might be a
good idea to use an attenuator to pro-
tect the low-power transmitter. Poor
loads damage some final amplifiers.
Resistive bridge circuits are also use-
ful for measuring SWR while isolating
transmitters from poor loads. While
heating up resistors is a good sanity
check, dumping too much power
into carbon-composition resistors will
change their values. Metal-oxide re-
sistors are a better choice for abusive
testing.

Designing low-loss transformers of-
ten involves a bit of trial and error, as
deriving good equations from first prin-
ciples is a stiff challenge for most hams.
However, I’ve found several useful
guidelines. For a good low-frequency
response, you need enough inductance,
typically an inductive reactance of four
times the impedance seen by the wind-
ing. For a good high-frequency re-
sponse, you need to keep the winding
short. You can often meet both goals
with a suitably tiny core, although this
often means sacrificing power-handing
capability. Similarly, a high-perme-
ability core reduces the number of
turns required, but such materials gen-
erally have greater loss, reducing the
power-handling capability.

Perhaps the area of greatest flexibil-
ity is the impedance of the windings.
This is easiest to analyze with the bifi-
lar case, which has just two windings.
Low losses can be obtained by properly
choosing the impedance of the wind-
ings. For a 4:1 transformer, the “right”
impedance is twice that of the low-
impedance side and half that of the
high-impedance side.1 With a 4:1
transformer, this is the same as

Z Z Z0 = ×( )in out

the familiar equation for λ/4 trans-
formers. With high-impedance trans-
formers, such as 50:200 and 50:450-Ω,
parallel wires seem to work best. On
the other hand, for low-impedance
transformers, such as 12.5:50 Ω, bet-
ter results are obtained with low-im-
pedance windings, such as tightly
twisted wires or a coaxial cable.

1Sevick, Jerry, W2FMI, Transmission Line
Transformers, p 6-2.
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Letters to the Editor
A New Look at the Gamma Match (May/Jun ’99)
Dear Ron,

You are quite correct that hams have been in a rut for
years on calculating the dimensions for gamma matches,
with the result being much more hassle than necessary to
adjust the match. The funny thing is that analysis along
your lines has been widely published in the professional
literature for more than 60 years.

The most important early paper is the classic on shunt-
fed verticals by J. F. Morrison and P. H. Smith, “The
Shunt-Excited Antenna,” IRE Proceedings, Vol 25, No. 6,
June 1937, pp 673-696. Appendix II gives the impedance
relationships. This paper was incorporated in the various
editions of Jasik’s antenna handbook, and it’s still there,
in the section on MF antennas.

There is a later paper that takes a similar tack: G.
Glinski, “Note on the Impedance Matching of Shunt-Fed,
Half-Wave Dipoles,” IRE Proceedings, June 1945, pp 408-
410. There are a number of other papers in the professional
literature.

The only reason I know about these papers is that a
couple of years back I used shunt feed on a 160-meter ver-
tical and did some research. The gamma match is only one
of a variety of possible shunt-fed geometries. In the pro-
cess of developing the 160-meter vertical, I did some ex-
perimenting and quite a bit of modeling with some
interesting results:

1. I could get a match for almost any shape: triangles,
rectangles, partial-circles etc, with widely varying aspect
ratios. The difference between them was primarily in the
bandwidth of the match. Geometries with a larger area-to-
perimeter ratio appear to have better match bandwidths.

2. Using a lumped-equivalent circuit for the antenna
and the match, it can be shown that it forms an induc-
tively coupled, double-tuned circuit. I modeled and “mon-
keyed” around with the antenna until I got the classic
double-hump response, which resulted in less than 2:1
SWR over most of the 160-meter band.

The whole subject of shunt-fed antennas has not been
well explained in the ham literature.—73, Rudy Severns,
N6LF, PO Box 589, Cottage Grove, OR 97424; rudys
@ordata.com

Dear Rudy,
Thank you very much indeed for your letter. Although

you didn’t actually say so, I think that—from the content
of your letter overall—you are in general agreement with
the model of the gamma match that I propose in the article.

Thank you also for drawing my attention to the earlier
work on shunt-fed vertical antennas. I was not aware of
this work, which perhaps is not surprising since I have
never worked professionally in radio and have never had
access to the professional literature. What few reprints of
papers from the professional world that I have acquired
over the years have been from references that I have seen
in amateur periodicals or handbooks. Before writing the
article, I made a very careful study of everything I could
find on gamma matching; in every case, the Healey-Tolles
folded-dipole explanation was all that was offered. I have
a copy of Low-Band DXing by ON4UN, which has a list of
40 references on the matching of LF antennas, mainly re-
lated to verticals. Out of that list, I can’t see anything of

relevance to the gamma-match model that I describe. It
seems quite amazing to me that such an apparently thor-
ough work as that by ON4UN should have failed to in-
clude references to the papers you mention in your letter.

Perhaps we should suggest to Doug that he consider
reprinting those articles in QEX; I suspect that there are
a lot of amateurs out there who would find them very use-
ful. Incidentally, is P. H. Smith the Philip Smith who in-
vented the Smith Chart?

The reason my e-mail address wasn’t given is that I
have only very recently obtained the facility and didn’t
have it when I last wrote. Once again, thanks for taking
the trouble to write.—73, Ron Barker, G4JNH, 171 Leices-
ter Rd, New Packington, Ashby de la Zouch, Leics LE6
5TR UK; ron.g4jnh@talk21.com

Hi Ron,
Yes, I am in agreement with your ideas for gamma-

match design. Sorry if I didn’t spell that out. And yes, it is
the same P. H. Smith of Smith-Chart fame. He did a lot of
good work at Bell Labs.

I was very pleased to see your article, as I have felt for
some time that the whole subject of shunt matching is
very poorly represented in ham literature. After the work I
did on 160 meters some time back, I was filled with
righteous indignation and good intentions to write some-
thing wonderful. Well, that didn’t happen!—73, Rudy

Hi Doug,
I find the article by Barker very interesting and well

conceived if somewhat obscure in the math details. I real-
ize it is not a tutorial on complex algebra! I have been at-
tempting to use his technique to replace the current
approaches I have in my MATCH program. Currently, I
offer both W3PG and WA6IKN methods for calculating
the gamma match. Since these two routines never agree,
it is obvious that neither is the correct approach.

I have a small problem. In the article, Barker solves the
equivalent circuit presented in Figure 4A (p 25) and ar-
rives with the identity Eq 3 (p 26). He further breaks
down Eq 3 into a reduced form. A casual inspection of the
math will show that if the first part of the right-hand side
of Eq 3 remains unchanged, the second part on the second
line is in error. In other words, Ra / 4 + Ra / 4 do not equal
3Ra / 4. I must assume that the error lies with publishing
the article and not Barker’s basic premise. I could revisit
the full equivalent circuit and the math, but I thought you
might save me the trouble.

When I have adapted Barker’s method to computer solu-
tion, I will include it in my shareware programs YAGIMAX
and MATCH. Being an ARRL Director does not allow me the
time that I would like to write more antenna oriented soft-
ware, but that situation will end next January 1, when my
third and final term expires.—73, Lew Gordon, K4VX, PO
Box 105 Hannibal, MO 63401-0105; k4vx@nemonet.com

Hi Lew,
You are right! Eq 3 should read:

1 1

4

1

4 2 2 2
1

4

1
3

4

R X R
jX

R jX
jX

R jX

R
jX

R
jX – jX

in r a
G

a a
G

a a

a
G

a
a G

+
=

+
+

± + ±

=
+

+
±

–

(Eq 3)

Thanks for pointing out the error. We’ll look forward to
hearing from you again.— Ed.

mailto:rudys@ordata.com
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Performance Specifications
for Amateur Receivers of
the Future (May/Jun ’99)
Doug,

I found DK4SX’s article interesting.
However, I feel that the relationship
that necessarily exists between phase-
noise performance and intermodu-
lation performance was not given
sufficient prominence. Mentioned as a
testing problem, it has actually to be
considered in the production of speci-
fications.

In my paper at RF Expo’ in 1986,
“Phase Noise, Intermodulation, and
Dynamic Range in Receivers,” I
showed that the phase-noise-limited
dynamic range and the intermodu-
lation-limited dynamic ranges should
be of equal orders of magnitude. This
was expanded in the paper I wrote
jointly with G4OOA, entitled “System
Demands in Personal Radio Ser-
vices,” presented at an IEEE sympo-
sium in London in 1996.

Consider a receiver with a 10-dB
noise figure, +30-dBm IP3, and 3-kHz
bandwidth. The noise floor will be at
–130 dBm, while two signals at
–23 dBm (rounding off decimal parts
of decibels) will produce a signal
equal to the noise floor. If the phase
noise at the offset of the closest signal
is –141 dBc/Hz, then there will be
noise produced in the IF at the same
level as the intermodulation signal.
So it can be seen that a high intercept
point is of little use without good
phase-noise performance. In this
point of fact, the use of an antenna
attenuator does help the situation,
although I would agree with DK4SX
that all too often it is there because
the designer isn’t very good at design!

IMD in crystal filters has been
known for many years. Malinowski
and Smythe of Motorola described it
in a 1973 “Frequency Generation and
Control” symposium. Unfortunately,
higher-frequency filters suffer more
from this than lower-frequency ones.
The problem can be overcome by the
use of suitable resonant SAW filters:
30-kHz-wide filters are readily avail-
able for the IS-136 digital cellular
system.

It may be shown that the phase
noise performance should be:
2

3
171 3

a
NF IP– – /( ) dBc Hz

where a is the phase-noise density in
dBc/Hz, NF is the noise figure in deci-
bels, and IP3 is the third-order input
IMD intercept point. From the example
above, it is obvious that producing the

phase-noise performance required in a
high-performance receiver is not a
trivial task, and it can be the limiting
factor in operation, rather than inter-
modulation. A good start toward low
phase noise is high power in the oscil-
lator with high-Q components—which
is perhaps why receivers like the HRO
were so good in this respect.

The question of spurious responses
is of interest. There are two forms of
spurious response in a receiver: inter-
nal and external. Internal responses
are the “whistles” or “birdies” that are
found without an antenna. Particu-
larly troublesome in multiple-conver-
sion receivers are those of the form:
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or their images, where m and n are
integers, fLO1 is the first local-oscilla-
tor frequency, fLO2 is the second local-
oscillator frequency, fRF is the signal
frequency, and fIF1 and fIF2 are the
first and second intermediate fre-
quencies, respectively (see my article
on “Frequency Planning” in the June
1999 edition of RF design magazine).

The external spurs, such as image
and “half-IF”, are controllable; but as
DK4SX writes, the use of a DDS syn-
thesizer may well introduce a large
number of spurs because of both the
truncation process and limitations of
DACs. It should be remembered that
a 10-bit DAC that is only 6-bit accu-
rate at speed is not as good as an 8-
bit DAC that is 7-bit accurate.
Especially poor spur performance will
be achieved where the effective mul-
tiplicand is 2(n + 1) or 2(n – 1). Such
spurs are close in, and can lead to re-
sponses that effectively negate the fil-
ter skirt selectivity.

Synthesizers are a convenience in
amateur equipment. Possibly a simple,
single-loop synthesizer with interpola-
tion provided by “pulling” the master
crystal might well produce better per-
formance than a multi-loop DDS. Un-
fortunately, the “simple” approach is
frequently able to produce high perfor-
mance only at high production cost be-
cause of set-up time.

It should be noted that acceptable
receiver conducted-emission levels
are tighter in Europe and Japan
(–57 dBm below 1 GHz) than the FCC
requirements.

This article may have provoked
thought on the subject; I wonder if it
will really produce a change in the
attitude of manufacturers, though.—

Peter Chadwick, G3RZP, Three Oaks,
Braydon Swindon, Wilts SN5 0AD
UK; Peter_Chadwick@mitel.com

Hello Doug,
I followed with interest your rag-

chew and opinions after QEX pub-
lished the paper about new ham-radio
gear specifications. I subscribe to
QEX and like it very much.

“Birds” may appear across the full
RF range, but if they are at MDS
level, it will not be a major setback if
the radio has very good IMD perfor-
mance and selectivity. Given the way
synthesizers are designed, we have to
live with them. My main concern is
with reciprocal mixing and IMD prod-
ucts, which become a nuisance when
you must listen to signals of S9+30 to
40 dB in contests; or, as now with
good propagation, when there are a
lot of strong signals on the bands.

Like others, I do not really like to
tune or command my radio via PC. It
is more convenient to use a knob.

I do not believe that any manufac-
turer of ham-radio gear will go to a
$100 mixer, a $6 RF amplifier tran-
sistor or FET (×4 for RF amplifier and
post-mixer amplifier), $2 for a good
PIN diode, a $100 “synth,” compen-
sated delay filters and so on, to ac-
complish the goals of the “good radio”
as per Uli’s paper. The radio will cost
too much.

I do not believe that any designers
of ham-radio gear will use (in the near
future) a DSP with a clock of 400 MHz
or more to achieve “real-time” pro-
cessing, with good SFDR and so on,
even when the technology is there. I
do not believe that any manufacturer
will use casting and better shielding
for PC boards, to stop the bleed-
through in RF and IF stages: It will
cost too much. The trend is to use
little building blocks or ASICs, not
only for ham radio, but for the com-
mercial market.

In conclusion, I do not see a “good”
receiver in the ham-radio market
coming forth specifically because of
concerns about cost. Cornell [KW7CD]
will build one, I will build one, and
maybe some hardened old guys—but
not the mass of ham-radio operators.

Doug, keep up the good work with
QEX. Maybe one day we’ll have a
radio with real good receiver in the
market.—73, Costel Popescu,
KG6NK, 1659 Rogers St, Long Beach,
CA 90805; Cdp1@aol.com

Doug,
I read the article in the May/Jun ’99

mailto:Peter_Chadwick@mitel.com
mailto:Cdp1@aol.com
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QEX with interest, and have two
remarks concerning the article. First,
little mention was made of synthesizer
phase noise as a strong-signal perfor-
mance limiter. I think many of the re-
cent Product Reviews in QST indicate
that the strong-signal performance of
many modern receivers is limited by
the synthesizer phase noise rather
than the quality of the RF front end.
Modern receivers that provide wide
frequency coverage have little or no
RF selectivity ahead of the mixer, ex-
cept perhaps a low-pass filter. Any sig-
nal that gets past this minimal
selectivity has a chance to be mixed
down to the IF by synthesizer noise
components. These very low-level
noise components may be present
megahertz away from the actual syn-
thesizer output frequency. High on my
wish list are improved synthesizer de-
signs that offer lower phase noise—or
else go back to an amateur-band-only
receiver design that provides some RF
selectivity ahead of the mixer!

Second, the requirement for strong-
signal performance at VHF is even
more stringent since receivers are
more sensitive. A 10- to 15-dB noise
figure is completely intolerable on
6 meters, 2 meters and up. A 1- to
3-dB noise figure adds 12-14 dB to the
dynamic range there.

As a case in point, take my own
situation: I live in an average subur-
ban area. The local channel-2 TV
transmitter is perhaps 10 miles away
and there is a hospital with a number
of paging transmitters atop it about a
mile away. There are also some FM
broadcast stations around. After a
popular-brand 2-meter FM mobile ra-
dio was completely desensitized when
connected to my attic-mounted
ground plane, I borrowed a spectrum
analyzer and connected it to my an-
tennas. On the attic ground plane, TV
and the 152-MHz pagers averaged
–30 dBm. Some of the local FM sta-
tions were in the –25-dBm range. The
local channel-2 signal came in at
–25 dBm off the back corner of my
6-meter beam. Things weren’t much
better on the 2-meter horizontal
beam. What I saw is probably typical
of suburban RF environments. The
situation is getting worse with time
as more and more commercial trans-
mitters are activated.

The newer radios I own (IC-706
MkII and TS-690) both seem to suffer
some degradation in VHF perfor-
mance if no external filtering is used
in the feedlines. In light of the mea-
sured signal amplitudes, these re-

sults are not surprising. Since MDS is
in the –140-dBm range, these out-of-
band signals are 110 to 120 dB above
MDS, which is more than these re-
ceivers can handle.

Meanwhile, my old TS-700A shrugs
off the interference as if it weren’t
present. For 6 meters, I once used a
homebrew transverter with a TS-820
as IF and had no problems with chan-
nel 2 (the transverter passband rolled
off very sharply above 51 MHz).
These two are non-synthesized radios
with some selectivity in the RF ampli-
fiers ahead of the mixer.

I think the noise and interference
problems in the newer radios—usually
lumped under the term “intermod”—
are caused at least in part by the wide-
open front ends coupled with phase-
noise components (or even low-level
discrete spurs) in the synthesizers. An
80-dB-down synthesizer spur can still
mix with a 100-dB-above-MDS signal
from an out-of-band source and pro-
duce a readable signal.

At the present state of the art (in-
cluding affordable cost as part of the
state), bells and whistles (such as
broadband receive coverage, scanning
capability, many memories and digi-
tal VFOs) directly conflict with the
ability to reject strong signals. Per-
haps someday, cleaner synthesizer
designs (or an all-digital receiver
where the antenna hooks to an A/D
converter!) will permit the bells and
whistles to be incorporated without
compromising strong-signal perfor-
mance. We are not there yet.—Joe
Fleagle, W0FY; 320 S Greentrails Dr,
Chesterfield, MO 63017; jfleagle
@SEISTL.COM

receiver will not be realizable because
of the high cost of parts. This is the
argument perennially used by manu-
facturers. It is not true! Relays for
shortwave frequencies are available
for much less than the cost of good
PIN diodes. The super-high-level
MOSFET mixer does not cost more
than the quad-JFET mixer and is not
inherently more complex. It requires
much less LO power than a diode
mixer with an IP3 of +30 dBm and has
far-superior isolation performance. A
narrow-band roofing filter may be
constructed in a bridge configuration
from four crystals with performance
comparable to that of monolithic fil-
ter blocks, and it has better IMD
characteristics at hardly higher cost.
Finally: Why not invest all the money
and engineering effort now expended
on useless gimmicks in an improved
synthesizer, instead? Analog technol-
ogy still has a high potential for
improvement. We should use the
well-known circuitry now instead of
waiting many more years for the all-
digital receiver to come.

I wonder how Joe could buy the
transceiver he did knowing all the
facts about blocking and IMD so well.
Look at these radios band by band:
They are all (and must be!) worse than
their single-band counterparts. I think
manufacturers will regretfully return
to single-band radios with a higher de-
gree of RF performance in the near fu-
ture.—73, Uli Graf, DK4SX, Seidlheck
19, D-89081 Ulm, Germany; ulrich
.graf@ulmail01.europe.nokia.com

Measuring Distortion in Linear
Amplifiers (May/Jun ’99)
◊ Although two-tone testing has been
popular for many years, it doesn’t tell
anything like the whole truth. Power-
supply deficiencies that appear when
a signal is modulated at the syllabic
rate aren’t seen with a two-tone test
using tone spacing of 1 kHz or more.

There are a number of approaches
to get around this:

• Three-tone testing, suggested
many times by Tom Rauch, W8JI,
where two of the three tones are very
close in frequency (20 Hz or so)

• Two-tone testing with very nar-
row tone spacing (20 Hz or so);

• Noise testing, where the trans-
mitter is modulated by audio noise
with a notch in the audio passband.
Intermodulation products fill up the
notch, thus allowing measurement,
while the low-frequency components
exercise the amplifier under some-
thing approximating normal use.

Gentlemen,
Thank you for the letters. It’s inter-

esting to read all those in-depth com-
ments. So we really do have a
technical point that is being seriously
considered by very many amateurs.

As far as sideband noise is con-
cerned, I clearly pointed out that block-
ing dynamic range as limited by
reciprocal mixing (LO sideband noise)
must be at least 10 dB greater than
spurious-free dynamic range. Espe-
cially in wide-band systems, blocking
effects may be caused by single strong
signals with large frequency offsets;
IMD products need at least two strong
signals with the proper frequency rela-
tionship to cause problems. Certainly,
an improvement in oscillator sideband
noise is only feasible with voluminous,
high-Q resonant circuit elements and
sophisticated loop design.

Most amateurs believe an improved
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This method has been used for many
years in analog, multi-channel tele-
phony and has been suggested a num-
ber of times for evaluating HF SSB
transmitters.

I believe a caveat is in order: Wide
tone spacing is fine for certain evalu-
ations, but it will not necessarily tell
the whole truth.—Peter Chadwick,
G3RZP

On Pi and Pi-L Networks
◊ I did not yet send in my article
“Some Characteristics of Pi and Pi-L
Networks.” A couple of my friends
who are both amateurs and retired
professionals offered the opinion that
pi and pi-L networks are not timely
topics. The reason being the changes
that have taken place in power-
amplifier circuit design brought on
primarily by the availability of solid-
state devices.

I recall a statement of purpose that
was published in the very first issue
of QEX to the effect that it was to be a
means for the exchange of ideas that
were at the “cutting edge” of technol-
ogy. Perhaps this has changed over
the years. I don’t know. Please give
me your thoughts.—73, Vince Bartell,
W0MFK, 4424 Jansa DR, St Paul,
MN 55126-2102; vbartell@isd.net

Hi Vince,
I would suggest that an extremely

broad range of subjects worth publish-
ing. This is especially so if one or more of
the following is true: (1) you present a
new way of looking at things, (2) you in-
tend to clarify or simplify matters, (3)
you want to inform readers about some-
thing that isn’t commonly known, or (4)
you relate your own unique experiences.

We’re trying to broaden the scope of
QEX to reflect Amateur Radio’s diver-
sity. This means covering a profusion
of interests and points of view. It
doesn’t always mean cutting-edge,
highly esoteric stuff. Sometimes it in-
volves lots of suggestions and discus-
sion, making “boo-boos” and so forth.
In keeping with our current mission
statement, we’ll continue to run state-
of-the-art material; we also want
to encourage experimentation at all
skill levels.—Ed.

Doug,
Jul/Aug ’99 is another great QEX.

QEX offers excellent material to the

ham who still has technical compe-
tence. Lord knows, you’re about all
that’s left.

How about putting a homebrew rig
or two per year through the ARRL
Lab for at least spot performance
numbers? Or, set some broad specifi-
cations—say a single-band, 20-meter
SSB rig that is within the capability
of a large number of homebrewers—
and have people submit their designs.
That could create a massive amount
of work for you when those rigs come
together, though.

I can envision a “competition” be-
tween rigs submitted by premier de-
signers wherein the tradeoffs
between design philosophies are ex-
plained. It would include a page of
measured IP3, NF, MDS, SFDR etc. I
know, it’s not practical within the
scope of QEX. Still, it would certainly
be an incredible undertaking.—Re-
gards, Bill Carver, W7AAZ, 690
Mahard Dr, Twin Falls, ID 83301;
bcarver@magiclink.com

Doug,
I have a major problem with QEX:

The articles published are too good.
Mandlekern, Sabin, Hayward, Graf,
Rohde, Zavrel and the rest are what
QST has been missing. Now, my pre-
viously dormant interest in the hobby
has revived.

I can’t put QEX down; I read it at
breakfast, dinner, whenever. Now I’m
going to have to spend a fortune re-
equipping my shop, retire 17 years
early and risk poverty so I can get
started on a new receiver, new anten-
nae, new transmitters—paring down a
to-do list that grows by the issue.
Thanks a bunch.—73, Dave French,
AA4WD, 5305 Deep Valley Run Rd,
Raleigh, NC 27606; dfrench@ipass
.net

Hi Bill,
Thank you. It would be easy to take

the credit, but every one of the staff
listed on p 1 works hard on this maga-
zine. You writers are the real stars:
Without your input, QEX would not
exist.

The League publishes measure-
ments on production gear in QST as a
service to its members. It seems to fol-
low that QEX should render the same
type of service, but we tend to prefer
that authors present and substantiate
their own claims. We retain that ap-
proach because we are experimenters:
We want to keep the flow of ideas as
free as possible. We reserve the option
of inviting an author to submit equip-
ment for ARRL Lab testing, but that
would be quite unusual. In any case,
it is easy to challenge the data (or lack
of it) proffered in QEX: Just write the
author or us!

I believe our contributors are giving
us their best work without much inter-
cession by me. This is your forum; it is
largely what you make it. I will, how-
ever, encourage the development of
realistic performance goals and the
incorporation of technology that helps
achieve them. If more hard data are
what we want, then you and I shall
insist on getting them.—Ed.

A Switching Power Supply for
Beginners (Jul/Aug ’99)
◊ I moved recently and finally have
e-mail and snail mail here in Austin.
My snail mail is: Ray Mack, PO Box
200671, Austin, TX, 78720-0671.—
Ray, WD5IFS; ray.mack@conexant
.com

Hi Ray,
Thanks for the update. By the way,

I found that the inductor labeled L5 in
your Fig 7 (p. 14) should have been
L3. Sorry about that.—Ed.

Creating 3-D Antenna Radiation-
Pattern Plots (Jul/Aug ’99)
◊ Eq 3 should read:
z = ρ ϕsin (Eq 3)

The derivation that followed is un-
affected by the error.—Ed.

A Regulated 2400-V Power
Supply (Jul/Aug ‘99)
◊ I just got an e-mail from Ray
Heaton, NJ0G, who pointed out a
small error that could be a big error
for somebody. He pointed to Fig 7 at
the right-hand end and a 300-Ω resis-
tor, 25-µF capacitor, and the coil of
RY2. It is labeled as “+2400 V”,
whereas it should read “+24 V.” If
someone connects 2400 V to that
point, I suspect the 4th of July would
come early for next year!—73, Al Wil-
liams, VE6AXW,13436 114 St, NW,
Edmonton, AB T5E 5E6, Canada;
al.williams@gte.net
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Upcoming Technical
Conferences

18th Annual ARRL and TAPR
Digital Communications
Conference

Make your arrangements now if you
wish to attend. The conference will be
held September 24-26, 1999, in
Phoenix, Arizona. For more informa-
tion, contact TAPR at tel 940-383-0000,
fax 940-566-2544; e-mail tapr@tapr
.org or visit www.tapr.org.

The 17th Space Symposium and
AMSAT-NA Annual Meeting

The 17th Space Symposium and
AMSAT-NA Annual Meeting will
be held October 8-11, 1999 at the
Hanalei Hotel in San Diego, California.
Whether you are new to satellites or
have been working them for years this
year’s symposium will allow you to ex-
pand your horizons in amateur satellite
communications. The weekend will be
full of technical presentations that
range from Friday evening’s “Getting
Started” introduction to Amateur Radio
satellites to presentations on micro-
wave operation, the International
Space Station, recently launched and
upcoming satellites along with other
satellite related topics.

The symposium begins with techni-
cal sessions Friday morning. After a
break for lunch, technical sessions
resume in the afternoon. Friday
evening there is a choice between the
“Getting Started” session and the
IARU Satellite meeting. There will be
more technical sessions on Saturday
followed by the AMSAT-NA Annual
Meeting. The annual banquet Satur-
day evening will conclude the day’s
activities. Sunday morning there will
be an optional field trip to visit
Qualcomm Globalstar labs and
SpaceDev, Inc. The AMSAT-NA board
will meet Sunday afternoon to discuss
business matters and this meeting
will continue on Monday October 11.

Spouses and families may choose to
visit some of San Diego’s many nearby
attractions during your stay. For enter-

tainment, there is Sea World or the
world famous San Diego Zoo. History
buffs can “discover” San Diego at
Cabrillo National Monument or experi-
ence periods of San Diego’s history by
visiting Mission San Diego de Alcala,
Presidio Park, Old Town San Diego
State Park and Balboa Park. Golfers
will enjoy playing on any of San Diego’s
many fine golf courses. Of course there
is no shortage of shopping with Mission
Valley Center, Fashion Valley Mall,
Seaport Village and Horton Plaza a
short ride away. If relaxation is more
your style visit scenic La Jolla, Mission
Bay Park, Coronado Island or any of
San Diego’s beautiful beaches.

If you’re interested in an Amateur
Radio vacation, visit the ARRL
Southwestern Division Convention
(HAMCON) on the Queen Mary in Long
Beach, California, October 1-3. Then
see some of Southern California’s sights
before attending the 17th Space Sym-
posium and AMSAT-NA Annual Meet-
ing in San Diego October 8-11.

Registration information may be ob-
tained by telephone, fax, e-mail or on
the Web. Please contact the AMSAT
business office at 301-589-6062 (voice),
301-608-3410 (fax) or e-mail martha
@amsat.org. For additional infor-
mation visit http://www.amsat.org.
Symposium registration is $25 before
September 15, $30 after September 15
and $35 at the door. Tickets for
Saturday’s banquet are $25. The op-
tional field trip Sunday morning is $10.
Please send your registration form and
check, money order or VISA/MC (in US
funds) payable to AMSAT-NA ad-
dressed to AMSAT, 850 Sligo Ave, #600,
Silver Springs, MD 20910-4703.

Microwave Update ’99
W5LUA, WA5VJB and the North

Texas Microwave Society welcome you
to Microwave Update 99, which will be
held at the Harvey Hotel in Plano,
Texas, on October 21-23, 1999. Plano
is located north of Dallas on US 75,

about 30 minutes drive from down-
town Dallas and 40 minutes drive
from the Dallas-Fort Worth airport.
The Harvey Hotel is located on the
northeast corner of Fifteenth Street
and US 75. Fifteenth Street is exit #29
from US 75.

Accommodations
We have negotiated a special rate at

the Harvey Hotel for both single and
double occupancy. Make room reser-
vations by calling the Harvey Hotel
directly at 972-578-8555. Identify
yourself as part of the Microwave
Update group to receive the specially
negotiated room rates ($63 plus taxes
per night). Make your reservations no
later than three weeks prior to your
arrival date because any vacant rooms
in our block will be released three
weeks prior to the conference. Addi-
tional reservation requests will be
honored on a space-available basis.

Topics
The list of speakers includes well-

known microwave figures from coast
to coast and around the world. Some of
the topics to be presented include:

Microwave basics; Qualcom conver-
sions at 10 and 24 GHz; Microwave bea-
cons; Quad-loop Yagis; 24 GHz power
amplifiers; New 10 GHz transverter
designs; New MMICs for 2 GHz through
24 GHz; Low noise amplifiers; Working
with TWTs; Amateur satellites; Micro-
wave tube power amplifiers; Millimeter
waves; Atmospheric-scatter propagation
on 10 GHz; LASER systems and working
VUCC on 76 GHz; and installation of a
5-meter dish for 23 and 3 cm EME from
California.

Other speakers and topics are in the
works. If you would like to present a
paper at the conference, please contact
W5LUA.

Proceedings
The proceedings will again be

published by the ARRL. W5ZN is
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coordinating the collection of techni-
cal material for the proceedings. Please
send Joel any material that you wish to
have published even if you do not plan
to present a paper. Cut-off date for
paper submission to Joel is September
7, 1999, the day after Labor Day.

Entertainment
There will be no formal spouse’s

program at the conference. However,
the area is full of antique shops and
shopping malls. The hotel is very close
to the South Fork Ranch for those that
remember the TV show Dallas. Please
indicate if your spouse is coming. We
will compile a list and coordinate a
meeting place for the spouses where
they can gather and make plans.

The Saturday night banquet will be
held at the Harvey Hotel. We will
again have a Texas-style-barbecue
buffet for $20 per person. Spouses are
welcome and a short program is being
planned. Everyone is encouraged to
attend.

Registration and Information
Please register for the conference as

soon as possible. Pre-registration cost is
$40 and is due to W5LUA by October 1.
Regular registration after October 1
and at the door will be $45. Make checks
payable to the North Texas Microwave
Society. We will have special prize
drawings for pre-registered attendees.
For more information, visit the North
Texas Microwave Society page www
.ntms.org or contact the following:

Al Ward, W5LUA, 2306 Forest
Grove Estates Rd, Allen, TX 75002;
tel 972-562-6018; al_ward@hp.com.

Kent Britain, WA5VJB, 1626 Vine-
yard, Grand Prairie, TX 75052-1405;
WA5VJB@flash.net.

Joel Harrison, W5ZN, 528 Miller
Rd, Judsonia, AR 72081; w5zn@arrl
.org.

Tom Whitted, 4641 Port Clinton
East Rd, Port Clinton, OH 43452;
wa8wzg@wa8wzg.com.

EME 2000 Brazil Conference
The ninth bi-annual International

Amateur Radio Moon-Bounce Confer-
ence will take place on August 18-20,
2000, in Rio de Janeiro, Brazil. The
conference is dedicated to Earth Moon
Earth (EME) Amateur Radio activities
at 432 MHz and higher frequencies.
Many technical papers are already

Next Issue in QEX

Strays

We have a fine article by John
Stephenson, KD6OZH, that begins by
defining the needs of microwave- and
millimeter-band enthusiasts for good
frequency stability, low phase noise
and low noise floor. John furnishes a
thorough analysis of the require-
ments, then goes on to provide his so-
lution: a very-low-noise VCXO locked
to an atomic standard. The results
come quite close to theoretical minima
in several categories.

Bruce Pontius returns with ideas
about replacing some of those hot, cur-
rent-hungry signal generators in your
lab with something smaller and cooler.
One generator covers 0 through
50 MHz, the other 2.1 to 2.4 GHz. He
makes good use of widely available
50-Ω modules, where possible. He is
not afraid to compare the performance
of his designs to that of the older, pro-
fessional gear he is replacing.

Harke Smits, PA0HRK, contributes
an analyzer design that lets you mea-
sure the noise figure and gain of a
device under test simultaneously. It
allows measurements up to at least
500 MHz directly and at much higher
frequencies using a transverter. Don’t
miss this last issue of the 1900s as we
help you add some relatively sophisti-
cated gear to your arsenal.

New Amateur Radio DX
Information Page
◊ URL http://www.dxbands.com is
designed to give amateurs throughout
the world the opportunity to find up-
to-the-moment Amateur Radio news,
details on DXpeditions, contests and
pages of ham-radio links.

The site includes a unique “dx-diary”
that lists large and small DXpeditions
the world over, in a month-by-month for-
mat. The style shows the start and finish
date of each event, together with details,
QSL manager and other information.

Updated each day with the latest
Amateur Radio news, dxbands.com
is destined to become an important
online resource. E-mail news
@dxbands.com.

Write for QEX?
◊ Thousands of radio amateurs and
professionals interested in technical
work at all skill levels read QEX. It is
an open forum for the exchange of
ideas and information as well as
projects with results. Staff writers
provide only a small fraction of the
material appearing in QEX; we count
on you to supply the stuff that keeps
us going. We welcome all letters, que-
ries, and article submissions.

Authors of published feature articles
are compensated at $50 per printed
magazine page, but that payment
pales in comparison with the satisfac-
tion of knowing that you’ve contrib-
uted to Amateur Radio’s growing body
of knowledge. Are you building some-
thing that others might want to dupli-
cate? Do you have a new technique or
suggestion? Do you want to reach a
sophisticated readership with your
advertisement or announcement? Will
you comment on what you see in QEX?
Contact us using the addresses shown
on p 1. For more information, visit us
at www.arrl.org/qex/.

scheduled for this conference, covering
all technical aspects of EME. For more
details visit the Web page at www
.eme2000.com.br. Information cour-
tesy of D. W. Murden, PY5ZBU.
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