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A Empirically Speaking
Don’t look now, but here come

the digital radio broadcasters! We’ve
known they were coming for some
time now, but two recent develop-
ments caught our attention.

On May 8th, XM Satellite Radio
(www.xmradio.com) launched its
second satellite, named “Roll.” Roll’s
partner, “Rock” achieved orbit on
March 18th. According to XM, Rock
and Roll (Boeing 702 models) are
among the most powerful satellites
ever built. They will occupy geosyn-
chronous orbits above the US and
transmit up to 100 channels of
radio programming to XM-compatible
receivers across the continent. XM-
ready receivers are being manufac-
tured by several firms well known to
audiophiles. ST Microelectronics
(www.st.com) are shipping XM-
radio production chip sets now. Ex-
pect XM receivers that also include
standard AM and FM broadcast
bands to appear in GM and Honda au-
tomobiles starting this year.

Each satellite carries 16 active (and
six spare) 200-W traveling-wave tube
(TWT) amplifiers, for a total RF out-
put of about 3 kW. The ERP of each
bird is more than 1 MW! On each of
two carriers in the range 2332.5-2345
MHz (S band), 3.28 Mbits/s emanate
from both satellites. The frequencies
were sold to XM at auction by the FCC
for use in the Satellite Digital Audio
Service (DARS). The DARS frequen-
cies lie between the two segments of
the Amateur Radio 13-cm band.

A second satellite broadcaster,
Sirius Satellite Radio (www
.siriusradio.com) received licenses
for similar operation. Because DARS
coexists in S band with the Wireless
Communications Services (WCS) in
the US and similar services in
Canada and Mexico, Uncle Sam has
signed agreements with those coun-
tries, providing for frequency coordi-
nation. The Amateur Radio Service
shares the segment 2305-2310 MHz
with WCS on a secondary basis.

On another front, the International
Telecommunications Union (ITU,
www.itu.org) has approved a system
for digital radio broadcasting in the
bands below 30 MHz. iBiquity Digital
Corporation (www.ibiquitydigital
.com) made an announcement April
17th that its so-called in-band, on-
channel (IBOC) digital audio broad-
cast system is now an international
standard. The ITU’s approval follows
its previous backing of iBiquity’s sys-
tem for digital broadcasting on the AM
band and certain other HF bands. The
company anticipates ITU endorsement

of its FM system later this year.
Testing of the IBOC system, spon-

sored by the National Radio Systems
Committee, is now ongoing and results
may be delivered to the FCC by the end
of the year. The FCC has been contem-
plating IBOC as a standard since it is-
sued a notice of proposed rulemaking
(NPRM) in 1998. The technique allows
simultaneous broadcasting of both
analog and digital audio signals.

Perhaps radio amateurs can learn
something from these operations
technically. Bandwidth-efficient digi-
tal phone is a worthy goal. On the
other hand, it may be that broadcast-
ers will soon yearn for more spectrum
as they seek to add channels and im-
prove their transmission quality. As
Amateur Radio embraces those tech-
nologies, we may preserve our exist-
ing bands by populating them and
experimenting with new modes.

In This Issue
Nick Hall-Patch, VE7PXR, makes

good use of his receiver’s control capa-
bilities to record signal strengths of
broadcast stations transmitting from
faraway places. His data indicate some
very interesting phenomena.

L. B. Cebik, W4RNL, gives us a thor-
ough treatment of the performance of
long-boom, log-cell Yagis. L. B. makes
comparison with traits of similar-
sized, traditional Yagis. Frank
Travanty, W9JCC, takes a new look at
what happens to big antennas on tow-
ers when the wind picks up.

Ever wonder what happens to
power reflected from a mismatched
antenna? Steven Best, VE9SRB, pre-
sents the second part of his tutorial,
aiming to clear up some potential con-
fusion about how forward and re-
flected power interact in mismatched
systems. Bill Sabin, W0IYH, takes a
close look at narrow-bandwidth cou-
pling networks. Among other things,
he points out certain distinctions that
must be made when specifying the Q
of such networks.

Warren Bruene, W5OLY, presents
an ideal tube transfer characteristic
and examines dynamic plate and
source resistances on an RF cycle-by-
cycle basis. He also conducts a review
of the Chaffee analysis concept. Bill
Young, WD5HOH, donates a unique
explanation of what makes regenera-
tive stages so difficult to adjust.

In RF, Zack Lau, W1VT, presents a
Yagi for the 70-cm band. By accepting
less than maximum gain, he produces a
design yielding good gain, F/B and SWR
across a wide bandwidth.—73, Doug
Smith, KF6DX; kf6dx@arrl.org.

http://www.arrl.org/qex/
mailto:qex@arrl.org
http://www.xmradio.com
http://www.st.com
http://www.siriusradio.com
http://www.siriusradio.com
http://www.itu.org
http://www.ibiquitydigital.com
http://www.ibiquitydigital.com
mailto:kf6dx@arrl.org
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Low-band DXers often hear distant signals become stronger just
before local sunrise. An automated receiving setup has been recording
signal strengths of Asian and Australian AM broadcasters for more

than 30 months. The data provide some food for thought.

By Nick Hall-Patch, VE7DXR

1538 Amphion St
Victoria, BC Canada V8R 4Z6
nhp@ieee.org

Medium-Frequency
Sunrise Enhancements

1Notes appear on page 10.

Until now, the 160-meter ama-
teur and the MF AM broad
cast-band DXer have relied on

years of anecdotal evidence to guide
them to the best time for finding DX.
In general, we in the Pacific North-
west know that:

• Australian signals tend to be bet-
ter between March and September

• East Asian signals are stronger
the rest of the year;

• Local sunrise sometimes brings
enhancement to these signals, and

• On some days no DX is heard or
worked

Nevertheless, there was little solid
data to back these perceptions or to

allow us to speculate why openings
occurred when they did. In this article,
I will describe a system that provides
such data. I will discuss some informa-
tion about sunrise enhancements
gathered between September 1997
and March 2000, with special empha-
sis on signals received in southwest-
ern British Columbia from an AM
broadcast station in South Korea.

For the past few years, I’ve been
monitoring radio signals using a
Dymek DR-333, a 10-kHz to 30-MHz
receiver that is controlled using the
serial port of a PC. A detailed descrip-
tion and review of this receiver is
found in Fine Tuning’s Proceedings.1
Although the DR-333 is no longer
available, quite a few other receivers
are capable of PC control; a program

similar to that described here could be
developed for them. Additional re-
quirements for a suitable receiver
would include a narrow IF filter, a fast
AGC and an accurate S meter that
reports to the PC.

One of my interests is the study of
MF propagation from the other side of
the Pacific. It’s always been a problem
recording the rise and fall in signal
strength, over time, on even one chan-
nel, let alone several. A paper chart
recorder will do this on one channel,
but such recorders are neither cheap
nor readily available.

The DR-333 is capable of tuning a
signal and registering its strength
very quickly: It is possible to tune 10
channels per second and record the
signal strengths of each one on the PC.
You certainly can’t tune this quickly

mailto:nhp@ieee.org
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using a keyboard, so I needed to write
a program that would do it for me. The
manufacturer kindly provided me with
the source code for the radio’s control
program, so I upgraded my skills in the
C language and eventually created an
MS-DOS program that acts as a data
logger. It records signal strengths on
up to 120 channels at a time. The
Borland C 2.0 source code is available
from me at my e-mail address.

The program initially looks at vari-
ous configuration files that establish
receiver settings for data logging, such
as IF passband, gain, AGC speed, com-
munication port and a list of frequen-
cies to be logged. These files may be
modified with a text editor, though ex-
cept for the frequency list, settings
tend to remain fixed between record-
ing sessions. The radio is set up using
all the configuration parameters via
the PC’s serial port.

Next, the program creates a data file
that includes a header of all frequen-
cies to be tuned. The PC then tunes the
radio to each frequency for approxi-
mately 100 ms, and observed signal
strength is placed in PC memory. The
frequency list is scanned continually
for a sample period that ranges from 10
to 60 seconds, depending on the num-
ber of frequencies in the list. (Fewer
frequencies scanned means faster up-
dating.) At this point, the average sig-
nal strength is computed over the
sample period and written to a data file
along with a time stamp. Frequency
scanning and logging continues
until the user sends a “quit” command
(CTRL-Q) from the keyboard or until a
new hour starts. In the latter case, the
previous hour’s data file is updated and
closed and a new file is opened. The file
format is such that the data can easily
be imported into Microsoft’s Excel
spreadsheet program for further pro-
cessing or display as charts of strength
versus time. This system is described
elsewhere in detail.2

Setting Up an Ongoing
Monitoring Program

In mid-1997, I used this system on
the Washington coast to record some
impressive sunrise signal enhance-
ments of Australian MF broadcasters
(see an example in Brown’s article3).
After viewing the charts, the author of
that article suggested I initiate ongo-
ing recording of a few stations to pro-
vide data for propagation studies.

AM broadcast stations can be useful
beacons for those interested in propa-
gation: Their frequencies are fixed,
and much of their energy is in a con-

stant carrier wave. They are often on
the air 24 hours a day. To provide the
most relevance to the 160-meter DXer,
I chose to monitor two stations in the
upper MF broadcast band that had
been heard frequently on the West
Coast: 4QD at 1548 kHz (Emerald,
Australia) and HLAZ at 1566 kHz
(Cheju Island, South Korea). Both sta-
tions broadcast continuously when
there is a darkness path across the
Pacific. Their output levels are rela-
tively high, and they are pretty well
alone on their respective channels. In
addition, I recorded signal strengths
from two more stations in comparable
geographic locations, but below the
electron gyro frequency: JOAK at
594 kHz (Tokyo) and 4QR at 612 kHz

(Brisbane). I also discovered that,
even with the resonant antennas de-
scribed below, I was able to record
attenuated signals on 1314 kHz. That
frequency was recorded as well, since
the big Norwegian broadcaster on the
channel was making appearances in
the fall and winter evenings of 1997.

With a modification that allows it to
operate at predetermined times each
day, my program has been recording
signal strengths from these stations
since September 1997. It has been
producing a historical database that
could help us explain MF propagation
with greater confidence.

The monitoring setup, shown in
Fig 1, is at my home near downtown
Victoria, British Columbia. I am close

Fig 2—Percentage of days per month with sunrise enhancement by channel, September
1997 to March 2000.

Fig 1—The DR-333 monitoring system.
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to three powerful AM transmitters that
are capable of overloading the DR-333,
so a tuned antenna is a necessity.
Therefore, my antenna system is a pair
of five-foot-square unamplified loops in
my attic. Both are oriented east/west;
one is tuned to about 1557 kHz and the
other to 603 kHz. Using link coupling
and matching transformers, each loop’s
output passes through a hybrid com-
biner to a single coax and the 50-Ω
antenna input of the receiver in the
basement. The separation of the an-
tenna system from the receiver and PC
help minimize RFI from the PC.

Processing the Data
One problem with monitoring over-

seas AM broadcast stations is the large
amount of interference to desired sig-
nals, primarily from sidebands of do-
mestic broadcasters, but also from at-
mospheric and local electrical noise.
The 400-Hz IF passband of the receiver
reduces interference to some extent,
but I need further improvement.

As each frequency is monitored in
turn, an 8-bit number representing
the signal strength is sent back to the
PC. The program creates an average
of 10 such points for each frequency.
That, besides reducing the data file
size, also reduces the effects of im-
pulse noise on the signals. In addition,
signal strengths ±1 kHz from the de-
sired frequency are recorded within
100 ms of reading the desired fre-
quency. Interference levels are simi-
lar on those nearby frequencies, but
the narrow IF filter removes any trace
of the target station’s carrier. When I
import the data files into Excel, I sub-
tract a weighted average of those two
extra signal strengths from that of the
desired signal to deliver a closer esti-
mate of the target station’s intensity.

At this point, the derived signal
strength is simply a number in the
range from 0 to 100, but what does that
mean? When I first started using the
radio, I connected a lab-grade signal
generator to its antenna terminal and,
using various medium frequencies,
changed the generator’s output
over eight points between –110 and
–40 dBm. I compared the signal
strengths indicated by the DR-333
with those of the signal generator. A
linear relationship between the 333’s
coded output and the generator was
then derived. When I process the data,
I apply this calculated slope and offset
to the data values, which have already
been corrected for sideband interfer-
ence. Strictly speaking, the resulting
signal strength should be read as

dBm, but I can’t claim that sort of ac-
curacy after applying my empirical
corrections for interference and noise.
I believe that the relationship, in deci-
bels, from one moment to the next is
roughly valid, though, even if the point
of reference is a bit undefined.

Finally, I perform a running aver-
age of 20 of the resulting points in the
spreadsheet to further smooth the

data set. By doing this, I have found
that I’m smoothing out some short-
term fluctuations. When the data set
is converted to graphical form, how-
ever, the result of the smoothing is a
clear illustration of medium-term
variations, which are particularly use-
ful for defining sunrise enhance-
ments. (See Figs 3 and 4 for examples.)
The original, raw data are retained so

Fig 3—An example of sunrise enhancement on 1548 kHz, showing the averaged signal
for May 14, 1998.

Fig 4—An example of sunrise enhancement on 1566 kHz, showing the averaged signal
for February 5, 1999.
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that more elegant processing could be
applied to them in the future.

First Results
Each day of the monitoring period

(barring hardware and software
glitches) the computer-controlled
DR-333 has recorded averaged signal
strengths from these stations every
20 seconds and parked the data in
hourly files. What do the preliminary
results show? Fig 2 displays the per-
centage of days per month any signal
was heard from each station, through-
out the period. It seems the data
generally support the conventional
wisdom that signals from East Asia
are heard in the Pacific Northwest be-
tween September and April and that
signals from Australia are better
heard here after April. Interestingly,
during the 1998-1999 season and even
more so in 1999-2000, the autumn was
not as good for transpacific DX as
was the spring. Australian stations
seemed to make more appearances
overall. Perhaps that is related to the
approach of the sunspot maximum.

Strongest Signals Found
just before Receiver Sunrise

Although reception of stations could
have occurred whenever the path was
in darkness, it usually occurred near
local sunrise at the receiver. There was
often a marked enhancement—some-
times more than 20 dB—at this time.
In fact, on most days the only reception
of HLAZ or 4QD occurred during the
hour prior to sunrise, with the signal
rising out of the noise to a peak; then,
often within 15 minutes, it faded away
again. The two lower-frequency sta-
tions recorded, JOAK and 4QR,
showed this type of enhancement most
commonly during fall and spring and
to a much lesser extent during sum-
mer. In the winter months and after
transmitter sunset, signals often built
slowly to a peak, then faded equally
slowly well before dawn. Those peaks
would dwarf any enhancement that
might occur around local sunrise.
Those two stations also did not show
the marked seasonal variations that
were displayed by 4QD and HLAZ.

The first example of a strong sunrise
enhancement is shown in Fig 3. It
seems typical of 1548-kHz traces ob-
served, particularly in the spring and
summer of 1998. No signal was ob-
served until near receiver sunrise at
12:35 UTC, when a relatively sudden
increase in strength occurred, fol-
lowed by an equally precipitous de-
cline with about half an hour. This

channel very occasionally showed en-
hancements around sunset at the
transmitter, as well. Note that for the
present, I regard any signal trace be-
low about –120 dBm to be noise,
though there may well be useful infor-
mation there. Fig 4 illustrates a win-
ter enhancement on 1566 kHz, when
sunrise at the receiver was about
15:37 UTC. On this channel, one some-
times sees significant signals outside
the sunrise period, though some of
them are caused by the use of direc-
tional antennas at the transmitter.

A Trend in Sunrise
Enhancements on 1566 kHz

In an attempt to characterize the

likely times of sunrise enhancement, I
charted the monthly average of the
peak enhancement times for HLAZ
relative to ground sunrise at my lis-
tening post (see Fig 5). Note that in
summer months, there are very few
receptions from this station; that is
most likely true because of the short
period of darkness along the path from
Korea to Victoria. Therefore, the use-
fulness of the average during those
months may be questionable.

Please also note that reception of the
signal is not really influenced by sun-
rise at the Earth’s surface near the
receiver. The time of local sunrise,
though, is readily available to the
DXer and is closely related to the sun-

Fig 5—Average times of peak enhancement of HLAZ-1566 kHz relative to local sunrise.

Fig 6—Detail of strong enhancement on 1566 kHz received at Victoria, BC on November
30, 1998.
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rise time at various ionized layers
along the signal path. Those sunrises
certainly do influence reception.

Fig 5 shows that the time of sunrise
enhancement seems to be within 5 to
50 minutes of local sunrise year round.
It seems to be somewhat influenced by
the time of year, being a few minutes
earlier in the winter months. Enhance-
ment time also seems to have moved
slightly earlier (relative to local sun-
rise) over the 2.5-year period, as we
approach the sunspot maximum. Pos-
sibly, the times of enhancement are
now moving closer to sunrise again; but
at least a year or two of additional
monitoring will be necessary to see if
that’s true. Note that these observa-
tions (and those below) are for my loca-
tion and for one channel only; I have
not completed this exercise for the
other three transpacific stations.

Can These Data Help Us
Understand Sunrise
Enhancement?

To look further into sunrise en-
hancement on HLAZ, we should start
with Fig 6, which shows a typical
(though rather stronger than most)
signal increase. Not all enhancements
have this gradual buildup followed by
a steep roll-off, but many do. As men-
tioned previously, anything below
–120 dBm is considered noise; so effec-
tively, no signal was available until
about 15:10 UTC on the date shown.
The peak of the enhancement occurred
at 15:24 UTC, followed by a rapid roll-
off back to no signal by 15:34 UTC.
Local sunrise in Victoria on that date
was at 15:43 UTC; but the important
control points for the signal were prob-
ably sunrises at various locations in
the upper atmosphere along the path.

Viewing a cross-section of the iono-
sphere along that path at that time
might help us understand what is hap-
pening. PropLab Pro4 is DOS-based
propagation software that, among
other things, may be used to create
transverse plasma-frequency maps,
which show these ionospheric cross-
sections. The plasma frequency is the
minimum frequency that a vertically
incident signal must have to completely
penetrate that section of the iono-
sphere. A higher plasma frequency at a
certain location indicates greater elec-
tron density and, of course, greater
ability to absorb or refract signals.

Fig 7 is a plasma-frequency map of
the ionosphere for November 30, 1998,
at 15:24 UTC using the A index and
sunspot number then current. To show
more detail of sunrise effects on the

ionosphere, this figure is for only half
of the path. The receiver at Victoria is
on the left, while the transmitter at
Cheju is 4000 km off the right edge.
Both axes are in kilometers with the X
axis representing distance toward
Cheju and the Y axis representing
height above ground. The contours on
the rest of the path are essentially a
continuation of those on the right side
of Fig 7.

To find the Sun’s location at that
time, I used the Interactive Computer
Ephemeris (ICE) program (which can
be downloaded from the Web at
seds.lpl.arizona.edu/nineplanets/
ice/ice.html). With a little trigonom-
etry, I calculated the position of the
Sun’s illumination at various impor-
tant heights on the path: 60, 100 and
200 km. These are the D-region bottom,
the approximate height of the E region
and the lower reaches of the F region,
respectively. Each is marked on Fig 7
with a large black dot; to the left of
those dots is full sunlight. Note the in-
creasing plasma frequency (electron
density) toward the sunlit end of the
path in the regions around 200 km, as
well as the increasing ionization of the
E region above and up-range from
Victoria. These indicate the active na-
ture of the ionosphere around local sun-
rise. In addition, but not illustrated on
the map, D-region ionization occurs
quickly at the 60 to 90 km level, once
those layers are illuminated by the Sun.

Incidentally, this map would look
essentially the same for the start of
the enhancement at 15:10 UTC (but it
would be shifted to the left by 400 km).
It’s similar also at the end of the en-
hancement at 15:34 UTC (when it
would be shifted to the right by about
150 km) except for one of two plasma-
frequency contours mentioned below.

How does this contour map provide
a possible explanation for sunrise en-
hancements? Robert R. Brown, NM7M
(see Note 3), suggests “…ducting is a
regular feature of propagation on the
160-meter band and will occur day in
and day out…” That is, signals get
trapped between the E and F regions,
rather than just propagating between
the E region and the ground, or be-
tween the F region and the ground, on
their way along the path. The assump-
tion is made that such ducted signals
suffer less attenuation than the more
conventional hops between iono-
spheric layers and the Earth’s surface.
Indeed, if one runs the complex ray-
tracing engine in PropLab Pro using
take-off angles of around 16°, one can
simulate a ducted path to and beyond
Victoria for that date and time.

So now, how would a signal leave the
duct? NM7M suggests in his article
“…changes in the slope of the constant
electron-density contours…toward the
sunrise end of the path….alter the local
refraction angles in the duct.” Cer-
tainly, if there is a ducted signal in

Fig 7—Plasma frequency map for November 30, 1998.

http://seds.lpl.arizona.edu/nineplanets/ice/ice.html
http://seds.lpl.arizona.edu/nineplanets/ice/ice.html
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Fig 7 between the E and lower F re-
gions, it is easy to visualize that the
downward-directed plasma frequency
contours (starting about 2000 km up-
range from Victoria at 150-200 km
height) would direct the signal down-
ward at an angle steep enough to pass
through the E region to the ground.
Incidentally, 160-meter-band DXers
often find that sunrise-enhanced sig-
nals are best received on antennas
with high-angle responses. That
seems to be consistent with the pre-
ceding hypothesis: that ducted signals
would need to be refracted at a steep
angle to break through the E region.

The 0.6-MHz contour in Fig 7 is
worthy of attention, particularly the
segment angling down between 2200
and 1100 km on the approach to
Victoria, followed by a steeper angle
downward to 600 km on the final ap-
proach. Is this portion of the iono-
sphere directing ducted signals
downward? Once the point at 600 km
(where the contour angle flattens out
again) moves much farther away from
Victoria, is the signal lost to the lis-
tener? There isn’t sufficient space
here to show plasma-frequency maps
over the entire enhancement period.
Nonetheless, the area of contours seen
around 1100 km varies more in shape
and position over the entire period
than do the others, which simply shift
along in space with time.

At 15:00 UTC, we could surmise that
the sloping 0.6-MHz contour would
have been too far downrange from
Cheju to direct signals down to Victoria.
Rather, they would have been directed
down to northern Oregon. As time and
the sloping contours advanced, the sig-
nal would have found its way into the
Victoria area; but not long after, say by
15:34 UTC, the signal would have been
directed into the Pacific Ocean off
Vancouver Island. Notice that any
signals received from a duct would be
combined with signals conveyed to the
receiver by more conventional iono-
spheric hops between the E and/or F
layers and the Earth’s surface. For the
most part, though, the data sets show
no 1566-kHz signals before the sunrise
enhancement period, which leads to the
suspicion that the enhancement could
be caused entirely by signals leaving
the duct.

Control Points for Enhancement
Working on an assumption that the

limiting control point for the received
signal was the time when the Sun illu-
minated a point at 200 km height and
about 1600 km up-range from the re-

ceiver, NM7M created graphs showing
that almost all observed enhancements
through the last three DX seasons
peaked before the sun illuminated this
point. Fig 8 is an example of such a
graph for the 1998-1999 season. The
parabolic curve in the chart is the time
of sunrise at the above-mentioned con-
trol point throughout the season; the
small triangles mark the time for maxi-
mum enhancement on the dates when
such enhancements were observed.

Signals arriving via higher angles,
such as was hypothesized above in con-
nection with Fig 7, would have been
conveyed off the bottom of the F region
somewhat closer to Victoria than 1600
km (say the 1100 km mentioned re-
garding Fig 7) and been illuminated
earlier, just about when the peak en-
hancement occurred. One could theo-
rize that once that portion of the F
region is illuminated, the enhance-
ment starts to collapse, as almost
simultaneously the D and E regions
along the path are illuminated and
introduce further loss. One could cal-
culate such control points for one’s own
location. Interestingly, however, the
Sun illuminates these portions of the
atmosphere only a few minutes before
local sunrise at the receiver, at least
for the winter months in this part
of the world. Because the time for
peak enhancement can vary by up to
30 minutes for any given day, one could
do worse than to start listening for an
enhancement about 60 minutes before
local sunrise. That isn’t very different
from what DXers have been doing all
along. Remember: Although we tend to

use local sunrise at the surface as our
reference, it isn’t what cuts off signal
reception. It’s the effect of sunrise far-
ther up in the atmosphere and farther
up the path from the transmitter.

Why Does Enhancement Occur
Only on Some Mornings?

If ducting is a regular feature of 160-
meter propagation and the escape of
signals from the duct is the primary
cause of sunrise-enhanced signals,
why do we not see evidence of such
signals every morning? Why are the
peak strengths of the enhancements
so variable from day to day? These
questions are not easily answered.
The ionosphere is particularly turbu-
lent around sunrise, so the well-de-
fined contours of electron density seen
in Fig 7 are unlikely to repeat each
morning. As a result, signals may be
conducted out of the electron duct be-
tween the E and F regions at a variety
of angles on different mornings. On
some of those mornings, the angles
may be too shallow to break out of the
valley. Perhaps the signals may be
absorbed by the D region, where ion-
ization is also forming rapidly as we
go farther into the morning sunlight.

In an effort to understand why sun-
rise enhancement occurs only on some
mornings, I tabulated the dates of the
strongest enhancements over the
2.5 years. Then I attempted to corre-
late those dates with geomagnetic ac-
tivity as reported in the planetary A
index, Ap. Other than the rather bi-
zarre observation that November 30th
seems to have been a good morning for

Fig 8—Times of peak sunrise enhancement for HLAZ-1566, 1998-1999. These times are
compared with sunrise at 200-km height 1600-km up range to Cheju, Korea from Victoria, BC.
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East Asian DX in each of the last three
years, I have not found any obviously
common circumstances behind each of
these good openings. Table 1 doesn’t
really show us that these good DX
mornings were related to geomagnetic
activity or the lack of it, notwithstand-
ing the fact that no openings occurred
when the previous few days contained
major geomagnetic storm. During
those times, that is, the Ap index
would have been greater than 36.

The rule of thumb that good high-
latitude conditions are preceded by
prolonged periods of geomagnetic
quiet has been popular among MF and
low-band DXers, but it is not borne out
by these data. The rule is likely more
applicable to paths through the au-
roral zone, such as those between
North America and Europe. Notice
that the path from eastern Asia to the
Pacific Northwest runs to the south of
that zone, so we should not expect
much absorption of signals by auroral
activity, except during geomagneti-
cally stormy periods. That relatively
clear path doesn’t seem to guarantee
good reception, though. In fact, the
last two weeks of December 1997 had
quiet enough geomagnetic conditions
to allow many 160-meter contacts be-
tween Europe and western North
America, yet good reception of HLAZ
was limited to a single date during
that period. Something other than a
quiet geomagnetic field must deter-
mine reception of that station.

One could observe that the slightly
fewer good openings in the last two DX
seasons, as compared to the 1997-1998
season, corresponded with increasing
solar and geomagnetic activity as we
approach the peak of the solar cycle.
Nevertheless, the strongest enhance-
ment of HLAZ over the entire monitor-
ing period was on January 25, 2000,
after periods of geomagnetic stormi-
ness. About 75% of these openings
occurred when the solar flux was de-
creasing, and there does seem to be a
preponderance of good openings that
recur after approximately one month.
However, any relationship between so-
lar activity and sunrise-enhanced sig-
nals seems difficult to establish. The
one-month repetition rate is only
within 10% of the solar rotation rate of
about 27 days.

Perhaps some influences to sunrise
enhancement lie a bit closer to Earth.
In articles in the Top Band Anthology5

and QST,6 the influence of the Earth’s
ozone layer on D-region absorption at
sunrise is addressed. To put it simply,
it is proposed that this layer (at

around a 25-km height) absorbs the
first ultraviolet rays that would oth-
erwise illuminate the D region at sun-
rise. This delays the morning onset of
D-region absorption by around 15
minutes. However, sometimes sec-
tions of the layer contain less, or more,
ozone because of natural variations,
some of which are related to terres-
trial weather and could cause varia-
tions in the delay.7

Looking again at Fig 7, notice that
the Sun’s rays illuminating the F region
as it tilts downward toward the receiver
also illuminate the D region farther
downrange from the transmitter. This
is very close to the path of any signal
heading downward out of the duct. In
other words, whether or not one hears a
signal coming out of the duct could be a
“close-run” thing, depending on how
quickly the D region becomes absorp-
tive. If the concentration of the ozone
layer were higher than normal, delayed
D-region absorption might allow us to
hear a signal before the inevitable sun-
rise shuts down the path or the path

moves on as described above. This sce-
nario doesn’t take into account high-
altitude winds or atmospheric waves
that could also affect how quickly the
region starts absorbing.

Unfortunately, the most readily
available data showing worldwide
ozone concentrations8 are 24-hour av-
erages, which, for the most part, do not
show higher ozone concentration for
those mornings on which enhance-
ments were observed. One would need
to look at data with less averaging be-
fore passing judgement on the hypoth-
esis.

Conclusion
My data verify some things we al-

ready know: that winter is a better
season for East Asian DX than sum-
mer from my location and that sunrise
enhancements of DX signals are a rea-
sonably frequent occurrence. Based on
the times these enhancements occur
on 1566 kHz and on the work of
NM7M, I suggest that sunrise en-
hancement could be caused by iono-
spheric tilts occurring just before sun-
rise at the receiver. Those tilts direct
signals to the receiver, perhaps from a
duct between the E and F regions. The
D region would tend to absorb such
signals rather quickly, however, and
no good answer has been offered as to
why enhancements occur on some
mornings and not on others. Perhaps
on mornings when strong signals are
heard, there is some retardation of
D-region absorption caused more by
terrestrial air movement than by so-
lar and geomagnetic influences.

Signal strength data recording con-
tinues here. Along with that gathered
over the 2.5 years, it may help us un-
derstand how and why sunrise en-
hancements occur. If we knew the ar-
rival angle of a received signal during
an enhancement, we could visualize
the phenomenon more clearly; but
that would involve exotic antenna ar-
rays, to say the very least. A string of
recording receivers laid out along the
path from East Asia, far away from
domestic sources of interference,
would also be helpful. I hope others
with more knowledge than I can make
more use of my data or suggest better
ways of recording them.

April 2001 Addendum
Since the article was written, an-

other DX season has come and gone,
but signal-strength logging has con-
tinued. Has any of this data changed
any of the observations in the article?

The major finding is that reception

Table 1

Average Geomagnetic Activity for
Previous 3 Days for each Major
Enhancement 1997-2000

Enhancement Ap Average
Date         (Previous 3 days)

15-Sep-97 12.7
27-Sep-97 6.7
6-Oct-97 3.0
7-Oct-97 4.0
18-Oct-97 3.7
9-Nov-97 19.3
17-Nov-97 7.7
30-Nov-97 2.7
29-Dec-97 2.3
9-Jan-98 15.0
28-Jan-98 3.7
1-Feb-98 11.7
29-Nov-98 6.3
30-Nov-98 8.0
28-Dec-98 8.0
5-Feb-99 12.7
13-Feb-99 14.7
27-Feb-99 5.0
17-Mar-99 8.3
22-Mar-99 5.0
30-Nov-99 6.3
1-Dec-99 5.3
9-Dec-99 13.0
17-Dec-99 4.7
26-Dec-99 7.3
18-Jan-00 4.3
25-Jan-00 16.3
6-Mar-00 7.7
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of HLAZ-1566 has continued to dete-
riorate, with no reception at all in sev-
eral of the spring and summer months
of 2000. Spotty reception continued
through the fall and into December
2000, although there were more fre-
quent and stronger receptions during
the remaining winter months. The re-
ceived wisdom that autumn is a good
time for Asiatic signals in the Pacific
Northwest may not be particularly
valid, at least around the solar maxi-
mum.

The times of HLAZ’s signal-en-
hancement peaks seem to be continu-
ing to move back somewhat closer to
local sunrise, as speculated in the ar-
ticle. However, the low number of re-
ceptions in several months of the
2000-2001 season calls into question
the usefulness of that observation.

Fig 2 shows that, 4QD-1548 was
noted reasonably often in the late
spring and summer of the first couple
of seasons. In the past season, how-
ever, the received wisdom failed
again, as the most frequent receptions
of that station occurred in midwinter.
These receptions were not particu-
larly strong however; large pre-
sunrise enhancements such as those
illustrated in Fig 3 did not occur in the
past season, while they were quite fre-
quent in the ’97-’98 season.

The solar cycle is generally thought
to have peaked in April 2000, and—
until the solar upsets of March and
April 2001—solar and geomagnetic
activity wasn’t radically different
from that of the previous DX season. I
can’t see any relationship between my
observations and commonly observed
solar and geomagnetic indices, and I
hope that suggestions will be forth-
coming from propagation experts.

A further important note is that, in
recent months, I have developed a
post-processing technique that I be-
lieve delivers a better representation
of the power derived by the antenna
from the arriving signal. The original

article did not emphasize that some of
the apparent signal-strength increase
of westward reception at local dawn
results from reduced noise levels (both
atmospheric and man-made) to the
east of the receiver. This results from
increased daylight absorption of inter-
fering skywave. My original approach
to processing the signal-strength data
did not eliminate the effect of this
improving S+N/N ratio at dawn.
Hence, some of the weaker sunrise
enhancements observed over the last
few years are likely to have been due
as much to this effect as to any mea-
surable increase in the strength of the
target station’s signal. However, ac-
cording to the new algorithm, the
stronger enhancements upon which
the conclusions in the article were
based, were due to truly increased sig-
nal levels from the target stations.

8Total Ozone Mapping Spectrometer Ar-
chives, NASA, Goddard Space Flight Cen-
ter. See toms.gsfc.nasa.gov.
Nick Hall-Patch, VE7DXR, has been

a radio amateur since 1989, though for
many years previous to that he main-
tained an interest in medium-wave
DXing and particularly in the propa-
gation of medium-wave signals from
other continents. He is presently em-
ployed as a technologist at the Institute
of Ocean Sciences, a Canadian govern-
ment research center, where he de-
signs, builds, modifies and maintains
oceanographic electronics.
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It’s neither a Yagi nor an LPDA, but a combination
of the two. See how a driven log-periodic cell can

function as the driven element of a Yagi.

By L. B. Cebik, W4RNL

1434 High Mesa Dr
Knoxville, TN 37938-4443
cebik@cebik.com

Some Aspects of
Long-Boom, Monoband

Log-Cell Yagi Design

Monoband log-cell Yagi de-
signs currently come in two
varieties: (1) Short-boom de-

signs with two to five elements in the
log cell, and (2) Long-boom designs
using two elements in the cell and
numerous parasitic elements. Since
the advent of computer-aided antenna
design, both log-cell Yagi types have
shown shortcomings based on misun-
derstandings of what is possible with
the log-cell Yagi. Short-boom log-cell
Yagis employ up to twice as many ele-
ments as competing Yagi designs for
comparable performance. Long-boom
designs with small log cells tend to
show no advantages at all over modern

Yagi designs of similar boom length.
In a series of articles for The Na-

tional Contest Journal (see Reference
2), I developed a number of emergent
properties of short-boom log-cell
Yagis. Among them are the following:

1. Moderate gain for a given boom
length, with the ability to provide rela-
tively smooth gain over a considerable
bandwidth.

2. Superior front-to-back (F/B) ra-
tios, again with the ability to provide
relatively smooth F/Bs across a con-
siderable bandwidth.

3. Superior front-to-rear (F/R) ratios
are based on rear gain considered to be
the averaged value of power from +90°
off the main lobe maximum in one di-
rection, around the rear of the azimuth
pattern to the corresponding azimuth
point that is –90° from the main lobe on

the other side of the azimuth pattern.
That rear gain is then subtracted from
the maximum forward power of the
main lobe to give F/R in decibels.

4. Superior flat SWR curves for a
considerable bandwidth.

The unanswered question left by the
series is whether these properties can
be developed in a long-boom, higher-
gain log-cell Yagi. This basic question
led to others, including perhaps the
most fundamental of all: What is in-
volved in the design of a long-boom log-
cell Yagi?

In the following notes, I shall try to
develop the major parameters of long-
boom log-cell Yagi design. Following a
brief review of basic log-cell prin-
ciples, I shall try to sort out and track
the significant design variables that
influence log-cell Yagi performance.

mailto:cebik@cebik.com
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The results will be a series of prelimi-
nary designs of various boom lengths.
To assess the potential of long-boom
log-cell Yagis, we shall close with a
brief comparison between a selected
design and a roughly comparable pure
Yagi design of similar boom length and
operating bandwidth.

Background
The log-cell Yagi is a hybrid array

composed of a log-periodic dipole array
(LPDA) used as the driver “cell” along
with one or more parasitic elements.
Fig 1 provides an outline of a typical
log-cell Yagi, along with some desig-
nations that we shall use later in this
study. Although the sketch shows one
reflector and one director, other de-
signs have omitted the reflector and
some have added further directors.

The log-cell historically has been
either casually or rigorously designed.
Small cells (usually two elements)
have employed phased-element tech-
niques such as those found in the ZL
Special. More complex cells have used
standard LPDA design techniques,
following the lead of P. D. Rhodes,
K4EWG, in his article, “The Log-Peri-
odic Dipole Array,” (QST, Nov 1973,

Fig 2—The basic relationships within a log-periodic dipole array
(LPDA).

Fig 1—The components of a monoband log-cell Yagi.

pp 16-22). The most fundamental as-
pects of LPDAs revolve around three
interrelated design variables: α (al-
pha), τ (tau) and σ (sigma). Any one of
the three variables may be defined by
reference to the other two.

Fig 2 shows the basic components of
an LPDA. The angle α defines the out-
line of an LPDA and permits every di-
mension to be treated as a radius or the
consequence of a radius (R). The most
basic structural dimensions are the el-
ement lengths (L), the distance of each
element from the apex of angle α, (R)
and the distance between elements (D).
A single value, τ, defines all of these
relationships in the following manner:

    
τ = = =+ + +R D Ln 1

n

n 1

n

n 1

nR D L (Eq 1)

considered to be a reasonably short
cell length. Interestingly, I have en-
countered no questions in the litera-
ture concerning these values.

The original Rhodes and Painter
log-cell Yagi array from 1976 is still
featured in The ARRL Antenna Book
(see Reference 1). It uses a four-ele-
ment cell for 20 meters. Because 20
meters is a reasonably narrow band
(about 2.47% of the band center fre-
quency), it does not provide a test of
log-cell Yagi bandwidth potential.
Therefore, in the following notes, I
shall adopt the entire 10-meter band
from 28.0 to 29.7 MHz as a more ap-
propriate test ground for log-cell Yagi
design (about 5.89% of the band cen-
ter frequency of 28.85 MHz).

Moreover, I shall also adopt a five-
element log-cell design in preference to
the four-element cell used by Rhodes.
In preliminary design work that used a
slight modification of the Rhodes de-
sign, scaled to 10 meters (model 412),
and a corresponding five-element cell
plus reflector and director (model 514),
I developed the arrays whose dimen-
sions appear in Table 1. In NEC-4 mod-
els of these arrays, I encountered the
following general property differences.

where element n and n+1 are succes-
sive elements in the array working
toward the apex of angle α.

For the log-cell of a hybrid design,
one usually selects values of τ and of σ
to create an LPDA for a relatively
narrow frequency range. Rhodes rec-
ommended a τ of 0.95, which is close to
the maximum recommend value for
any LPDA design. He selected a σ of
0.05 to produce what he apparently
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As shown in Fig 3, the gain curves
for the two antennas differ in form—a
factor that will become one of the
design questions to be explored. The
initial values of the five-element cell
array are lower than for the four-ele-
ment cell array, although the larger
array shows a steadily increasing gain
across 10 meters. Fig 4 clearly demon-
strates an improvement in 180° F/B by
adding one more element to the log
cell. The flatter 50-Ω SWR curve is ap-
parent in Fig 5. It is possible to refine
the two models to level some of the dif-
ferences between them. However, the
five-element cell remains superior in
its performance across a band as wide
as 10 meters.

As is evident from the curves for the
two preliminary log-cell Yagi designs,
the studies of design elements will be
undertaken using NEC-4. Elements
will be of uniform diameter, although
they may vary from one model to an-
other. Thus, the modeling work may
also be undertaken in NEC-2 with
equal ease and accuracy. Each element
will have 21 segments, since this value
assures convergence of results without
excessive segmentation. Phasing lines
are created by using the TL facility of
NEC. The velocity factor is set at 1.0
for all models. Some models may use
phase-line characteristic impedances
that may be very difficult to fabricate.
In general, values as low as 75 and
80 Ω require facing flat-face stock,
since these characteristic impedance
values are not feasible with air dielec-
tric lines using round conductors.
Methods of physically constructing the
arrays modeled lie beyond the scope of
this study, but may be found in recent

Table 1—Dimensions of Preliminary 10-Meter Log-Cell Yagis

Four-Element Log-Cell (Six-Element Array): Model 412
Element Half Length Spacing from Reflector

(Feet) (λ) (Feet) (λ)

Reflector 8.65 0.255 — —
LC1 8.58 0.252 2.96 0.087
LC2 8.10 0.238 4.70 0.138
LC3 7.66 0.225 6.34 0.186
LC4 7.25 0.213 7.87 0.231
Director 7.20 0.211 12.40 0.364

τ = 0.95; σ = 0.05; Element Diameter = 1.0”; Phase Line Z0 = 75 Ω

Five-Element Log-Cell (Seven-Element Array): Model 514
Element Half Length Spacing from Reflector

(Feet) (λ) (Feet) (λ)

Reflector 8.76 0.260 — —
LC1 8.50 0.249 2.93 0.086
LC2 8.05 0.236 4.65 0.136
LC3 7.59 0.223 6.28 0.184
LC4 7.20 0.211 7.82 0.230
LC5 6.85 0.201 9.29 0.272
Director 6.98 0.205 14.45 0.424

τ = 0.95; σ = 0.05; Element Diameter = 0.875”; Phase Line Z0 = 80 Ω

Note: λ dimensions taken at 28.85 MHz.

Fig 3—Log-cell Yagis with four-element and five-element cells:
free-space gain.

Fig 4—Log-cell Yagis with four-element and five-element cells:
180° F/B.

editions of The ARRL Antenna Book
and other sources.

Fundamentals of
Long-Boom Design

Historically, log-cell Yagi design ap-
pears to be confined to relatively short
boom lengths if the log-cell is complex.
Long-boom designs have largely been
confined to log cells with only two ele-
ments. It remains unclear why long-

boom log-cell Yagis with complex cells
have not appeared in the amateur lit-
erature. One might speculate that
Rhodes’ note setting σ at 0.05 may have
been taken as a limiting value.

Any LPDA, though, may be ex-
tended in length at least up the its
optimum value for σ, which is calcu-
lated as follows:

  
σ τopt 0.243 0.05= − (Eq 2)
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For a τ of 0.95, the optimum value of
σ is about 0.18. There remains much
room for experimentally lengthening
the log cell by increasing the value of
σ to achieve almost any reasonable
boom length.

Some of the rhetoric surrounding
LPDA design also leaves a wrong im-
pression for those who have not calcu-
lated actual designs. Array gain is most
closely associated with the value of τ
such that higher values yield greater
array gains for any value of σ. What
may not be clearly realized is that for
any value of τ, the array gain also
increases with increasing values of σ.
As an initial move, one may increase a
log-cell Yagi’s gain by simply increas-
ing the value of σ and expanding the
log-cell dimensions lengthwise.

One consequence of taking this de-
sign route is that the number of ele-
ments in the array does not increase
with the boom length. Given the earlier
decision to work with seven-element
arrays only, the number of elements
becomes more sensible with longer
boom lengths. Although seven elements
may seem to be excessive for a 14-foot
beam, they become more natural with
26 and 28-foot booms. (Here, “natural”
means simply more in line with com-
mon experience in pure Yagi designs.)

To initially test the potential for
long-boom log-cell Yagis with longer
log cells, I created a number of models
to compare with Model 514. Table 2
provides the dimensions of models
520, 526 and 528. Although 526 and
528 reflect boom lengths of about 26
and 28-feet, respectively, the boom
length of 520 varies from 19 to nearly
20 feet, depending upon some varia-
tions to be created later.

Fig 5—Log-cell Yagis with four-element and five-element cells:
50-Ω SWR.

The technique for creating these
designs was initially simple (and sim-
plistic): Increase the value of σ, recal-
culate element spacing using τ = 0.95,
and then adjust the reflector and di-
rector length and spacing to develop a
usable design. “Usable design” means
that across 10 meters it has a reason-
ably stable gain, a stable F/B and a
50-Ω SWR below 1.5:1. To achieve
these goals in the shortest possible
time, I varied other factors, including
the characteristic impedance of the
phase line and the element diameter.

Most immediately apparent from
Table 2 is that increasing σ required a
resizing of the log-cell relative to its
initial calculation. A simple increase
in σ using the same initial rear-ele-
ment length should theoretically have
produced performance curves similar
to those of model 514. With each in-
crease of σ, however, the log cells
required a downward adjustment in
element length to achieve acceptable
performance. Only models 526 and
528 use elements similar in length,
but there are significant differences in
the performance of these two arrays
that go beyond gain differences. The
table also shows the final values of σ
for each design: 0.051, 0.087, 0.121
and 0.1412, respectively, for the de-
signs in order of increasing length.

Fig 6 shows the free-space gain
curves for models 514 through 528. On
the wide-range gain scale, the upward
progression of gain in 514 is put into
somewhat better perspective to display
the 0.33-dB total gain change across the
band. Model 520 is about 4.5 feet longer
overall and displays a similar gain
curve; however, the upper end of the
curve is reaching its peak value as the

rate of increase approaches zero. Model
526 is about 6.5 feet longer than 520,
and the amount of increase in gain over
520 is proportional to the boom-length
increase; however, this curve peaks al-
most exactly at the mid-band point. The
overall gain change across the band is
only 0.23 dB. The longest model, 528,
shows the expected further gain in-
crease over 526. The 10.0 dBi gain fig-
ure extends from 28.8 to 29.0 MHz so
that the band-edge gain values are only
0.02 dB apart, for a total gain change of
only 0.26 dB across the band. We shall
explore the reasons for the two dis-
tinctly different types of gain curves
within the overall set shortly.

In Fig 7, we find an even greater di-
versity of curve types. The very high
F/Bs of the shortest design, 514, also
show the greatest variations in level,
with nearly 19 dB separating the peaks
from the “nulls” (if a minimum F/B
value of 27.2 dB can be called a null).
Models 520 and 528 show an overall
change of just above 4 dB in the
180°F/B across the band. The shorter of
the two models exhibits higher intrin-
sic values, and the peaks for the two an-
tennas fall toward opposite ends of the
band.

Model 526 shows the least variation
in F/B: a mere 0.79 dB over the
1.7 MHz of 10 meters. The average
F/B is 26.1 dB, though, which is con-
siderably lower than the value for any
other of the designs. Of importance to
the design is the increased spacing for
both the reflector and director, rela-
tive to the smaller models, as well as
the lengths of these elements. Also sig-
nificant is the lower characteristic im-
pedance of the phase line.

Virtually all of the designs share one

Fig 6—Seven-Element log-cell Yagis from 14.5 to 28 feet long:
free-space gain.
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trait: a well controlled rear-lobe struc-
ture. Fig 8 illustrates this point by
displaying expanded azimuth pat-
terns of the model-520 rear lobes at
the band edges and at the mid-band
point. The three rear patterns reflect
180° F/B patterns between 27 and
28 dB. In all three cases, an averaged
F/R value for the array would exceed
the 180° F/B value.

Fig 9 shows another aspect of model
526: Its 50-Ω SWR never climbs as
high as 1.5:1. The other curves show
much the same variety as the F/B
curves, with only the curve for model
520 showing the anticipated mid-band
minimum value.

We began the exercise with a ques-
tion: Can we enlarge the seven-ele-
ment log-cell Yagi by increasing the
value of σ and making other small
adjustments to obtain good wide-band
gain, F/B, and 50-Ω SWR curves? The
modeled performance curves we have
just examined provide an affirmative
answer; however, these same curves
raise a larger number of questions still
to be answered. Perhaps we can for-
mulate a summary question to cover
the unexamined territory: What are
the variables in log-cell Yagi design
and how does each affect the perfor-
mance curves?

Performance Variables
in Log-Cell Yagi Design

Thus far, we have isolated only one
definitive variable in the design of log-
cell Yagis. As we increase σ, we must
decrease the initial log-cell element
length (for element LC1) before apply-
ing the prescribed value of τ to obtain
the lengths and spacings of the other
log-cell elements. This design guide-
line is incomplete, though, since it
does not indicate how much to shorten
the element length or how to know
when it is optimal.

Log-Cell Element Length
To examine the effects of log-cell

element length on the performance
curves of a given design, I took model
520 and ran it through some varia-
tions in element length. I varied only
the log-cell element lengths and then
adjusted only the position (but not the
length) of the parasitic director to
yield acceptable F/B and SWR curves.
Table 3 lists the dimensions of three
representative models.

Changing the element length obvi-
ously changes the value of σ. Since the
revisions to the original model in-
creased the element lengths in the log
cell (without changing the value of τ),

Table 2—Dimensions of Four 7-Element Log-Cell Yagis

Five-Element Log-Cell (Seven-Element Array): Model 514
(See Table 1.)

Five-Element Log-Cell (Seven-Element Array): Model 520
Element Half Length Spacing from Reflector

(Feet) (λ) (Feet) (λ)

Reflector 8.80 0.258 — —
LC1 8.38 0.246 2.89 0.085
LC2 7.93 0.233 5.81 0.171
LC3 7.49 0.220 8.59 0.252
LC4 7.10 0.208 11.23 0.330
LC5 6.75 0.198 13.74 0.403
Director 6.65 0.195 19.00 0.557

τ = 0.95; σ = 0.0873;Element Diameter = 0.5”;Phase Line Z0 = 80 Ω

Five-Element Log-Cell (Seven-Element Array): Model 526
Element Half Length Spacing from Reflector

(Feet) (λ) (Feet) (λ)

Reflector 9.00 0.264 — —
LC1 8.36 0.245 4.12 0.121
LC2 7.91 0.232 8.19 0.240
LC3 7.47 0.219 12.06 0.354
LC4 7.09 0.208 15.73 0.461
LC5 6.73 0.198 19.21 0.563
Director 6.30 0.185 25.80 0.757

τ = 0.95; σ = 0.121;Element Diameter = 0.75”;Phase Line Z0 = 65 Ω

5-Element Log-Cell (7-Element Array): Model 528
Element Half Length Spacing from Reflector

(Feet) (λ) (Feet) (λ)

Reflector 8.70 0.255 — —
LC1 8.11 0.238 4.00 0.118
LC2 7.68 0.225 8.55 0.251
LC3 7.25 0.213 12.88 0.378
LC4 6.88 0.202 17.01 0.499
LC5 6.53 0.192 21.10 0.619
Director 6.00 0.176 28.10 0.824

τ = 0.95; σ = 0.141;Element Diameter = 0. 75”;Phase Line Z0 = 70 Ω

Note: Wavelength dimensions taken at 28.85 MHz.

the value of σ decreases slightly with
each maneuver. In addition, the
length of the array increases overall,
since the director must be displaced
forward to return reasonable F/B and
SWR curves. The reflector length and
position, as well as the phase-line Z0
and the element diameter were pre-
served, however.

Fig 10 shows the effects of the
changes on the array gain. Lengthen-
ing the log-cell elements gradually cen-
ters the gain peak well within the pass-
band of the beam. One consequence of
this movement is that the gain at the

lower end of the band increases; how-
ever, as the peak gain approaches the
mid-band frequency, the magnitude of
the peak gain decreases. For the de-
signer, there is a choice. For the most
even gain across the band, longer log-
cell elements are desirable, but at the
cost of peak gain. If peak gain is de-
sired, then the gain at the low end of
the band will suffer accordingly.

Higher peak gain also results in a
somewhat lower F/B value across the
band, as revealed in Fig 11. Changing
the log-cell element length to smooth
out the gain actually produces greater
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variations in the F/B across the band.
One conclusion we may reach from
these curves is that the smooth F/B
curve in model 526 does not result
alone from centering the gain curve by
lengthening log-cell elements.

Lengthening the log-cell elements,
relative to the original version of model
520 also changes the SWR curve when
the phase-line Z0 remains constant.
The shallow dip at the band center for
the original model becomes a sharp dip
at 28.1 MHz for the first revision. For
the second revision, the dip moves be-
low the end of the band. Had we length-
ened the elements further, the curve
would have flattened further.

The gain-centering effect of modify-
ing the lengths of the log-cell elements
can be examined by modeling the log
cell alone, without the parasitic ele-
ments. Because the director and reflec-
tor are dimensioned to smooth log-cell
Yagi performance across the operating
bandwidth, the log cell alone will show
more variation in gain across the band.
The frequencies at which we find gain
peaks will, however, closely coincide
with peak-gain frequency of the entire
beam. The gain of the log-cell alone
may only be down by about 0.6 dB rela-
tive to the peak gain of the final array.
At band edges, however, the gain dif-

Fig 8—Expanded views of the rearward azimuth patterns
of a 19-foot seven-element log-cell Yagi at 28.0, 28.85, and
29.7 MHz. The outer ring is 9.08 dBi.

Fig 7—Seven-
Element log-cell
Yagis from 14.5 to
28 feet long: 180°
F/B.

ference may well exceed 1 dB. As the
length of a log-cell Yagi increases (by
lengthening the log cell itself), the role
of the parasitic elements changes from
increasing gain to smoothing perfor-
mance across the pass band.

Element Diameter
As one would expect, increasing the

diameter of the elements in a log-cell
Yagi lowers the center frequency of the
curves in all of the categories we have
been using to express array perfor-
mance: gain, F/B, and 50-Ω SWR. As a

demonstration of the phenomenon, I
used the original model 520, the di-
mensions of which appear at the top of
Table 3, as the basis for a number of
variations. I increased the initial 0.5-
inch-diameter elements first to 0.75
inch and then to 1.0 inch without
changing any other physical or electri-
cal property of the beam.

Fig 13 shows the effects of the in-
creases on the free-space gain of the
array. Although the peak gain of
the 0.5-inch design occurs above the
10-meter band, the larger-diameter
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models reveal peak-gain values with-
in the band, with an approximate
0.25-MHz decrease in frequency per
0.25-inch diameter increase. Moreover,
increasing the element diameter in-
creases the intrinsic peak-gain value
by an amount that is slightly more than
one expects with a single driver, such
as in a pure Yagi. The effect is a func-
tion of the driver cell and is consistent
with results for pure LPDA arrays us-
ing low-impedance phasing lines.

More dramatic are the curve shifts
in the 180° F/B as we increase element
diameter alone. In Fig 14, we note a
larger shift down the band as we move
from 0.5-inch to 1.0-inch elements. As
well, the maximum F/B peak for the
1.0-inch-element model is much
higher than that for the one with
smaller elements; however, the range
of F/B values also increases. To
smooth the curve for the F/B element

Fig 9—Seven-Element log-cell Yagis from 14.5 to 28 feet long:
50-Ω SWR.

Fig 10—Model 520 with log-cell element lengthening: free-space
gain.

with the larger-diameter elements
would require other modifications to
the design, including readjustments to
the parasitic elements.

As shown in Fig 15, the 50-Ω SWR
curves are nearly congruent, with the
larger elements achieving the lowest
SWR minimum. As the element diam-
eter increases, the resistive component
of the impedance decreases, but only
marginally. In general, for the design
given, the resistive component in-
creases steadily from near 40 Ω at
28.0 MHz to about 65 Ω at 29.7 MHz.
The reactance curve, however, shifts
more radically. In model 520 for all el-
ement diameters, the reactance never
reaches a positive (inductive) value of
1 Ω anywhere in the passband. Instead
it remains capacitive, with the zero or
near zero-point moving lower in the
band as the element diameter in-
creases. Since the zero-reactance point

coincides with a lower resistive compo-
nent when the diameter is largest, the
net SWR minimum is lower.

In every respect, the effects of in-
creasing the element diameter in a log-
cell Yagi can be classified as normal to
the LPDA behavior of the log cell.

Phase-Line Characteristic
Impedance

Whereas changing the element diam-
eter has rather large consequences for
the gain curve of a log-cell Yagi, chang-
ing the characteristic impedance of the
log-cell phase line as minimal effect.
Using the same design—the original
model 520 at the top of Table 3—I
changed the characteristic impedance
of the phase line, using a low value of
70 Ω and a high value of 100 Ω. The
small pull on the gain curve toward a
lower frequency and very slightly
higher peak value shows up on Fig 16.

Fig 11—Model 520 with log-cell element lengthening: 180° F/B. Fig 12—Model 520 with log-cell element lengthening: 50-Ω SWR.
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The effect of the phase-line imped-
ance on the 180° F/B curve is much
more profound. As the phase-line im-
pedance increases, so too does the
peak F/B and the rate of change in
value from one frequency to the next.
In general, the smoothest F/B curves
for long-boom log-cell Yagis occur with
the lowest obtainable phase-line char-
acteristic impedance.

The characteristic impedance of the
phase line is directly related to the re-
sistive component of the cell feed-point
impedance. Higher line Z0 increases
the resistive part of the impedance. At
the mid-band frequency (28.85 MHz),
the feed-point impedance is 50 –j4 Ω for
the 70-Ω design, 53 –j3 Ω for the 80-Ω
model and 63 + j1 Ω for the 100-Ω ver-
sion of model 520. Moreover, the lowest
feasible characteristic impedance for
the log-cell also tends to yield the
smoothest SWR curve.

Although element diameter and
phase-line Z0 produce relatively small
changes in the performance curves
compared to changing the length of the
log-cell elements, these facets of log-cell
Yagi design provide a measure of array
design control. In effect, by varying one
or both of these parameters, the de-
signer can tailor the performance
curves more closely to a desired profile.

The Parasitic Elements
From the analyses so far given, we

can begin to redesign some of the origi-
nal log-cell Yagis that we initially
sampled. Models 514 and 520 would
both benefit from lengthening the log-
cell elements to center the gain curve
within the 10-meter passband. As well,
reducing the phase-line Z0 to about
70 Ω would reduce the F/B excursions
in 514. Obviously, adjustments to the
director may be needed to bring all

Fig 13—Model 520 with element-diameter enlargement: free-
space gain. Fig 14—Model 520 with element-diameter enlargement: 180° F/B.

Table 3—Dimensions of Three Versions of Model 520

Original Model 520
Element Half Length Spacing from Reflector

(Feet) (λ) (Feet) (λ)

Reflector 8.80 0.258 — —
LC1 8.38 0.246 2.89 0.085
LC2 7.93 0.233 5.81 0.171
LC3 7.49 0.220 8.59 0.252
LC4 7.10 0.208 11.23 0.330
LC5 6.75 0.198 13.74 0.403
Director 6.65 0.195 19.00 0.557
τ = 0.95; σ = 0.0873;Element Diameter = 0.5”;Phase Line Z0 = 80 Ω

Revision 1 to Model 520
Element Half Length Spacing from Reflector

(Feet) (λ) (Feet) (λ)

Reflector 8.80 0.258 — —
LC1 8.50 0.249 2.89 0.085
LC2 8.08 0.237 5.81 0.171
LC3 7.67 0.225 8.59 0.252
LC4 7.29 0.214 11.23 0.330
LC5 6.92 0.203 13.74 0.403
Director 6.65 0.195 19.40 0.569
τ = 0.95; σ = 0.0860;Element Diameter = 0.5”;Phase Line Z0 = 80 Ω

Revision 2 to Model 520
Element Half Length Spacing from Reflector

(Feet) (λ) (Feet) (λ)

Reflector 8.80 0.258 — —
LC1 8.58 0.252 2.89 0.085
LC2 8.15 0.239 5.81 0.171
LC3 7.75 0.227 8.59 0.252
LC4 7.36 0.216 11.23 0.330
LC5 6.99 0.205 13.74 0.403
Director 6.65 0.195 19.70 0.578
τ = 0.95; σ = 0.0852;Element Diameter = 0.5”;Phase Line Z0 = 80 Ω

three performance curves into a maxi-
mally centered position, if one or more
of the curves was not smooth enough to
suit standards applied to the design.

Two of the designs appear to achieve
the smoothest performance across the
band. Model 528 achieves the smooth-
est gain curve and an acceptably high
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F/B, despite a small “bump” in the curve
near 28.2 MHz. The model’s impedance
ranges from about 38 to 65 Ω resistance
and from –13 to + 20 Ω reactance.
Hence, its SWR curve will not match
that of model 526.

Model 526 manages the smoothest
composite set of performance curves of
the initial models. The gain varies by
under 0.25 dB across the band, while
the F/B varies by under 0.8 dB. The
50-Ω SWR is under 1.5:1 across the
band. In exchange for the smooth per-
formance, the F/B never exceeds
26.5 dB, a somewhat low figure for log-
cell Yagi designs in general.

For the moment, our question is
simple: How can we obtain this perfor-
mance other than by simply replicat-
ing the design in hand? The answer
emerges from the way in which we size
and place the parasitic elements. The

Fig 15—Model 520 with element-diameter enlargement: 50-Ω SWR.
Fig 16—Model 520 with various phase-line characteristic
impedances: free-space gain.

initial guidelines provided by Rhodes
for placing the director and reflector
call for spacings from the nearest log-
cell element of 0.15 and 0.085 λ, re-
spectively. In general, these spacing
values will produce a working log-cell
Yagi, with two provisos:

1. The lengths of these elements will
change as σ increases, and

2. The spacing—especially of the
director—will increase with increases
in σ.

Close spacing of the director and re-
flector tends to yield the highest val-
ues of F/B. The F/B will be somewhat
erratic with close spacing of the para-
sitic elements, and gain will not be
maximum. Smoothing the F/B across
a wide passband requires increased
spacing between the log cell and the
two parasitic elements. Model 526
shows the degree of increase neces-

sary. The reflector is spaced about
0.12 λ from the rear element of the log
cell, while the reflector is about 0.19 λ
ahead of the cell.

To test and illustrate the principles
of parasitic-element placement, I re-
turned once more to model 520. The
first revision of this model, in Table 3,
has a log cell that is almost perfectly
proportional to the one used in the
longer model 526. I then used reflec-
tor and director spacings similar to
those in the longer model to smooth
the performance of the shorter version
of the array. To further match the
models, I decreased the phase-line Z0
to 65 Ω and increased the element di-
ameter to 0.75 inch.

Of course, in the process of increas-
ing the parasitic-element spacing, the
total model length for 520 grew to
about 21.1 feet. Table 4 summarizes

Fig 17—Model 520 with various phase-line characteristic
impedances: 180° F/B.

Fig 18—Model 520 with various phase-line characteristic
impedances: 50-Ω SWR.



20   July/Aug 2001

Fig 20—Two wide-band log-cell Yagis with revision 1 to model 520
as a reference: 180° F/B.

Fig 19—Two wide-band log-cell Yagis with revision 1 to model 520
as a reference: free-space gain.

Table 4—Dimensions of Wide-Band Log-Cell Yagis

Five-Element Log-Cell (Seven-Element Array): Model 526
Element Half Length Spacing from Reflector

(Feet) (λ) (Feet) (λ)

Reflector 9.00 0.264 — —
LC1 8.36 0.245 4.12 0.121
LC2 7.91 0.232 8.19 0.240
LC3 7.47 0.219 12.06 0.354
LC4 7.09 0.208 15.73 0.461
LC5 6.73 0.198 19.21 0.563
Director 6.30 0.185 25.80 0.757
τ = 0.95; σ = 0.121;Element Diameter = 0.75”;Phase Line Z0 = 65 Ω

Revision 1 to Model 520
Element Half Length Spacing from Reflector

(Feet) (λ) (Feet) (λ)

Reflector 8.80 0.258 — —
LC1 8.50 0.249 2.89 0.085
LC2 8.08 0.237 5.81 0.171
LC3 7.67 0.225 8.59 0.252
LC4 7.29 0.214 11.23 0.330
LC5 6.92 0.203 13.74 0.403
Director 6.65 0.195 19.40 0.569
τ = 0.95; σ = 0.0860;Element Diameter = 0.5”;Phase Line Z0 = 80 Ω

Wide-Band Version of Model 520
Element Half Length Spacing from Reflector

(Feet) (λ) (Feet) (λ)

Reflector 9.00 0.264 — —
LC1 8.50 0.249 4.10 0.120
LC2 8.08 0.237 7.02 0.206
LC3 7.67 0.225 9.80 0.287
LC4 7.29 0.214 12.44 0.365
LC5 6.92 0.203 14.95 0.438
Director 6.80 0.200 21.21 0.622
τ = 0.95; σ = 0.0860;Element Diameter = 0.75”;Phase Line Z0 = 65 Ω

the results by giving the dimensions
for 526, for the first revision of 520 and
for the wide-band version of 520. The

long reflector of the wide-band version
of 520 is identical to that used in 526
and is about 0.12 λ behind the log cell.

The required director for 520 is longer
but less widely spaced than the one
used in 526: Shorter spacing calls for
longer director elements in most para-
sitic designs.

Fig 19 compares the gain of the three
models on which we are focused. Model
526 has the highest and best-centered
gain curve; however, the wide-band
version of 520 shows increased gain and
better curve centering relative to the
design version on which it is based. Part
of the centering derives from the de-
crease in phase-line Z0, while part of
the gain increase stems from the use of
larger-diameter elements. Some of the
increase can also be ascribed to the
lengthening of the array overall. The
gain differential across the 10-meter
band for 520 has fallen to 0.23 dB.

The F/B of the wide-band version of
520 exhibits a similar levelness, as
shown in Fig 20. The differential is
less than 0.85 dB across the band,
which is far smoother than provided
by the base-line model, whose F/B
curve is also traced in the graphic. The
cost of such even performance is, of
course, a lowering of the intrinsic F/B
values by an average of 7 dB down to
the 25-dB level. Note also that the
F/B of the wide-band version of 520 is
about 0.5 dB lower than for model 526.

Because model 520 was not opti-
mized to center its gain curve prior to
working with the parasitic elements,
the 50-Ω SWR curve in Fig 21 has a
slightly different shape than the cor-
responding curve for model 526. The
SWR never rises above 1.45:1 across
10 meters though, and the curves
reach their minimum values at the
same frequency.

The exercise establishes that achiev-
ing flatter performance curves, espe-
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Fig 21—Two wide-band log-cell Yagis with revision 1 to model 520
as a reference: 50-Ω SWR.

Fig 22—Comparative performance between four 26-foot arrays:
two pure Yagis and two log-cell Yagis: free-space gain.

Table 5—Dimension of an Experimental Wide-Band
6-Element 10-Meter Yagi

Design 1: 610-26a
Element Half-Length Spacing from Reflector

(Feet) (Feet)

Reflector 8.75 —
Driver 8.21  3.95
Dir. 1 7.75  6.19
Dir. 2 7.59 11.35
Dir. 3 7.67 17.95
Dir. 4 7.32 26.00

Design 2: 610-26b
Element Half-Length Spacing from Reflector

(Feet) (Feet)

Reflector 8.79 —
Driver 8.29  4.24
Dir. 1 7.77  6.07
Dir. 2 7.60 11.35
Dir. 3 7.66 18.07
Dir. 4 7.28 26.00

Note: These N6BV designs are provisional and subject to
further optimizing by their author.

Fig 23—Comparative performance between four 26-foot arrays:
two pure Yagis and two log-cell Yagis: 180° F/B.

cially for gain and F/B, is possible for
virtually any boom length that is fea-
sible with a five-element log cell.
Spreading the reflector and director
elements provides added gain but de-
creased F/B in the process of smooth-
ing the performance curves. In con-
trast, closer spacing of the reflector and
director yield higher but more erratic
F/B values, as well as a bit less gain.

A Comparison with
Wide-Band Yagis

The analyses of the parameters af-

fecting the performance of log-cell
Yagis has aimed at producing a better
understanding of how each design
variable contributes to the final de-
sign. In the process of developing the
analysis, we have encountered some
models that have interesting proper-
ties, not the least of which are the
wide-band models with relatively con-
stant performance over the spread of
the 10-meter band. Although the main
purpose of these notes is not to either
promote or denigrate the log-cell Yagi,
some comparisons may be inevitable.

So far, we have developed perfor-
mance numbers, but placing those
numbers into some sort of usable per-
spective remains undone.

The log-cell Yagis we have examined
use a total of seven elements. At
the 26-foot boom length, it is possible
to develop a wide-band, six-element
Yagi. Two preliminary designs of
promise have emerged from the work
of Dean Straw, N6BV. I appreciate his
sharing them with me for the purposes
of this comparison. The Yagi dimen-
sions appear in Table 5. The designs
should be considered provisional and
subject to further optimization by
their originator.

In the following comparisons, I shall
show curves for both Yagi designs (610-
26a and 610-26b), along with curves for
optimized the 26-foot and 21-foot log-
cell Yagis (logc526 and logc521). I have
included the shorter-boom log-cell Yagi
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Fig 25—Comparative performance between four 26-foot arrays:
two pure Yagis and two log-cell Yagis: 50-Ω SWR.

Fig 24—Rearward-lobe comparison between a 26-foot Yagi and a
26-foot log-cell Yagi.

for two reasons. First, it demonstrates
the consistency of log-cell Yagi design
in all of the major operating categories.
Second, its slightly lower performance
curves—especially the gain—prevent
the graphs from taking on an overly
dramatic air by virtue of unrealistically
spreading the Y-axis values.

As shown in Fig 22, the Yagis both
show superior gain to the log-cell Yagi,
despite the equivalency of boom length.
The average gain of the Yagis is about
10.3 and 10.1 dBi, respectively. We
shall see in subsequent graphs that the
lower gain of 610-26b results in advan-
tages in other categories of operation.
The Yagis have a gain advantage over
the log-cell Yagi of about 0.6 to 0.7 dB
for the 26-foot model and even more for
the 21-foot model. As is typical of Yagis
with directors, the gain increases with
frequency and does not peak until
29.6 MHz. The total gain variation
across the band is about 0.65 dB. In
contrast, gains of the 26-foot and 21-
foot log-cell Yagis varies by less than
0.25 dB across the band.

The F/B of both log-cell Yagis is
equally even across 10 meters, vary-
ing by less than 0.8 dB. As is evident
in Fig 23, the Yagi F/B varies more
widely: by more than 7 dB for model
610-26a. The design revisions that
went into 610-26b, however, produce
a shallower F/B curve that remains
above 20 dB across the band. Yagi F/B
reaches the level of the log-cell Yagi for

only a small portion of the passband,
near the lower end of the band.

An additional advantage accrues to
the log-cell Yagi with respect to its rear
lobes. Fig 24 overlays azimuth patterns
at 28.4 MHz for two 26-foot-boom an-
tennas—near the Yagi peak F/B peak
value. As we noted with respect to
Fig 8, the rear lobes of the log-cell Yagi
tend to have a 180° F/B that is also the
worst case F/B. Hence, an average F/R
for the log-cell design would show a
higher value than the 180° values used
in the graphs; however, the Yagi rear
pattern shows stronger radiation in
quartering directions. Hence, the aver-
aged F/R would show a lower value
than the 180° F/B. The patterns in the
figure are not only typical of those at
every frequency across the band for
these designs, they are also typical of
the general class of long-boom, wide-
band Yagi and log-cell Yagi designs.
The significance of these differences is,
of course, a user judgment.

In Fig 25, we find the 50-Ω SWR
curves for the four arrays. The Yagi
SWR graphic can be refined into double
humped curves typical of similar de-
signs for 20 meters and other bands.
Model 610-26b achieves a remarkably
smooth curve that never exceeds 1.5:1,
which is an improvement over the ear-
lier design that peaked near 1.8:1. How-
ever, the log-cell Yagi curves, with
lower average values and peak values
just above 1.45:1, might be considered

marginally superior. Operationally,
the SWR differences between the bet-
ter design in each antenna category are
too small to be significant.

The comparison of the long-boom
Yagi to the long-boom log-cell Yagi is
designed solely to place a few specifica-
tions in perspective. Consistent with
the results for short-boom log-cell
Yagis, long-boom log-cell Yagis do not
yield as much forward gain as compa-
rably long pure Yagi designs. The log-
cell Yagi, though, can be tailored either
to yield very high F/B values or to have
roughly equal gain and F/B values
across a band as wide as 10 meters.

In the end, the type of array that a
builder chooses will be a function of the
specifications brought to the selection
process. I hope these notes contribute
to an understanding of what log-cell
Yagis can produce by way of long-boom
performance and the ways in which the
many design variables contribute to the
achievement of that performance.
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Do you want to determine the maximum safe height of
your freestanding tower—for any antenna configuration—
as a function of wind velocity? Use this approach to write

a simple spreadsheet that will do the calculations in a
matter of seconds and check the mast stress at the same time.

By Frank Travanty, W9JCC

808 Pendleton Ct
Waukesha, WI 53188
W9JCC@juno.com

Tower and Antenna
Wind Loading as a
Function of Height

[Author’s disclaimer: No liability is
assumed for use of these calculations
that results in bodily injury or property
loss. If there are any questions or con-
cerns regarding safety, they should be
referred to the manufacturer of your
tower.]

After having a 54-foot, freestanding
crank-up tower with a TH6DXX beam
up for 29 years in three different
states, the wind finally blew hard
enough to bend the lower portion of the
tower. The tower was cranked down to
my “away-from-home” park position of
about 30 feet at the time. Our high
winds seldom reach 60 mph; but this
time, there was a report of 100-mph-

plus winds just a few blocks away.
A heavier-duty replacement tower

was immediately ordered and, of
course, new and larger antennas—and
more of them. As winter was rapidly
approaching, I put the tower and an-
tennas up as quickly as possible. I also
decided it would be a good idea to cal-
culate the bending moments caused by
wind loading on the tower base as a
function of the tower height. It’s bet-
ter to do these calculations before buy-
ing the tower and antennas. As this
was an unscheduled event, though,
necessity dictated that the new an-
tenna system be ordered immediately
so it could be installed before winter.

When the wind began to howl in
previous years, I would make the trip
outdoors—often in the middle of the
night—to crank down the tower. The

tower-height/wind-speed curves in
this article, along with a check of the
weather forecast, let me sleep soundly
while the wind howls, and I avoid
those midnight trips outdoors.

Most manufacturers of freestanding,
crank-up towers specify the permis-
sible wind loading with some specific
surface area positioned at a specified
distance above the top of the tower,
with the tower extended to its maxi-
mum height. In many instances, this
does not reflect actual use, since many
hams stack antennas or place their
antennas at a height that does not
match the specifications. Some ques-
tions always arise when installing a
freestanding crank-up tower, such as:
• What is the effect of positioning one

or more antennas at various heights
on the mast?

mailto:W9JCC@juno.com
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• Once the antenna configuration has
been determined, how low must the
tower be retracted to survive an an-
ticipated wind velocity?

• Which will fail first because of wind
loading: the mast or the tower?

Objectives
My specific objectives are:

1. Determine the constant-moment
curve (safe-operating curve) at the
base of the tower, based on the tower
manufacturer’s wind-load specifica-
tion, as a function of tower height
and wind velocity for any generalized
antenna and mast configuration.

2. Include the mast moment at the
thrust bearing to permit analysis of
“what-if” scenarios to determine
whether the mast or tower is the
weakest link or “fuse” of the system.
The mast analysis has been done pre-
viously by several others.1,2,3,4,5  The
equations are included here for com-
pleteness.

3. Provide the necessary equations
to easily calculate the tower and
mast bending moments by use of a
spreadsheet, and to generate a con-
stant-moment plot for any general
installation.

Derivation of Tower Wind Load
versus Tower Height
Tower Height as a Function of
Section Overlap

This derivation is done for a three-
section, freestanding tower. It can be
followed for towers with a greater or
lesser number of sections. General
equations for any number of tower sec-
tions are provided in the sidebar “Gen-
eral Equations for the Tower Height
and Distance to Section Midpoints.”

Refer to Fig 1 for the following defi-
nitions. All distances are in feet. All
forces are in pounds.
D7 = Distance to the midpoint of the

bottom tower section from the tower
base.

D6 = Distance to the midpoint of the
middle tower section from the tower
base.

D5 = Distance to the midpoint of the top
tower section from the tower base.

F7 = Wind-load force on the bottom
tower section applied at its midpoint.

F6 = Wind-load force on the middle
tower section applied at its midpoint.

F5 = Wind-load force on the top tower
section applied at its midpoint.

h6 = Overlap distance of middle
section into bottom section.

1Notes appear on page 33.

Fig 1—Tower height as a
function of tower-section
overlap.
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Fig 2—A constant-moment curve for 19,600 ft-lb for the tower only, with a gust factor of
1.28.

h5 = Overlap distance of top section
into middle section.

H = The tower height from the base to
the top of the top section. (H can
vary between 21 feet and 55 feet in
this example.)

L = 21 feet (Length of individual tower
sections.)
The necessary relationship between

tower height and tower-section overlap
can now easily be determined as shown
below and by inspection of Fig 1. Refer-
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Fig 3—Information for the mast analysis.

Fig 4—A constant-moment curve for a specific installation (gust factor 1.28).

ring to Fig 1, the height of the tower, H,
for a three-section tower, is:

    H L L h L h= + −( ) + −( )6 5 (Eq 1)
The telescoping sections are cabled to

telescope uniformly, so the overlaps are
equal, yielding h5 = h6 = h; the length
is fixed at 21 feet. Substituting these
values, H becomes:

    

H h h

h

= + −( ) + −( )
= −

21 21 21

63 2
(Eq 2)

Solving for the overlap h:

    
h

H
=

−( )63

2
(Eq 3)

Distances to the Tower-Section
Midpoints from the Base, as a
Function of Tower Height

The wind load on the tower proper is
determined by applying the total
horizontal wind force on each tower
section at the center of each of the
sections. So, referring to Fig 1 and
starting with the lowest section, the
distances from the base to the mid-
points of the tower sections as a func-
tion of tower overlap become:

      

D
L

D L
L

h

D L L h
L

h

7

6

5

=

= + −





= + −( ) + −





2

2

2

(Eq 3A)

Substituting Eq 3 into the expres-
sions above, and letting L = 21 feet, the
distances from the base to the mid-
points of the tower sections (as a func-
tion of tower height) are:

    

D7
D6 H
D5 H

=
=
= −

10.5
0.5

10.5
(Eq 3B)

Wind Surface Areas
for Individual Tower Sections

These data are usually supplied in
the engineering calculations from the
tower manufacturer. If not, they may
be calculated as described in Notes 1,
2, 3 and 4. For my tower, the section
wind loading was obtained from the en-
gineering calculations from the tower
manufacturer, as listed below.

For the three tower sections, the
areas are:

    

A   Area of top section  4.43 ft

A   Area of middle section  5.75 ft

A   Area of bottom section  7.12 ft

2

2

2

5

6

7

= =

= =

= =

Forces on the Tower Sections
The wind forces F5, F6 and F7 on

each of the tower sections is calculated

(see Note 1) using:

    
F

V A
=

( )( )g

390

2
(Eq 4)

where:
F= Horizontal force, in pounds.
Vg = Wind velocity in mph. Includes

gust factor (see Note 2) of 1.28 (~112
ft, hilly terrain)

A = Surface area, in ft2

Moments Due to Tower Sections Only
The moment at the tower base due to

the individual tower-section moments
M5, M6 and M7 is calculated using:

  M FD= ( )Σ (Eq 5)

where F is the force applied to each
tower section and D is the distance to
the midpoint of its respective tower
section. Then the moment at the tower
base due to the tower sections only is:

      

M M M M

F D F D F D
Tower = + +

= ( )( ) + ( )( ) + ( )( )
5 6 7

5 5 6 6 7 7
(Eq 6)

The engineering specification from
the tower manufacturer is 350 lb of
wind force, located one foot above the
fully extended tower. This is the basis
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Fig 5—Overlayed constant-moment curves for a 1.28 gust factor.
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Fig 6—Overlayed constant-moment curves for a 1.00 gust factor.

for determining the safe bending mo-
ment at the base of the tower; that is,
(350 lb)(55 ft +1 ft) = 19,600 ft-lb.

Fig 2 is a plot of wind force versus
tower height, for the rating of the tower
described above, with no additional
wind loads applied to the tower and a
gust factor of 1.28 applied.

The curves of Fig 2 and the others
were generated using a spreadsheet
on a personal computer. First, a two-
column table is generated containing
tower height and wind velocity, as
shown in Table 1.6 The tower heights
are first inserted into the table for the
full range of heights possible. In this
case, increments of five feet were cho-
sen. Then, the spreadsheet is used to
calculate the allowable wind velocity
at the specified load of 19,600 ft-lb.
Excerpts from the spreadsheet, Tables
2 and 3,  show the input cells in bold
for the specified bending moment, and
Table 4 shows the result of the calcu-
lation compared to the design limit.
With a 133-MHz personal computer,
the calculation for any single table
entry is complete in less than about
0.5 s. Three or four iterations will usu-
ally get you close enough to the target
bending moment. In this example, the
target bending moment is 19,600 ft-lb.
The entire table and chart can be com-
pleted in 5-10 minutes.

Reality
The tower, at full height and with-

out loads, can stand a wind velocity of
about 104 mph. Now let’s add the
mast, antennas and accessories. We
will need to know the wind loading of
the mast and antennas anyway, so
let’s do the mast analysis next. The
mast analysis will be included in the
spreadsheet to determine the failure
points for both the tower and mast.

Mast Analysis
Mast analyses have appeared in

previous issues of Amateur Radio pub-
lications (Notes 2 and 3), so only a
summary is provided here, with the
necessary equations and a specific
example. The articles referenced were
used as a guide, with the wind-load
force equation described by K5BP
used for all wind-load force calcula-
tions. Only the loads above the top of
the tower and thrust bearing are per-
tinent to the mast analysis.

Mast Parameters
The parameters used for this mast

analysis are as follows:
Mast OD = 2.00 in
Mast Wall Thickness = 0.375 in

Mast ID = 1.25 in
Mast Yield Strength = 108,000 psi

The mast is loaded in the configuration
of Fig 3, with the values given in Table 5.

Horizontal Forces on the Mast
Forces on the mast loads are calcu-

lated in a similar manner to those for
the tower sections, using Eq 4. F1, F2,
F3 and Fm, as a function of wind speed,
are easily determined at various wind
speeds by solving for the force, using
Eq 4, for each load on the mast.

Total Moment at the Thrust Bearing
The total moment at the thrust bear-

ing is determined by summing the
moments of the individual loads on the
mast. Referring to Fig 3, the total
moment of the mast at the thrust bear-
ing is:

    

M FD

F1 D1 F2 D2 F3 D3 Fm Dm
Total = ( )

= ( )( ) + ( )( ) + ( )( ) + ( )( )
Σ

(Eq 7)

Mast Stress
The mast stress can be expressed

as:4, 7, 8

  
f

Mc
I

= (Eq 8)
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where:

    
I D d= 





−( )π
64

4 4

f = Mast stress, in lb/in2

M = MTotal = Bending moment, in in-lb
c = Half the mast diameter in inches
d = inner diameter of mast in inches
D = Outer diameter of mast in inches

The hope was to have the mast sur-
vive a 100-mph wind with the mast
loading given above. This was accom-
plished with a 3/8-inch-wall, 2-inch-OD
chrome-moly mast, with a mast yield
strength of 108,000 psi, as shown in
Table 6 from the spreadsheet.

The mast stress at 100 mph is
76,843 lb/in2, compared to the mast
yield of 108,000 lb/in2, so the mast is
okay for 100-mph winds as it is loaded.
The survivable wind speed of the mast
in this configuration is 118 mph.

Checking For the “Fuse”
Fig 4 is a constant-moment curve for

the loading configuration shown in Fig
3 and Table 5, when the tower, mast
and antennas are accounted for and the
accessories are added to the tower. The
wind surface areas used for the rotor
and remote switch are additional loads
of 1.0 ft2 and 0.3 ft2, respectively. If the
100-mph wind returns, I may have a
problem. The antenna system should
survive about 86 mph with the tower
cranked down to minimum height. The
mast is okay for 118 mph, while the
tower will handle 86 mph retracted to
21 feet, and 54 mph at a height of 55
feet, using a gust factor of 1.28.

Constant-Moment Curves: Tower
Alone, 30 ft2, 23.2 ft2 and
Typical Installation

Fig 5 overlays the curves of Figs 2
and 4 and single loads of 23.2 ft2 and
30.0 ft2 at one foot above the tower.
These curves have a wind gust factor
of 1.28 applied to the wind-load calcu-
lations. None of the loaded configura-
tions is guaranteed to survive 100-
mph winds, even with the tower fully
lowered to 21 feet. The survivability of
a moderately-to-fully-loaded tower is
in the 75-86 mph range when the
tower is fully retracted and a gust fac-
tor of 1.28 is applied.

Fig 6 uses a constant wind velocity
or gust factor of 1.00. These curves
closely match the manufacturer’s spe-
cifications for loads at one foot above
the tower top. These are:
• 70 mph with 23.2 ft2 one foot above

the tower top (from the engineering
specifications) and

• 50 mph with 30 ft2 of antennas (no

Table 2 - Tower Height and Section Length Input and Resulting Moment at Base

TOWER Tower  Manufacturer Specifications

Tower Ht (H) = 55.00 ft 21ft - 55 ft

M_Twr Base 19564 ft-lb 19,600 ft-lb (350 lb @ H+1 ft)

Length of Section = 21 ft 21 ft

Table 3 - Wind and Gust Factor Input

WIND

Gust factor 1.2838

V = 120.30 MPH

Vg  = 154.44 MPH

Table 4 - Moment at Tower Base from Tower Only (No Antennas or Mast

SUMMARY M_Twr Base Design Limit

Tower Only = 19604 ft-lb 19600 ft-lb

mast height or antenna distribution
specified, from catalog descriptions)
with the tower fully extended to 55
feet.
The survivability of the antenna

system, with the tower fully lowered
and loaded, increases by about 21 mph
when experiencing a constant wind
force, as opposed to the gusting winds
indicated by Fig 5.

Required Inputs
The following inputs are required to

calculate the total system survivabil-
ity as determined by wind loading:
1. Wind surface area of the individual

tower sections (usually included in
the tower manufacturer’s engineer-
ing calculation). This is needed to
determine the base-bending mo-
ment caused by wind load on the in-
dividual tower sections, as a func-
tion of tower height.

2. Wind loading specification from the
tower manufacturer. In my case, the
tower was rated for 23.3 ft2 of an-
tenna located one foot above the top
of the tower. This is a 350-lb wind
load at that point, or 19,600 ft-lb,
referred to the base of the tower.

3. The mast’s inner and outer diam-
eter, length and yield strength.

4. Wind surface area for all antennas
and accessories on the tower.

5. Heights, above or below the thrust
bearing, for all antennas and acces-
sories.

6. Minimum and maximum tower
heights.

7. Number and length of tower sections.
8. Wind surface area of all tower sec-

tions.

V(mph)  HT (ft)

159.7 21

148.2 25

136.9 30

127.8 35

120.3 40

113.9 45

108.8 50

103.8 55

19,600 ft-lb

Table 1 - Tower Only (No Loads)

Assumptions, Approximations
and Omissions

The engineering specifications from
the tower manufacturer were used as
the basis for establishing the safe mo-
ment at the tower base. That is, (55 ft
+ 1 ft)(350 lb) = 19,600 ft-lb.

Coax and control-line wind loading
were not considered in the calcula-
tions (see Notes 1 and 2).

Tower surface-area reduction, or
wind shielding due to section overlap
was neglected. A physical survey of
the tower indicated that—even when
the tower was fully retracted—a high
percentage of the inner tower-section
areas were exposed at certain angles.
At full height, this would be further di-
minished by an additional 81% for the
bottom and top sections and by 62% for
the intermediate sections.

The wind surface areas were taken
as-is from the antenna and tower
manufacturers. There was no attempt
to rationalize differences caused by
different standards or methods used
in their calculation.

The section of mast within the
tower, between the thrust bearing and
the rotor, was inadvertently left out of
the wind-load calculation for the
tower. For completeness this should
be added, although the effective area
of 0.6 ft2 at H–2 feet has only a minor
effect on the resulting curves.
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General Equations for the Tower Height and Distance to Section Midpoints

These equations can be used to determine the tower-
section wind loading as a function of tower height for any
crank-up tower with any number of uniformly overlapping
equal sections.
H nL n h= − −( )1 (Eq A0)

h
nL H

n
=

−( )
−1

(Eq A1)

Di L L h i
L

h= + −( ) −( ) + −





2
2 (Eq A2)

(For sections i = 1, 2, 3 etc)
Substituting Eq A1 into Eq A2 results in:

Di L i
nL H
n

i= −( ) − −
−

−( )0 5
1

1. (Eq A3)

where
H = Tower height (any height between minimum and

maximum)
L = Tower section length
h = Overlap distance of tower sections (for equal overlaps

between sections)
n = Number of tower sections
i = Tower section to which midpoint above the base of the

tower will be determined.
Di =Distance to the i th tower section midpoint.

For example, if D1 = L/2 is the midpoint of the lowest
tower section, then D2, D3, D4, D5 . . . would follow in se-
quence. For a five-section tower, the distance from the

base to the midpoint of the fifth tower section would then
be written as:

D5 L L h
L

h H L= + −( )( ) + −





= −3
2

0 5. (Eq A4)

Note: The midpoints of the bottom and top sections
of any configuration are always the same. That is,
(L/2 and H – 0.5L respectively, regardless of the number
of sections.)

For a four-section tower, the distance from the base to
the midpoint of the third section from the base would be
written as:

D3 L i
nL H
n

i= −( ) − −
−

−( )0.5
1

1 (Eq A5)

where
i = 3
n = 4
L = 21
Then,

D
H

3 = −2
3

3 5. (Eq A6)

So if the tower is at a height of, say, 72 feet, H =
72 feet and the midpoint of the third section would be at
44.5 feet above the base.*
*A generalized Excel worksheet is available for readers with ap-

propriate software who want to make their own calculations.
You can download this package from the ARRL Web http://
www.arrl.org/qexfiles/. Look for TRAVANTY.ZIP.

Spreadsheet
Table 7 shows the summary portion

of the spreadsheet. The items in bold,
the wind velocity and tower height, are
inputs for a particular installation.
The spreadsheet then returns the mast
yield, total moment at the tower base
for the complete system and the mo-
ment of the tower without antennas.
The design limits for the particular
tower are entered for easy comparison
to the calculated values. The mast con-
figuration is easily set—say, for one
antenna —using the spreadsheet. Sim-
ply set the wind forces equal to zero on
the unused antennas and insert the
new antenna height and wind surface
area on the mast, as in Table 8.

Conclusion
The calculations required to deter-

mine the total bending moment at the
base of the tower, and the mast stress,
are simple but numerous. This is an
ideal spreadsheet application to
quickly determine the wind-load per-
formance of an entire antenna system
and do what-if analysis of the tower and
mast. The ability to check the system at
any given tower height and antenna

Continued on page 33.

Table 5—Mast Loading (Fixed Parameters for this Example)

Load Distance (ft) Wind Surface Area (ft2)

Tribander D1 = 3.50 A1 = 10.50
WARC D2 = 15.00 A2 = 3.10
2-m Ant D3 = 16.00 A3 = 0.50
Mast center Dm = 8.00 Am = 1.20

Table 6 - Wind and Gust Factor Input and Resulting Yield for Mast

MAST WIND

M_tot = 51143 in-lb Gust factor 1.2838

f = 76843 lb/in**2 V = 100.00 MPH

Mast Yield = 108,000 lb/in**2 Vg  = 128.38 MPH

Table 7

MAST WIND

M_tot = 16442 in-lb Gust factor 1.2838

Actual Yield f = 24704 lb/in**2 V = 56.70 MPH

Mfgr. Mast Yield = 108,000 lb/in**2 Vg  = 72.79 MPH

TOWER Tower  Manufacturer Specifications

Tower Ht (H) = 55.00 ft 21ft - 55 ft

M_Twr Base 19564 ft-lb 19,600 ft-lb (350 lb @ H+1 ft)

Length of Sect. = 21 ft 21 ft

SUMMARY M_Twr Base Design Limit

Tower Only = 5844 ft-lb 19600 ft-lb

Total System = 19564 ft-lb 19600 ft-lb

http://www.arrl.org/qexfiles/
http://www.arrl.org/qexfiles/
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Example Spreadsheet, Formulas and Data Tables

Mast & Tower Loading 

MAST WIND

M_tot = 16442 in-lb Gust factor 1.2838 1.2838

Actual Yield f = 24704 lb/in**2 V = 56.70 MPH

Mfgr. Mast Yield =        108,000 lb/in*lb/in**2 Vg  = 72.79 MPH

TOWER Tower  Manufacturer Specifications

Tower Ht (H) = 55.00 ft 21ft - 55 ft

M_Twr Base 19564 ft-lb 19,600 ft-lb (350 lb @ H+1 ft)

Length of Sect. = 21 ft 21 ft

SUMMARY M_Twr Base Design Limit

Tower Only = 5844 ft-lb 19600 ft-lb

Total System = 19564 ft-lb 19600 ft-lb

MAST ANALYSIS

D1 = 3.50 ft Tribander

Mast OD = 2.00 in D2 = 15.00 ft WARC 

Mast Wall = 0.38 in D3 = 16.00 ft 2M Ant

Mast ID = 1.25 in Dm = 8.00 ft Mast center

Horizontal Forces on Mast

 

F=(V**2)*(WSA)/390 WSA_1 = 10.50 ft**2 Tribander

WSA_2 = 3.10 ft**2 WARC 

WSA_3 = 0.50 ft**2 2M Ant

WSA_m 1.20 ft**2 16 ft Mst

F1 = 142.65 lb Tribander

F2 = 42.12 lb WARC 

F3 = 6.79 lb 2M Ant

Fm = 16.30 lb Mast

Total Moment at Trust Bearing

Mtot = F1(D1) + F2(D2) + F3(D3) +Fm(Dm)

M1 = 499.3 ft-lb Tribander

M2 = 631.8 ft-lb WARC 

M3 = 108.7 ft-lb 2M Ant

Mm = 130.4 ft-lb Mast

Mtot = 1370.16 ft-lb = 16441.95 in-lb
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Mast Stress

f = Mc/I M = 16441.95 in-lb

c = 1.00 in

I = pi/64(D**4 - d**4) 

d1**4 = 16.00

I = 0.67 in**4 d2**4 = 2.44

(D**4) - (d**4) = 13.56

f = 24704.09 lb/in**2

Where:

M  = Bending Moment in in-lb d = inner diameter of mast
c = Half the mast diameter in inches D = Outer diameter of mast
I = Moment of Inertia of the mast in inches pi = 3.14159…

TOWER LOADING

Tower is at H = 55.00 ft

TOT Base Moment 19564 ft-lb 33651 ft-lb Max 19,600 ft-lb = 350 lb @ H+1 ft 

F1 = 142.65 lb D1 = 3.50 ft Tribander

F2 = 42.12 lb D2 = 15.00 ft WARC 

F3 = 6.79 lb D3 = 16.00 ft 2M Ant

Fm = 16.30 lb Dm = 8.00 ft Mast

F_Rot 13.59 lb Drot = -4 ft Rotor

F_SW = 4.08 lb Dsw = 0 ft Switch

WSA_Rot = 1 ft**2 Rot Area

WSA SW = 0.3 ft**2 SW Area

Moment at Base of Tower

M1 = 8345.29 ft-lb M  due to Tribander M1=(H+D1)(F1)

M2 = 2948.19 ft-lb M  due to WARC M2=(H+D2)(F2)

M3 = 482.31 ft-lb M  due to 2M Ant M3=(H+D3)(F3)

Mm = 1027.11 ft-lb M due to Mast Mm=(H+Dm)(Fm)

M_Ro t = 692.89 ft-lb M due to Rotor M_Ro t=(H+Drot)(F_Rot)

M_SW = 224.17 ft-lb M due to ant. Switch M_SW=(H+Dsw)(F_SW)

M_TWR = 5844.27 ft-lb M due to Tower M_TWR=Sum of Tower sect's

Total M @ base 19564.24 ft-lb
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Tower Wind  Loading without Antennas or Mast

For a three section 55 foot crank up tower with 21 foot sections the section 

overlap as a fuction of tower height can be expessed as: 

h = (63-H)/2 where: 

h = 4.00 ft. H = Height of tower (21 ft to 55 ft)

h = Tower section overlap in Ft.

Distances from tower base to center of tower sections.  

D5 = 44.50 ft. D5=2.5L-2h

D6 = 27.5 ft. D6=1.5L-h

D7 = 10.5 ft. D7=L/2

Wind Surface area of Tower Sections in ft**2/ft

Section 5= 0.211 ft**2/ft

Section 6= 0.274 ft**2/ft

Section 7= 0.339 ft**2/ft

21 foot Tower Section Areas

Top Section A5 = 0.211 (ft**2/ft) (L) = 4.43 ft**2

Mid Section A6 = 0.274 (ft**2/ft) (L) = 5.75 ft**2

Bot Section A7 = 0.339 (ft**2/ft) (L) = 7.12 ft**2

Forces on Tower Sections

F5 = (Vg**2)(A5)/390 60.2 lb

F6 = (Vg**2)(A6)/390 78.2 lb

F7 = (Vg**2)(A7)/390 96.7 lb

Moments due to tower sections loading only

M5 = (F5)(D5) = 2679 ft-lb.

M6 = (F6)(D6) = 2150 ft-lb.

M7 = (F7)(D7) = 1016 ft-lb.

Total Tower  = M_TWR = M5+M6+M7= 5844 ft-lb.
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GUST FACTOR = 1.28

Example Configuration Tower Only - No Loads

V(mph)  

19600_ft-lb

HT (ft) 

19600_ft-lb

V(mph)  

19600_ft-lb

HT (ft) 

19600_ft-lb

86.0 21 159.7 21

80.1 25 148.2 25

74.2 30 136.9 30

69.4 35 127.8 35

65.4 40 120.3 40

62.1 45 113.9 45

59.3 50 108.8 50

56.7 55 103.8 55

Tower+30ft**2@H+1ft Tower+23.2ft**2@H+1ft

V(mph)  

19600_ft-lb

HT (ft) 

19600_ft-lb

V(mph)  

19600_ft-lb

HT (ft) 

19600_ft-lb

74.2 21 81.7 21

68.4 25 75.4 25

62.7 30 69.2 30

58.3 35 64.3 35

54.6 40 60.3 40

51.6 45 57.0 45

49.1 50 54.2 50

46.8 55 51.7 55

GUST FACTOR = 1.00

Example Configuration Tower Only - No Loads

V(mph)  

19600_ft-lb

HT (ft) 

19600_ft-lb

V(mph)  

19600_ft-lb

HT (ft) 

19600_ft-lb

110.4 21 205.0 21

102.8 25 190.4 25

95.3 30 175.7 30

89.2 35 164.1 35

84.1 40 154.5 40

79.8 45 146.4 45

76.1 50 139.4 50

72.8 55 133.4 55

Tower+30ft**2@H+1ft Tower+23.2ft**2@H+1ft

V(mph)  

19600_ft-lb

HT (ft) 

19600_ft-lb

V(mph)  

19600_ft-lb

HT (ft) 

19600_ft-lb

94.4 21 105.0 21

87.7 25 96.8 25

80.5 30 88.9 30

74.8 35 82.5 35

70.1 40 77.5 40

66.3 45 73.2 45

63.0 50 69.5 50

60.2 55 66.4 55
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Continued from page 28.

configuration allows the user to try
various antenna-loading configura-
tions prior to investing in towers and
antennas. This is especially valuable in
determining the survivability at inter-
mediate and minimum tower heights,
where most towers are not specified.

Notes
1S. E. Bonney, K5PB, “Practical Application of

Wind-Load Standards to Yagi Antennas:
Part 1,” QEX, Jan/Feb 1999, pp 46-50.

2S. E. Bonney, K5PB, “Practical Application of
Wind-Load Standards to Yagi Antennas:
Part 2,” QEX, Mar/Apr 1999, pp 44-49.

3R. A. Cox, WB0DGF, “Match your antenna
to your tower,” ham radio, June 1984,
pp14-20.

4S. Griffiths, W7NI, “Antenna Mast Design,”
NCJ, Sept/Oct 1982 and March/April
1983.

5Tom Taormina, K5RC, “A Layman’s Guide
to Mast Material,” CQ, June 1995, pp 24.

6Figs 2, 4, 5, 6, Tables 1, 2, 3, 4, 6, 7, 8 and
the sidebar “Example Spreadsheet, For-
mulas and Data Tables” are taken directly
from the author’s spreadsheet. This
means that certain spreadsheet/program-
ming conventions are used. Some quanti-

ties are variable names with underscore
characters in the place of spaces. For ex-
ample, the total moment is “M_tot.” Some
mathematical operators are unconven-
tional: A star indicates multiplication; two
stars precede an exponent.

7R. L. Norton, Machine Design: An Integrated
Approach, Prentice-Hall, 1998, pp 990.

8J. Marin and J. A. Sauer, Strength of Mate-
rials, MacMillan, 1960, pp 120.

held W2CPX and K4HND, prior to re-
gaining his original call through the
vanity-call system.

Frank graduated from the University
of Wisconsin with a degree in Electrical
Engineering. He worked for the General
Electric Company for most of 35 years,
in the fields of military avionics, indus-
trial controls and medical imaging,
until his retirement in February 2000.

His current interests are HF opera-
tion, DX, jogging, gardening and
spending time with his children and
grandchildren.

Table 8

D1 = 1.00 ft H+1ft

D2 = 0.00 ft   

D3 = 0.00 ft  

Dm = 0.50 ft Mast centr

WSA_1 = 30.00 ft**2 Tribander

WSA_2 = 0.00 ft**2

WSA_3 = 0.00 ft**2

WSA_m 0.06 ft**2 1 ft Mst

New Book
RADIO RECEIVER DESIGN
By Kevin McClaning and Tom Vito
Noble Publishing Corporation, Norcross,
Georgia, 2001, ISBN 1-884932-07-X,
$89, hardcover, 796 pages.

Receiver design is a demanding en-
deavor that involves many variables.
Interaction of those variables creates
a complex choreography that can be
difficult to manage without sufficient
knowledge, experience and planning.
McClaning and Vito are two engineers
who have obviously been through it a
few times. In their new book, they im-
part some of their collective wisdom
and especially focus on what works
and what doesn’t.

Radio Receiver Design covers con-
temporary implementations of many,
but not all, critical receiver sub-
systems. Notably absent is detail
about modern frequency-synthesis
techniques, although a chapter on os-
cillators and direct digital synthesis is
included. The authors provide almost
no information about control systems

or DSP-based design. The material on
AGC is too sparse to be useful to the
neophyte, although common questions
about gain distribution and cascaded
linearity performance are answered
quite clearly.

The book begins with some defini-
tions and heads rapidly into a discus-
sion of transmission-line, matching
and modulation theories. Significant
is the statement that source-matched
amplifiers cannot have an efficiency
exceeding 50%. That is: When an
amplifier’s source impedance is equal
to its load impedance, all available
power is delivered to the load; but only
half the power is available compared
to that of an amplifier having a low
source resistance.

Examples, sanity checks and “war
stories” are liberally employed to aid
comprehension. Enough mathematics
is retained to make this work an out-
standing reference without bogging
down the flow. Sometimes, though, the
information is a little off-target for full
understanding.

Instances of that are found mainly
in the introductory chapter during the
treatment of modulation. Fig 1-47
depicts a real sine wave as a single

phasor, rotating in the complex plane;
a better representation would be two
phasors rotating in opposite direc-
tions. That is corrected later in the
chapter when vectors for AM are
introduced (Fig 1-71). SSB is not dis-
cussed at all. When explaining PM
waves, the mathematical descriptions
are correct, but the authors sometimes
imply an unintended meaning. For
example, they state on p 126 that the
envelope of FM and PM waves is al-
ways constant. In their mention of
occupied bandwidth that immediately
follows, though, they fail to point out
that is only true when bandwidth is
infinite.

The rest of the book is loaded with
practical information and valuable
insight about filters, amplifiers and
mixers. You will find it a very good
place to start if you are learning how
to put those things together to build a
receiver. It is well organized and well
written. I recommend it for novice and
intermediate-level engineers, stu-
dents, experimenters and hobbyists.
Kevin McClaning teaches at Johns
Hopkins University and Tom Vito
works for the US Department of
Defense.—Doug Smith, KF6DX

Frank Travanty was first licensed as
W9JCC in 1954, while in middle school,
after having built a crystal radio de-
scribed in Boy’s Life Magazine. He also
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A blow-by-blow analysis of the action at a transmitter’s
output jack in a microsecond timeframe.

By Dr. Steven R. Best, VE9SRB

48 Perimeter Rd
Manchester, NH 03103
srbest@att.net

Wave Mechanics of
Transmission Lines, Pt 2:

Where Does Reflected
Power Go?

Part 1 in this series of articles
titled “Equivalence of Wave
Reflection Analysis and the

Transmission Line Equation”1 pre-
sented a detailed overview of the fun-
damental relationships between the
forward and reflected waves traveling
in a transmission line. A sufficient
number of concepts and equations were
presented that relate the transmission
line’s steady-state conditions to the
physical parameters of the system.

These physical parameters include the
transmitter’s forward-driving voltage,
the transmission line’s characteristic
impedance and propagation factor; the
antenna impedance and the trans-
mitter’s effective output impedance.
With knowledge of these physical pa-
rameters, all of the system’s steady-
state conditions can be determined.

One of the main points discussed in
the previous article was the fact that
the level of re-reflected voltage, current
and power developed at the output of a
transmitter is a direct function of the
transmitter’s effective output imped-
ance. A total re-reflection of power will
not occur at the transmitter unless the
transmitter output impedance is physi-
cally a short circuit, open circuit or
purely reactive. If a total re-reflection
of power does not occur at the transmit-

ter output, it is necessary that some
level of voltage, current and power
must be delivered rearward into the
output stages of the transmitter.

The question that arises now is: What
happens to the reflected power deliv-
ered rearward into the output stages of
the transmitter? In this article, the con-
cepts and equations presented in Part 1
will be used to answer that question
and to illustrate the relationship be-
tween the transmitter’s internal power
loss and the multiple wave reflections
occurring within a transmission line.

Voltage, Current and Power
Delivery Rearward into the
Output Stages of a Transmitter

The level of voltage, current and
power re-reflected at the output of a
transmitter is a direct function of the

1S. R. Best, VE9SRB, “Wave Mechanics of
Transmission Lines, Part 1: Equivalence
of Wave Reflections and the Transmission
Line Equation,” QEX/Communications
Quarterly, Jan/Feb 2001, pp 3-8.

mailto:srbest@att.net
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impedance seen looking rearward into
the transmitter’s output stages. This
rearward impedance is defined as the
transmitter’s output impedance and is
determined at the transition or connec-
tion point between the transmitter’s
output stages and the transmission
line. A total re-reflection of power will
only occur if this output impedance is
physically a short circuit, open circuit
or purely reactive. In general, this will
not be the case and some level of volt-
age, current and power will be delivered
rearward into the transmitter’s output
stages. Having some portion of the re-
flected power delivered rearward into
the transmitter does not necessarily
mean that the transmitter must dissi-
pate an increased level of power
relative to the situation where the
transmitter operates into a matched
load. The reflected power delivered
rearward into the transmitter’s output
stages is simply one component of the
total steady-state power loss occurring
within the transmitter.

However, the absolute level of power
delivered rearward into the transmit-
ter is not the correct electrical param-
eter to consider when determining the
level of total steady-state power loss
occurring within the transmitter. The
correct electrical parameters to con-
sider are the voltage and current de-
livered rearward into the transmitter.
The total steady-state power loss oc-
curring within the transmitter results
from the combination of the forward-
driving voltage and current developed
in the transmitter and the steady-
state rearward voltage and current
developed in the transmitter. The for-
ward voltage and current developed in
the transmitter combine with the rear-
ward voltage and current to become
the total steady-state voltage and cur-
rent. The forward-driving voltage and
current developed in the transmitter
are a result of the transmitter’s source
characteristics and the transmission
line’s initial state. The steady-state
rearward voltage and current devel-
oped in the transmitter are a result of
the multiple reflections and re-reflec-
tions occurring between the transmit-
ter and the antenna.

Voltage reflections created at a mis-
matched antenna are transformed
through the transmission line and
arrive at the transmitter output.
There they create a total steady-state
rearward voltage that is entirely de-
pendent upon the incident reflected
voltage and the transmitter’s output
impedance. The total rearward voltage
developed at the transmitter output is

the vector sum of the incident reflected
voltage and the re-reflected voltage.
From the transmitter’s perspective,
this total rearward voltage is equiva-
lent to a source voltage located in the
transmitter output. To determine the
steady-state voltages and currents in
the transmitter, a detailed circuit
analysis is required considering the
combined effects of the transmitter’s
forward-traveling source voltage and
the effective rearward-traveling source
voltage. This combined wave reflection
and circuit analysis approach is valid
for all practical transmitters and power
amplifiers.

In some instances, the voltage and
current delivered rearward to the
transmitter actually lower the total
power loss occurring within the trans-
mitter relative to the situation where
the transmitter operates into a
matched load. Stated another way, a
transmitter may have less internal
power loss occurring when it operates
into a mismatched load than when it
operates into a matched load. Alter-
nately, there may be instances where
the voltage and current delivered
rearward to the transmitter increases
the total power loss within the trans-
mitter relative to the situation where
the transmitter operates into a
matched load. These concepts will be
illustrated in the examples presented
in subsequent sections of this article.

Steady-State Conditions
To illustrate how the total steady-

state power loss occurring within the
transmitter is related to the multiple
reflections and re-reflections within the
transmission line, it is necessary to
relate conditions at the transmitter to
the wave-reflection analysis presented
in the previous article (see Note 1).
Fig 1 presents a Thevenin-equivalent
circuit of the steady-state condition
where a transmitter is represented by a
voltage source, VS, and an equivalent
output impedance, ZS. The output im-
pedance, ZS, represents the impedance
seen looking rearward into the output
stages of the transmitter from the
transmission line. In the Thevenin-
equivalent circuit, ZS is also the
transmitter’s source impedance. This
Thevenin-equivalent circuit is not in-
tended to be a representation of a
practical transmitter; however, the
Thevenin-equivalent circuit can be
used to conceptually and mathemati-
cally relate the steady-state conditions
to the multiple wave reflections occur-
ring within the transmission line. The
concepts and mathematical relation-

ships developed with the Thevenin-
equivalent circuit are valid with all
practical transmitters.

In the steady state, the effective load
impedance seen by the transmitter is
the transmission line’s steady-state
input impedance, ZIN. The steady-state
input impedance to the transmission
line was conceptually and mathemati-
cally defined in the previous article.

The total steady-state voltage devel-
oped at the input to the transmission
line is defined as VIN and the total
steady-state current developed at the
input to the transmission line is defined
as IIN. The total steady-state voltage
developed across the transmitter out-
put impedance ZS is defined as VZ. If the
source voltage, VS, and the steady-state
voltage developed at the input to the
transmission line, VIN, are known, the
steady-state voltage developed across
ZS can be determined as follows:

    V V VZ S IN= − (Eq 1)

The steady-state power loss in the
output impedance ZS is given by:

    
P V IZ Z IN cos= θ (Eq 2)

where |VZ| and |IIN| are the steady-
state RMS voltage and current, re-
spectively, and θ is the phase angle of
the impedance ZS. If the impedance ZS
is purely resistive, ZS = RS, the power
loss in ZS can also be found from:

    
P

V

RZ
Z

2

S
= (Eq 3)

The steady-state power delivered to
the input impedance ZIN is the effective
net power delivered to the input of the
transmission line and is given by:

    
P V IDEL IN IN cos= θ (Eq 4)

where θ is the phase angle of the im-
pedance ZIN. The effective net power
delivered to the transmission line was
also defined in the previous article and
can be found from:

    P P PDEL FWD REF= − (Eq 5)

where PFWD and PREF are the total
steady-state forward and reflected
powers developed at the transmission-
line input, respectively. The effective
net power delivered to the transmis-
sion line is the sum of the total steady-
state power delivered to the antenna
and the steady-state power loss in the
transmission line.

Relating the Steady-State
Conditions to the Wave
Reflections Occurring in
the Transmission Line

In the previous section, the steady-
state conditions of the transmission-
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line system were defined in terms of
the steady-state Thevenin-equivalent
circuit of Fig 1. With this steady-state
circuit, the internal power loss occur-
ring within the transmitter is equiva-
lent to the power lost in the output
impedance ZS. Therefore, the focus of
this discussion will be to relate the
power loss occurring in ZS to the mul-
tiple wave reflections occurring within
the transmission line. Specifically, the
steady-state voltage VZ will be concep-
tually and mathematically related to
the system’s physical parameters and
the multiple wave reflections occur-
ring within the transmission line.

The basic concepts associated with
the analysis of wave reflections occur-
ring in a transmission line were pre-
sented in the previous article and will
not be repeated here. Only the con-
cepts necessary for the discussion of
rearward power delivery to the trans-
mitter will be presented. To begin this
discussion, we must first determine
the forward-driving voltage delivered
to the transmission line by the trans-
mitter. This forward-driving voltage
can be determined from the transmis-
sion line’s initial state. When the
transmitter is first energized, it sees a
load impedance equal to the charac-
teristic impedance of the transmission
line as illustrated in the Thevenin-
equivalent circuit presented in Fig 2.
The initial forward-driving voltage,
current and power delivered to the
transmission line are equivalent to
the voltage, current and power the
transmitter would deliver to a load
having impedance equal to Z0. The
initial forward-driving voltage deliv-

ered to the transmission line is defined
as VI and the initial forward current
delivered to the transmission line is
defined as II. From a circuit analysis
of Fig 2, the voltage VI is given by:

    
V V

Z
Z ZI S

0

0 S
=

+






(Eq 6)

At the same time, the transmitter
delivers a forward-driving voltage
across the transmitter output imped-
ance. The forward-driving voltage de-
veloped across the output impedance
is defined as VF and is given by:

    
V V

Z
Z ZF S

S

0 S
=

+






(Eq 7)

As discussed in the previous article,
the initial forward-driving voltage
and current travel towards the an-
tenna, undergoing an attenuation and
phase shift consistent with the propa-
gation properties of the transmission
line. Upon arriving at the antenna, an
initial reflected voltage and current
are created if the antenna impedance
ZA is not equal to Z0.

For the remainder of this discus-
sion, refer to Fig 3, which is an ex-
panded illustration of the transmis-
sion-line system considering the
reflections and re-reflections that de-
velop at the transmitter output. The
initial reflected voltage and current
created at the antenna travel rear-
ward towards the transmitter also
undergoing an attenuation and phase
shift consistent with the propagation
properties of the transmission line.
The rearward traveling reflected volt-
age arriving back at the transmitter
output is defined as VREF. Arriving at
the transmitter output, the reflected
voltage will see the transmitter output
impedance as the impedance termi-
nating the transmission line. The level
of re-reflected voltage and current de-
veloped at the transmitter output are
a function of the reflection coefficient
of the transmitter output impedance,
ρS.

If ZS is not equal to the transmis-
sion-line characteristic impedance Z0,
a forward-traveling re-reflected volt-
age, VRER, is created at the transmit-
ter output. From the previous article,
the steady state values of VREF and
VRER are given as a function of VI as
follows:

    
V V

e
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L
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A

2

S A
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−




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2 (Eq 9)
Fig 2—Thevenin-equivalent circuit of the
initial-state condition.

Fig 1—Thevenin-equivalent circuit of the
steady-state condition.

where L is the total length of the trans-
mission line and γ is the transmission-
line propagation factor. The transmis-
sion-line propagation factor, γ, is given
by γ = α + jβ, where α is the transmis-
sion-line attenuation factor in nepers/
meter and β is the transmission-line
phase shift factor given by 2π/λ.

In the next two sections, the steady-
state voltage developed across the
transmitter’s output impedance, VZ,
will be determined as a function of the
transmitter’s forward-driving voltage
VI and the multiple reflections occur-
ring in the transmission line. The rela-
tionship between VZ and VI will first be
established using the total steady-state
voltage developed at the transmitter
output, VIN. Next, the relationship be-
tween VZ and VI will be established
using the forward-driving voltage de-
veloped across the transmitter’s output
impedance, VF.

Determining the Steady-State
Voltage VZ from the Steady-State
Voltage VIN

Knowing the steady-state forward
and rearward traveling voltages de-
veloped at the transmitter output, it
is possible to determine the total
steady-state voltage developed at the
transmitter output, VIN. The total
steady-state voltage developed at the
transmitter output is equal to the ini-
tial forward-driving voltage delivered
by the transmitter, plus the steady-
state reflected and re-reflected volt-
ages developed at the transmitter out-
put caused by multiple wave reflec-
tions within the transmission line.
The steady-state voltage VIN, stated
as a function of VI, is given by:
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(Eq 10)
The significance of Eq 10 is that it

relates the total steady-state voltage
developed at the transmitter output to
the physical parameters within the
system and the multiple wave reflec-
tions occurring within the transmis-
sion line.

Having defined the total steady-
state voltage developed at the trans-
mitter output as a function of VI, it is
possible to determine the steady-state
voltage developed across the output
impedance, VZ, as a function of VI.
Using Eq 1 and substituting Eq 10 for
VIN gives:
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(Eq 11)
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Using Eq 6 and the relationship:
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S
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(Eq 12)

VS can be written as a function of VI
and ρS as follows:

    
V VS I
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(Eq 13)

Substituting Eq 13 into Eq 11 and
rearranging terms, VZ can be written
entirely as a function of VI as follows:
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(Eq 14)

Determining the Steady-State
Voltage VZ from the Initial
Forward Voltage VF

In the previous sections, the steady-
state voltage developed across the
transmitter output impedance, VZ, was
defined as a function of the steady-
state voltage developed at the trans-
mission-line input, VIN. Then, using
the relationship between the voltage
VIN and the reflected and re-reflected
voltages developed at the transmis-
sion-line input, VZ was defined as a
function of the transmitter’s forward-
driving source voltage VI. These rela-
tionships, though, do not conceptually
relate the voltage, VZ, to the rearward
delivery of voltage into the transmitter
as a function of the multiple wave re-
flections within the transmission line.
To establish this relationship, it is nec-

essary to relate the steady-state volt-
age, VZ, to the initial forward-driving
voltage developed across the transmit-
ter output impedance VF. The initial
forward-driving voltage developed
across the transmitter output imped-
ance is illustrated in Fig 3 and is writ-
ten as a function of VS in Eq 7.

The total steady-state voltage devel-
oped across the transmitter output
impedance is the vector combination
of the forward and rearward voltages.
The steady-state rearward voltage de-
veloped across ZS is a direct result of
the reflections and re-reflections at
the transmitter output. The rearward
voltage developed across ZS as a result
of the reflections in the transmission
line is defined as VR as illustrated in
Fig 3. The voltage VR is equal to the
vector sum of the steady-state incident
and re-reflected voltages developed at
the transmitter output and is given by:
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(Eq 15)
Since the voltage VR is traveling

rearward into the transmitter, it has
the opposite polarity of VF (see Fig 3)
and therefore, the total steady-state
voltage developed across the transmit-
ter output impedance, VZ, is given by:
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(Eq 16)
From Eqs 6 and 12, VF can be writ-

ten in terms of VI as follows:

    
V VF I

S

S

1
1

=
+
−







ρ
ρ

(Eq 17)

Substituting Eq 17 into Eq 16, VZ
can be written entirely as a function of
VI as follows:
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(Eq 18)

Note that Eqs 14 and 18 are identi-
cal. The significance of those equa-
tions is that they mathematically
prove that the steady-state voltage
and power developed across the output
impedance, ZS, are direct functions of
all the physical parameters within the
system. Most importantly, these pa-
rameters include the reflected voltage
and current and the output-imped-
ance reflection coefficient, ρS.

Looking at the development of Eq 18
and the relationship between VZ, VF
and VR, the relationship between the
wave reflections within the transmis-
sion line and the steady-state power
developed within the transmitter be-
comes evident. In the initial state, the
transmitter develops a forward volt-
age across the transmitter output
impedance equal to VF. In the steady
state, the reflections within the trans-
mission line deliver a rearward total
voltage across the transmitter output
impedance equal to VR. If subtracting
VR from VF reduces the total voltage
developed across ZS, the power loss
occurring in ZS decreases from the
initial state. In this case, having a
rearward voltage VR being delivered
to ZS actually causes a reduction in the
total internal power loss occurring
within the transmitter relative to the
case where the transmitter operates
into a matched load. If subtracting VR
from VF increases the total voltage
developed across ZS, the power loss
occurring in ZS increases from the ini-
tial state. In this case, having a rear-
ward voltage VR being delivered to ZS
causes an increase in the total inter-
nal power loss in the transmitter rela-
tive to the case where the transmitter
operates into a matched load.

As the system is transitioning to the
steady state, the levels of total voltage
and current developing at the transmit-
ter output are changing as a result of
the changing reflected and re-reflected
voltages and currents. The changes in
voltage and current at the transmitter
output do not occur as the result of any
changes in the transmitter’s source
parameters. Neither VS nor ZS neces-
sarily change as the system transitions
to the steady state. Since the total
voltage and current developed at the
transmitter output are changing, the
effective input impedance to the trans-
mission line must be changing as well.
In general, the effective input imped-
ance to the transmission line is chang-
ing as the system transitions from the
initial state to the steady state. The
changes in the transmission-line input
impedance occur as a direct result of theFig 3—Expanded view of the transmission-line system.
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reflections from the antenna arriving
back at the transmitter output.

At the same time, the level of for-
ward-traveling voltage, current and
power developed at the transmission-
line input are changing as a result of
the re-reflections developing at the
transmission-line input. The total
steady-state forward power in the
transmission line develops through the
vector addition of forward voltage and
current at the transmission-line input,
not the algebraic addition of power.
More on this concept will be presented
in Part 3 of this series of articles.

Examples and Discussion
This section will illustrate the above

concepts with examples and demon-
strate how the re-reflected voltage and
power are developed at the output of the
transmitter. It will be demonstrated
that the level of re-reflected voltage and
power developed at the transmitter out-
put are a direct function of the output
impedance seen looking rearward into
the transmitter. It will also be shown
that steady-state power loss occurring
within the transmitter is a direct func-
tion of the reflected voltage and current
arriving at the transmitter output.

To illustrate these concepts, we will
consider several very straightforward
examples. In these examples, the
Thevenin-equivalent circuit represen-
tation of a transmitter is used. As
stated previously, the Thevenin-equiv-
alent circuit is not intended to be a prac-
tical representation of a transmitter.
The examples presented in this section
are intended to illustrate the concepts
relating the steady-state conditions to
the multiple wave reflections occurring
within the transmission line. Illustrat-
ing the wave-reflection concepts with
these straightforward examples, they
can be understood and used to describe
conditions of a more practical nature.

We will first begin by considering a
completely matched situation where
ZS, ZA and Z0 are all equal to 50 + j0 Ω.
This will establish the reference condi-
tions of the transmission-line system.
Next, we will look at two examples with
mismatched antennas to examine how
the system transitions from the initial
to the steady state. The levels of volt-
age, current and power loss discussed
in these examples are only a result of
the specific example conditions. They
are not intended to represent any spe-
cific practical transmitter.

Example 1: VS = 100 V, ZS = 50 Ω,
Z0 = 50 Ω, ZA = 50 Ω

With example 1, the reference con-

ditions of the transmission-line sys-
tem are established. The transmission
line connecting the transmitter to the
antenna is assumed to be one wave-
length long, loss-less, with a charac-
teristic impedance of Z0=50 Ω.

First, let’s examine the steady-state
conditions using the equivalent circuit
of Fig 1. With a loss-less transmission
line one wavelength long, the steady-
state input impedance to the trans-
mission line, ZIN, is equal to 50 Ω.
With VS equal to 100 V and ZS equal to
50 Ω, IIN is equal to 1 A, VIN is equal
to 50 V and VZ is equal to 50 V. Under
these conditions, 50 W of power is lost
in ZS and 50 W of power is delivered to
ZIN. Since the transmission line is
loss-less, 50 W of power is also deliv-
ered to the antenna.

Now let’s look at how this condition
is reached by examining the equiva-
lent circuit of the initial state as
shown in Fig 2. In the initial state, the
source voltage VS sees the impedance
ZS and the characteristic impedance of
the transmission line, Z0. The for-
ward-driving voltage and current ap-
plied to the transmission line by the
transmitter are defined as VI and II,
respectively. Since Z0 is also equal to
50 Ω, the forward-driving voltage and
current applied to the transmission
line are found to be 50 V and 1 A, re-
spectively. The forward-driving power
applied to the transmission line is
therefore 50 W (502/50).

Since the transmission line is one
wavelength long and loss-less, the ini-
tial forward voltage and power arriving
at the antenna is 50 V and 50 W, respec-
tively. Since the antenna impedance,
ZA is equal to 50 Ω (ρA = 0), there is no
reflected voltage and the steady-state
condition is immediately reached. The
power delivered to the antenna is 50 W
and the forward voltage and power de-
livered to the transmission line remain
unchanged from the initial state.

Example 2: VS = 100 V, ZS = 50 Ω,
Z0 = 50 Ω, ZA = 500 Ω

Let’s now look at an example where
the antenna impedance is changed
from 50 Ω to 500 Ω. With an impedance
of 500 Ω, the antenna’s reflection coef-
ficient, ρA, is 0.8182. The steady-state
input impedance to the transmission
line, ZIN, is also 500 Ω. If we examine
the equivalent circuit of Fig 1, we de-
termine the steady-state conditions to
be: VS is equal to 100 V, VZ is equal to
9.09 V, VIN is equal to 90.91 V and IIN
is equal to 0.18 A. The steady-state
power lost in ZS is 1.65 W and the
steady-state power delivered to the

transmission line and to the antenna
is 16.53 W. Immediately, it is evident
that less power is lost in ZS with the
mismatched antenna than was lost in
the case of the matched antenna. Since
the source parameters of the transmit-
ter (VS and ZS) have not changed, how-
ever, less power is delivered to the
antenna.

Now let’s examine how these steady-
state conditions are reached through
a wave-reflection analysis. As with the
first example, from Fig 2 we determine
the forward-driving voltage (VI) and
power applied to the transmission line
to be 50 V and 50 W, respectively. The
forward-driving voltage (VF) and
power delivered to the output imped-
ance ZS are also 50 V and 50 W, respec-
tively.

The initial forward voltage arriving
at the antenna is 50 V. Since ρA is
0.8182, there is a reflected voltage of
40.91 V created at the antenna. The
total voltage at the antenna is equal to
the sum of the forward and reflected
voltages and is therefore found to be
90.91 V. The initial power delivered to
the antenna is 16.53 W (90.912/500).
The reflected voltage of 40.91 V trav-
els rearward towards the transmitter
where it sees the impedance ZS hav-
ing a reflection coefficient ρS = 0.
Therefore, no re-reflected voltage is
created at the transmitter output and
the steady-state condition is reached.

From Fig 3, we find that VREF is
equal to 40.91 V and that VRER is equal
to 0 V. Examining Fig 3 further, we
find that VR is equal to 40.91 V (VREF
+ VRER). Therefore, the total steady-
state voltage developed across ZS is
equal to 9.09 V (VZ = VF – VR). Addi-
tionally, the total steady-state voltage
developed across the transmission-
line input is increased from 50 V to
90.91 V (VIN = VI + VREF + VRER). The
forward traveling power at the trans-
mission line input is 50 W, while the
rearward traveling reflected power at
the transmission line input is 33.47 W.

The difference between the forward
and reflected powers at the transmis-
sion line input is 16.53 W. This is the
effective net power delivered to the
transmission-line system as defined
by Eq 5. This relationship between the
effective net power delivered to the
transmission line and the forward and
reflected powers developed at the
transmission-line input is valid at all
times, even if there is no re-reflected
power developed at the transmitter
output. Many times, it is incorrectly
believed that a total re-reflection of
power occurs at the output of a trans-
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mitter or tuner such that the total for-
ward power is equal to the effective net
power plus a total in-phase re-reflec-
tion of the reflected power. For this
example, this concept would translate
into the following relationship 50 W =
16.53 W + 33.47 W. Although Eq 5 can
be mathematically rewritten in this
manner, it is conceptually incorrect to
arrive at the conclusion that this rela-
tionship is the result of a total re-re-
flection of the reflected power. More
details on this particular aspect of
wave-reflection concepts will be pre-
sented in Part 3 of this series.

When ZS is equal to Z0, there is no re-
reflection of power at the transmitter
output. The 33.47 W of reflected power
is delivered rearward into the transmit-
ter. This delivery of reflected power into
the transmitter does not cause the
power loss within the transmitter to
increase; in fact, the power loss in the
transmitter decreases. The important
concept here is the fact that the total
power dissipation in any load imped-
ance cannot be determined through the
algebraic addition of power, even if the
powers are considered to be in phase.
The total power dissipation in any load
can only be determined from the total
voltage and current developed in the
load. Mathematically, multiple volt-
ages developed in a load add as vectors,
while multiple powers do not, because
power is a function of the voltage
squared, or more appropriately, the
product of the total voltage and current.

In this particular example, the ini-
tial forward power delivered to the im-
pedance ZS is 50 W. The rearward
power delivered to ZS is 33.47 W. In
phase or otherwise, these two powers
cannot algebraically add or subtract to
become the steady-state power of
1.65 W. In any circuit analysis, alge-
braic addition can only be performed
with circuit voltages and currents. In
any circuit or transmission line, the
power delivered to any load will al-
ways be a function of how voltages and
currents add or subtract in the load.

To further illustrate the system volt-
age transitions that occur due the to
the reflections between the transmit-
ter and the antenna, a SPICE analysis
of this circuit configuration was per-
formed. The SPICE circuit model is
presented in Fig 4. The circuit layout is
straightforward and clearly represents
the example. Voltage sample points
were taken across the following compo-
nents: the voltage source, sample point
Y1; the source or output impedance R1
(ZS), sample point Y2; the input to the
transmission line, sample point Y3;

and the antenna R3 (ZA), sample point
Y4. The SPICE time-domain transient
analysis was run for the time period of
0 to 1 microsecond, which is sufficient
time for the system to transition from
the initial to the steady state. A graphi-
cal illustration of the transient volt-
ages developed at each sample point is
presented in Fig 5.

Reviewing the SPICE analysis
graphical output, the transition from
the initial to the steady state is obvi-
ous. The initial voltage developed
across the output impedance, ZS
(sample point Y2), is determined to be
50 V. When the reflected voltage de-
veloped at the antenna arrives back at
the transmission line input, the volt-
age across the output impedance is
reduced to the steady state level of
9.09 V and the voltage at the transmis-
sion-line input is increased to the
steady-state level of 90.91 V (sample
point Y3). The change in the voltages
across the output impedance and at
the input to the transmission line,

result directly from the reflected volt-
age arriving at the input to the trans-
mission line. The source voltage, VS
(sample point Y1), does not change.

We should consider important as-
pects of the preceding discussion: The
steady-state voltage developed at the
input to the transmission line, VIN, is
not the transmitter’s forward-driving
voltage. It is simply the net summation
of all forward and rearward traveling
voltages developed at the transmission-
line input. Reflected voltage, current
and power are delivered rearward into
the transmitter as a direct function of
the transmitter output impedance. The
total power loss occurring within the
transmitter is simply a function of how
the steady-state forward and rearward
voltage and current develop within the
transmitter.

Example 3: VS = 166.020 V;
ZS = 25 Ω; Z0 = 50 Ω; ZA = 500 Ω

In this example, we will consider the
case where the transmitter’s source

Fig 4—Spice program circuit layout for Example 2.

Fig 5—Graphical output of the time-domain transient Spice analysis for Example 2.
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parameters are adjusted to deliver
50 W of power to the mismatched an-
tenna of Example 2. The obvious way
to increase power delivery to the an-
tenna is to simply increase the source
voltage, VS. This will increase the to-
tal forward-traveling voltage, current
and power in the transmission line.

From a circuit analysis of the
steady-state condition as illustrated
in Fig 1, we can determine that the
source voltage must be increased to
173.92 V to deliver 50 W of power to
the antenna. In this case, 5 W of power
is lost in the output impedance ZS.
This illustrates that less power loss
can occur in the transmitter when the
transmitter is connected to a mis-
matched load, even when delivering
the same total power as it does in the
case of the matched load.  Rather than
performing a detailed analysis of this
circuit configuration, we also want to
adjust the transmitter output imped-
ance so that voltage and current re-
reflections occur at the transmitter
output. To create re-reflections at the
transmitter output, a mismatch must
exist between the transmitter output
impedance, ZS and the transmission-
line characteristic impedance, Z0.

To create an impedance mismatch
between the transmitter output imped-
ance and the transmission-line charac-
teristic impedance, ZS is arbitrarily
adjusted to 25 Ω. This results in a
reflection coefficient value of ρS ap-
proximately equal to –0.33. In order to
deliver 50 W to the antenna with this
value of ZS, the level of VS must be ad-
justed to 166.02 V. Let’s examine this
circuit configuration in more detail.

From the equivalent circuit of Fig 1,
the steady-state conditions are deter-
mined to be: VS is equal to 166.02 V, VZ
is equal to 7.91 V, VIN is equal to
158.11 V and IIN equal to 0.32 A. The
steady-state power lost in ZS is 2.5 W,
and the steady-state effective net power
delivered to the transmission line and
the antenna is 50 W.

Using Eqs 10 and 14, we will at-
tempt to verify the steady-state condi-
tions previously determined using
Fig 1. First, the forward-driving volt-
age applied to the transmission line by
the transmitter, VI, must be deter-
mined. From Eqs 6 and 3, the initial
forward-traveling voltage, VI and
power applied to the transmission line
are determined to be 110.68 V and
245 W, respectively. The initial for-
ward voltage (VF) and power delivered
to the impedance ZS are 55.34 V and
122.50 W, respectively.

With Eqs 10 and 14, the following

values are used for each variable: ρS =
–0.33, ρA = 0.8182, VI = 110.68 V and
e–γL = e–2γL = 1, since the transmission
line is loss-less and 1 λ long. Using
Eq 10, the total steady-state voltage
developed at the transmission line in-
put, VIN, is found to be 158.11 V. The
total steady-state voltage developed
at the antenna is also found to be
158.11 V. The total power delivered to
the antenna, found from Eq 3, is 50 W.
Using Eq 14, the total steady-state
voltage developed across the output
impedance ZS is verified to be 7.91 V.
Using Eq 3, the total power lost in  ZS
is verified to be 2.5 W.

Using the physical parameters
within the transmission line, all of the
system’s steady-state conditions were
determined. These physical param-
eters include the forward-driving volt-
age delivered to the transmission line
by the transmitter, VI; the transmit-
ter output impedance, ZS; the antenna
impedance, ZA; the transmission-line
characteristic impedance, Z0; and the
transmission-line propagation factor,
γ and L.

Now let’s look at this same circuit
configuration using a more detailed
wave-reflection analysis. We begin the
wave-reflection analysis with the for-
ward-driving voltage delivered to the
transmission line by the transmitter,
VI, which is equal 110.68 V. The initial
forward voltage arriving at the antenna
is also 110.68 V. Since ρA is 0.8182,
there will be an initial reflected voltage
of 90.56 V created at the antenna. The
total initial voltage developed at the
antenna is equal to the sum of the for-
ward and reflected voltages and is
201.24 V. The initial power delivered to
the antenna is 80.99 W (201.242/500).
The initial power delivered to the trans-
mission line, the antenna and the
impedance ZS are greater than the
steady-state power delivered to each.
Therefore, the multiple reflections oc-
curring between the transmitter output
and the antenna must decrease the
power developed at each as the system
transitions to the steady state.

The reflected voltage of 90.56 V de-
veloped at the antenna travels rear-
ward to the transmitter where it sees
the impedance ZS having a reflection
coefficient of ρS = –0.33. Therefore, a
re-reflected voltage is created at the
transmitter output. From Fig 3, VREF
is found to be 90.56 V and VRER is
equal to –30.19 V (VREF ρS). The total
voltage developed at the transmitter
output is 171.05 V (VI + VRER + VREF).
The total voltage developed at the
impedance ZS is –5.06 V (VF – (VRER +

VREF)). These levels are not the
steady-state values of the system be-
cause only a single reflection has ar-
rived at the transmitter output and
the steady-state condition has not yet
been reached. For this reason, we will
define these values of VREF and VRER
as VREF1 and VRER1, respectively.

To further understand the multiple
reflection and re-reflection process oc-
curring between the transmitter output
and the antenna, we must first consider
the fact that the initial voltage VI is
continuously being delivered to the
transmission line as long as the trans-
mitter is energized. Additionally, since
VI is continuously being delivered to the
transmission line, the voltage contribu-
tions from each reflection and re-reflec-
tion within the system can be consid-
ered separately and then combined to
arrive at the final steady-state solution.

After the first reflection from the
antenna arrived at the transmission-
line input, the total voltage at the
transmission-line input was deter-
mined from the summation of VI +
VRER1 + VREF1. The re-reflected volt-
age VRER1 (–30.19 V) travels to the
antenna where it sees the antenna
impedance ZA and the reflection coef-
ficient ρA. The reflected voltage devel-
oped at the antenna due to the inci-
dent VRER1, VREF2, is equal to –24.70
V (VRER1 × ρA). At the same time, the
voltage VI is simultaneously incident
at the antenna creating a reflected
voltage (VREF1) equal to 90.56 V.
Therefore, the total forward voltage at
the antenna is 80.49 V (VI + VRER1)
and the total reflected voltage at the
antenna is 65.86 V (VREF1 + VREF2).

To continue the discussion, we will
only consider the voltage contributions
that are a result of the calculated
VRER1 (–30.19 V). The reflected voltage
at the antenna resulting from the inci-
dent VRER1 was calculated to be
–24.70 V (VREF2). This reflected volt-
age arrives at the transmitter output
and sees the impedance and reflection
coefficient, ZS and ρS, respectively. A
re-reflected voltage, VRER2, of +8.23 V
(–24.70 ρS) is created at the transmit-
ter output. For this second reflection
arriving at the transmitter output, the
total voltage developed at the trans-
mitter output is equal to VI + VREF1 +
VRER1 + VREF2 + VRER2. This total volt-
age is 154.58 V (110.68 + 90.56 – 30.19
–24.7 + 8.23 V). Note that this total
voltage is developed due to the simul-
taneous presence of the initial for-
ward voltage and the first and second
reflected voltages arriving at the
transmitter output. The total voltage
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developed across the source impedance
ZS is equal to VF minus the contribu-
tions from the first and second reflec-
tions. This total voltage is found to be
11.44 V (VF – (VREF1 + VRER1) – (VREF2
+ VRER2)). This process of multiple re-
flection/re-reflection continues until
the system reaches the steady state.

Performing a total steady-state re-
flection/re-reflection analysis to in-
clude all reflections, the following
steady-state value of VREF can be de-
termined from Eq 8: VREF = 71.15 V.
The steady-state value of VRER, is sim-
ply given by ρS VREF = –23.72 V. The
total steady-state forward voltage de-
veloped at the transmission-line input
(VFWD) is found from the sum of VI and
VRER to be 86.96 V. The total steady-
state forward power delivered to the
transmission line is 151.25 W
(VFWD

2/Z0). The total steady-state re-
flected power at the transmission-line
input is 101.25 W (VREF

2/Z0). The ef-
fective net power delivered to the
transmission line is therefore 50.0 W.
This is also the steady-state power
delivered to the antenna.

As with the previous example, the
total forward power developed in the
transmission line does not occur from a
total re-reflection of the reflected power
at the transmitter output. The total
steady-state power of 151.25 W does not
occur through the addition of the 50 W
of effective net power and a total re- Fig 6—Graphical output of the time-domain transient Spice analysis for Example 3.

Fig 7—Graphical output of the voltage developed across Z
S
 for

Example 3.
Fig 8—Graphical output of the voltage developed across the
transmission-line input for Example 3.

reflection of the 101.25 W of reflected
power. The development of total for-
ward power occurs through the vector
addition of forward voltage and cur-
rent. As stated previously, this topic
will be discussed in detail in Part 3.

In this particular example, the for-
ward-driving voltage and power deliv-
ered to the transmission line are
110.68 V and 245 W (110.682/50), re-
spectively. The total steady state re-
reflected voltage and power are
–24.70 V and 11.25 W (–24.702/50), re-
spectively. How does 245 W plus
11.25 W “add” to become 151.25 W? The
steady-state forward power of 151.25 W
develops through the vector addition of
forward voltages or currents. The total

steady-state forward voltage becomes
86.96 V (110.68 – 24.70) resulting in a
total steady-state forward power of
151.25 W (86.962/50).

Performing further analysis, the
steady-state value of VR is found to be
equal to 47.43 V (VREF + VRER). The
total steady-state voltage developed
across ZS is determined to be 7.91 V (VF
– VR). Therefore, 2.50 W of power is lost
in ZS. This is consistent with the
steady-state conditions as determined
from Fig 1. Again, it is important to note
that the voltage (power) delivered back
to the transmitter reduces the power
lost in ZS from the initial 122.50 W to
the steady-state level of 2.5 W.

To graphically illustrate the chang-
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ing voltages developing throughout
the system as it transitions from the
initial state to the steady state, a
SPICE time-domain transient analy-
sis of this example was performed. The
SPICE circuit is similar to that pre-
sented in Fig 4, with the changed val-
ues of source voltage and equivalent
source impedance.

The graphical output of the SPICE
analysis is presented in Fig 6. The time
covered in the graphs of Fig 6 is 0
through 5.2 microseconds, by which
time the system has reached the steady
state. It is significant to note the volt-
age transitions occurring across the
antenna, the input to the transmission
line and across the source impedance
as the reflections and re-reflections
travel through the system. To illus-
trate this further, a detailed graph of
the voltage across the source imped-
ance ZS, is presented in Fig 7, while the
voltage developed across the input to
the transmission line is presented in
Fig 8. From Figs 7 and 8, the various
transitions occurring because of the
multiple reflections and re-reflections
are clearly evident and consistent with
the values discussed above for the first
and second reflection arriving at the
transmitter output.

If the antenna impedance in the
above examples were set to a resistive
value less than Z0, the internal power
loss occurring within the transmitter
would increase over that of the matched
condition. Considering more general
antenna impedances, we can determine
the conditions that result in either an
increase or decrease in the internal
transmitter power loss relative to a
matched load condition. In the initial
state, the equivalent load impedance
seen at the transmitter output is the
characteristic impedance of the trans-
mission line, Z0. The total load imped-
ance seen by the transmitter’s voltage
source, VS, in the initial state is given
by ZS + Z0. Therefore, in the initial
state, the total driving current devel-
oped through ZS is equal to VS/(ZS + Z0).

Considering the steady state, the to-
tal driving current developed through
ZS is equal to VS/(ZS + ZIN). In order to
lose more power in ZS relative to a
matched condition in the steady state,
the driving current through ZS must
increase over that of a matched condi-
tion. For this to occur, ZS + ZIN must be
less than ZS + Z0. More appropriately,
the magnitude of ZS + ZIN must be less
than the magnitude of ZS + Z0. Con-
versely, for less power loss to occur in
ZS, the magnitude of ZS + ZIN must be
greater that the magnitude of ZS + Z0.

No generalization regarding the
antenna impedance ZA can be made to
account for the above relationships.
Several factors influence this. First,
the value of transmission-line input
impedance, ZIN, is a function of the
antenna impedance and the transmis-
sion-line attenuation and relative
phase delay. Second, the magnitude of
ZS + ZIN is also a function of the mag-
nitude and phase properties of the
transmitter output impedance ZS. In
many practical instances, though, a
transmitter will dissipate less power
when operating into a load with an
impedance greater than Z0 relative to
operating into a Z0-matched load.

Summary
This article has presented a detailed

discussion regarding the relationship
between the power loss occurring
within a transmitter and the wave re-
flections within a transmission line. It
was demonstrated that the internal
power loss occurring within a trans-
mitter is a direct function of the wave
reflections occurring within the trans-
mission line.

The major points of conclusion in-
clude the following. The mechanism
for wave re-reflection at the transmit-
ter output is the physical impedance
seen looking rearward into the trans-
mitter. This is defined as the transmit-

ter output impedance. A total re-reflec-
tion of power does not occur at the
transmitter output unless the output
impedance is physically a short circuit,
open circuit or purely reactive. In gen-
eral, this will not be the case. Some
level of voltage, current and power is
delivered rearward into the transmit-
ter; however, this does not necessarily
cause the transmitter’s internal power
dissipation to increase. The level of
voltage and current delivered rear-
ward into the transmitter simply con-
tributes to the steady-state power loss.

It was demonstrated that a transmit-
ter may have less internal power loss
occurring when operating into a mis-
matched load than when operating into
a matched load. This is a direct result of
rearward voltage and current delivery
back into the transmitter’s output.
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Learn how loading at both ends of a matching
network affect Q and performance.

By William E. Sabin, W0IYH

1400 Harold Dr SE
Cedar Rapids IA 52403
sabinw@mwci.net

Selectivity of Single-Resonator
Coupling Networks

Passive LC single-resonator
 narrow-bandwidth networks
    are used in radio equipment to

transfer signal power efficiently, by
means of impedance transformation or
matching, between adjacent stages of
a receiver or transmitter at some fre-
quency. They also attenuate signals at
other frequencies that might interfere
with a desired received signal or cause
spurious emissions in a transmitter.
For the single-resonator circuit, the
most important number is often the
3-dB bandwidth of the network, as ex-
pressed by its Q. This bandwidth, or
some portion of it, for example the
0.5-dB bandwidth, must accurately

convey the desired signal in a nearly
linear-phase manner (see Figs 2A and
2B). Q is also a measure of the attenu-
ation of far-removed frequencies such
as harmonics or subharmonics. In real-
world coils and capacitors, high Q is
related to the loss of signal power and
the overstressing of components.

The purpose of this article is to look
at ways of specifying this selectivity.
The literature on the number Q in this
context is often insufficiently clear or
precise, with the result that the de-
signer frequently does not get the per-
formance that was anticipated. This
article will show a simple, clear and
unambiguous method for determining
this selectivity. The method uses some
modern tools, such as a Mathcad or
spreadsheet program for equation
solving and, for verification, simula-

tion plots of magnitude (MS21 and
MS11) and phase (PS21) s-parameters
using the ARRL Radio Designer or a
SPICE (Multisim) program.

Example: The π network
As a first example, Fig 1A shows a π

network as it is used in vacuum-tube
amplifiers to transform a 50-Ω load
resistor to a higher value of plate load
resistance. The resonant frequency is
3.75 MHz and the operating Q is 12.
The values are taken from the tables
and equations in Chapter 13 of the
1995 through 2001 ARRL Handbooks.
The tube that drives the filter is ini-
tially assumed a pure current source
with an infinite dynamic output resis-
tance. In Fig 1A, the 50-Ω load resis-
tor is the only thing that dissipates
power. This resistor and the inductor

mailto:sabinw@mwci.net
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and capacitor values (assumed to be loss-less) completely
determine the selectivity.

Fig 2A is a Radio Designer plot of the frequency response.
The Q is estimated from the three points selected:

      
Q =

−
=

−
≈

f

f f
peak

hi lo

3.765
3.92 3.59

11.4 (Eq 1)

where fhi and flo are the –3 dB points on the selectivity
curve. The Q is almost the 12 that was predicted. The num-
ber 3.765 will be explained later. Because this curve is not
exactly symmetrical, this method of Q calculation is only
approximate. At lower values of Q, the graphical method
becomes more erroneous, so that this method becomes
questionable. Everitt and Anner1 show a way to improve
the accuracy by zooming in close to the peak of the response.
Despite this graphical problem, Q is the ratio of the sum of
reactive powers in C1 and C2 (or just L) to the total real
power that is actually dissipated at resonance in RL. This
Q and the Q defined by Eq 1 are mathematically identical.

The π-network topology is essentially a third-order low-
pass filter with a resonance peak (see Fig 2C). This means
that the frequency response tends to fall off more slowly on
the low-frequency side. At very low frequencies, there is an
impedance-mismatch loss that disappears at resonance.
The second harmonic can be –30 dB or better, and after that
the normal third-order low-pass filter rolloff, –18 dB per
octave, takes over. We will discuss other single-resonator
versions with different frequency responses.

How do we get the Q value from the inductance, capaci-
tance and resistance values shown in Fig 1A? To verify that
the π network is a single-resonator circuit, we convert the
diagram in Fig 1A to that in Fig 1B. Note that the genera-
tor is deleted. The parallel combination of Rp and Xp is con-
verted to the equivalent series reactances, Xs and Rs, us-
ing the following exact equations2 (the vertical bars denote
“magnitude”)

    

Xs Xp
Rp

Rp Xp
Rs Rp

Xp

Rp Xp
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
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2

2 2

2

2 2; (Eq 2)

Fig 1B shows the values and we see immediately a simple
series LCR circuit whose Q is either of the following, as

found (only) at the resonant frequency

    
Q

XL

RLs
or

XC1 XC2s

RLs
= =

+
= + ≈210.2

17.52
23.85 188.0

17.52
12.0

(Eq 3)
This very simple approach can give us the Q, or selectiv-

ity, of this network at resonance. If we make small steps in
frequency, re-solving Eq 2 for Xs and Rs at each step, we
can find the exact resonant frequency where the sum of re-
actances around the loop is zero. This is one good method
and the personal computer does it very nicely. The series
loss resistances of L and C1-C2 in Fig 1B can be added to
the 17.52 to get a slightly more accurate Q.

The simulation of Fig 1A (see Fig 2A) corroborates Eq 3.
The simulation program can also account for Qf (quality fac-
tor) of L, C1 and C2 to get more insight regarding losses in
the network. To see the response far removed from reso-
nance, it is necessary to plot the frequency response because
different network types behave quite differently. Chapter 17
of the 2001 ARRL Handbook shows many variations.

The work we have done so far confirms the Handbook
claim that the Q is 12; however, observe one important
thing: The network is loaded only at its output side. Its
input side is driven by an ideal, infinite-impedance cur-
rent source, and this causes some confusion. When the
input side is loaded by a 2-kΩ resistor, we then have a con-
jugate match. That is, the input side sees 2 kΩ, looking into
the filter, and the output side sees 50 Ω, looking backwards
into the filter. If the network has slightly lossy components,
the conjugate match is approximate. Fig 1C shows the net-
work with a 2-kΩ resistor across the input. Fig 1D shows
the series-equivalent circuit, and the selectivity Q is now:

    

Q
XL

RSs RLs

XC1s XC2s

RSs RLs

=
+

=
+

+
+

= +
+

≈

210.2
17.52 17.52

or

23.85 186.35
17.52 17.52

6.0
(Eq 4)

This is one-half of the previous value. Fig 2B shows the
corresponding frequency response of Fig 1C, and the
method of Eq 1 calculates Q = 5.6.

The message is that if we require the same Q = 12 for the
doubly terminated (conjugate-matched) network, we have

Fig 1—Circuit schematics: (A) A singly
loaded π network. (B) The A network
modified by parallel to series-
equivalent conversion. (C) A doubly
loaded π network. (D) The C network
modified by parallel to series-
equivalent conversion.

1Notes appear on page 47.
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Fig 2—Response curves for the
circuits.

to use a design Q of 24, not 12. The reason for this is that
we have introduced a second resistor, the generator resis-
tor, into the circuit. It has the same influence on Q as the
output resistor, a fact that is often overlooked or not un-
derstood. In other words, some of the energy that is stored
in inductance and capacitance during each cycle is re-
turned to the generator resistance. There is an interesting
way to see this. Suppose that the current source is sud-
denly switched to another load. All that is left is the energy
that is stored in L and C1, C2. This energy is converted to
heat in all of the resistors. The rate at which this occurs is
inversely proportional to Q.

It is important (and perhaps a little difficult) to under-
stand that this resistor can also be a loss-less, dynamic re-
sistance, such as the output (or input) resistance of a
vacuum tube or transistor. In which case, the energy is re-
turned, but not dissipated.3 Networks are quite often ter-
minated, partially or entirely, at one or both ends, in this
dynamic manner. Furthermore, the value of this dynamic
resistance may be difficult to know or measure. In which

case there may be a “cut-and-try” aspect to the problem,
involving actual measurement of the equipment frequency
response, followed by changes of the Q and impedance ratio
of the network. Adjustable inductors and capacitors, a sig-
nal generator and an RF voltmeter are helpful.

In Fig 1C, if the total load on the generator, including RS,
should be 2 kΩ , use a 4-kΩ RS and a 4-kΩ network with a Q
of 24. One more thing: Doubling the Q of the network reduces
the inductance of the coil, in this example from 8.9 µH to
about 5.0 µH. For a constant-output load-power level, the
voltage across the coil is the same, so coil current increases
and coil losses increase; however, the reduction of coil resis-
tance that usually results may offset the increase somewhat.

The equations in Chapters 13 or 17 of the 2001 ARRL
Handbook can be used to calculate these new inductance and
capacitance values for the new value of Q. If the input-side
resistor RS is not 2000 Ω, we can use the method of Figs 1C,
1D or 3 to find the Q for this other RS, find the slightly
changed resonant frequency and use simulation to get the
frequency response. Note also that in this example, the

(A) (B)

(C)
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analysis and simulation both show that when the input load
is increased from 2 kΩ to 2 MΩ, the resonant frequency in-
creases slightly from 3.750 MHz to 3.765 MHz. This can also
be seen by comparing Fig 1B with Fig 1D, where one of the
reactances changes from 188.0 Ω to 186.35 Ω and the others
are unchanged. To make this circuit resonant, the frequency
must be increased slightly, as Fig 2A and Mathcad verify.

This detuning is typical for the networks discussed in
this article. In particular, high-Q networks are more prone
if the resistor values are different than those used in the
network design. Try to design close to the actual resistance
values that exist, if possible. Frequently, however, the
desired input resistance of the network must be much dif-
ferent from that of the generator. In RF power amplifiers
for example, the high-Q network may need to be tuned
manually or by simulation to get it exactly on frequency. In
low-level circuits, a resistor can often be added to get a
specific generator-resistance value.

Second example: the T network
The T network in Fig 3A can be analyzed in a slightly dif-

ferent way, as shown in Fig 3B. We convert the two combi-
nations, L1/RS and L2/RL, to two parallel inductance-resis-
tance circuits. The parallel inductors resonate with C, and
the loading on the resonator is the two resistors in parallel.
The equations for series to parallel conversion are
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2; (Eq 5)

Again, the loading of the generator resistor reduces the
selectivity and affects the resonance frequency. Other
single-resonator, narrow-bandwidth networks can be sim-
plified using Eqs 2 and 5. For example, the π-L network can
be resolved in three or four easy steps into a simple series
loop with a certain Q overall for the singly loaded and the
doubly loaded cases.

For a singly loaded T network similar to Fig 3A, RS and the
pure current source would be replaced by a pure voltage
source in series with L1. A pure current source is a path for

Fig 4—A design exercise using a
resonator network.

Fig 3—(A) A simple T-network
schematic. (B) The A network
modified by series to parallel-
equivalent conversion.

current but an open circuit for impedance. Any two-port
network in this article that has a series inductor or capacitor
at an input or output terminal must have an impedance path
to ground at that terminal; it cannot “float.” Likewise, any
shunt inductor or capacitor must not be short-circuited.

The MATCH.EXE program
Pages 17.55-57 of the 2001 ARRL Handbook show 14

single-resonator configurations and their design equations
that can be used for impedance transforming or matching.
A value of Q is entered by the user and values of inductance
and capacitance are calculated. For the π network (net-
works 1 and 2) using a choice of Q = 12, a calculated and
simulated Q of about 6.9 was found when a generator resis-
tor of 2 kΩ was used. For a 1-MΩ generator resistance, the
calculated and simulated Q was about 13.7. Similar results
apply to the other networks. The simple methods shown in
this article resolve any confusion so that the true selectiv-
ity (that is, Q) is correctly predicted. The Visual Basic 5.0
program MATCHINS.EXE can be downloaded from the
ARRL Web site at www.arrl.org/notes/1867.

There is an explanation for this discrepancy. The correct
Q value has two components. There are two options to
consider:
1. The singly terminated network: Referring to Fig 1A with

a single resistor and an ideal current generator, one Q =
10.64 is the ratio of the network input resistance, 2 kΩ,
to the reactance of C1 (refer to the equation for X3 on
ARRL Handbook page 17.56). The other Q = 1.36 is the
ratio of RL to the reactance of C2 (refer to the equation for
X1 on ARRL Handbook page 17.56). The total Q = 10.64
+ 1.36 = 12 is the sum of these two. Observe also that the
resonant frequency will be a little higher than the value
given to the program. This was discussed previously.

2. The doubly terminated network: Referring to Fig 1C, an
actual 2-kΩ resistor terminates the left end of the net-
work. The resonant frequency is pulled down a little, de-
pending on how high Q is. The Q is reduced to very nearly
one-half of the Q of the singly terminated network. The

http://www.arrl.org/notes/1867
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resonant frequency will be the same as the value given
to the program.
The other networks on the page receive an appropriate

correction. For all networks, the true single-loaded Q is
found. Keep in mind also that in practical circuit design
pure current (and voltage) generators are nonexistent, so
we should always account for loading by the real-world gen-
erator if we want the true selectivity. Frequency-response
simulation and verification of the hardware circuit are
always good ideas.

The MATCH.EXE program has been improved to show the
correct singly loaded Q value for each network. If it is not in
the MATCHINS.EXE package or the 2001 Handbook soft-
ware package, it can be obtained via e-mail from
sabinw@mwci.net. The procedure is: Make the Q entry that
you want and observe the corrected value. Modify the Q entry
a few times until you get the corrected final value that you
want. This works very smoothly and quickly.

Circuit Design Exercise
Fig 4 is an interesting and practical circuit-design prob-

lem for which a single-resonator network is a good candidate.
Stage 1 has an internal resistance ro = 10 kΩ. To satisfy
Stage-1 gain and stability requirements, the desired load
resistance for this stage, including ro, is 3 kΩ. Stage 2 has an
input resistance of 2 kΩ and requires a resistance of 200 Ω,
also for stability, looking to the left. To help this problem
along, R1 will be used ahead of the loss-less matching net-
work and R2 after the network. The problem is to find simul-
taneously the values of R1, R2 and the impedance ratio Z:1
of the network. We also want to conjugate match the net-
work so that its selectivity is accurately predicted.

Looking from the current source to the right, using
kilohm resistance values, we have the equation:
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On the left side of the network, looking in both directions:
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At the input of Stage 2, looking to the left:
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Solving these simultaneously (not difficult), Z:1 ≈ 16.5,
R1 ≈ 15 kΩ and R2 ≈ 444 Ω. The network is conjugate-
matched, Stage 1 sees the correct load resistance and Stage
2 sees the correct source resistance. Some signal power
is sacrificed in R1 and R2, to meet gain and stability
goals.

Suppose the signal bandwidth is 10 kHz at 455 kHz and
the response must not drop more than 0.5 dB within that
band. Using a conjugate-loaded resonance curve similar to
Fig 2B, we can find the 3-dB bandwidth and therefore the
Q of the π network (or one of the other types) that trans-
forms from 6 kΩ to 363 Ω. In addition, the output capaci-
tance of Stage 1 and the input capacitance of Stage 2 can
be absorbed into the network. Use simulation to verify the
frequency response.

Conclusion
The idea is that the correct Q, as measured by the fre-

quency-response curve and Eq 1, which is quite often the
desired final value—especially in low-level receiver or
transmitter circuits—can be determined using the meth-
ods described here. The Q values used by various programs
do not agree with each other, and they all seem to apply to
the singly loaded networks. Nevertheless, these networks
are always doubly terminated, at least to some extent, and
we may want to get close to a conjugate match. We would
like to “get it right” as much as possible before building the
hardware.

Notes
1W. L. Everitt and G. E. Anner, Communication Engineering (New

York: McGraw-Hill, 1956), pp 147-148.
2C.Hutchinson, K8CH, ARRL Handbook, 2001 Edition (Newington:

ARRL), p 17.55.
3W. E. Sabin, W0IYH, “Dynamic Resistance in RF Design,” QEX,

Sep 1995, pp 13-18.
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An ideal tube, free from odd-order distortion, provides
a unique basis for discussing source-impedance issues.

Let’s look at what happens at its plate over a full cycle of RF.

By Warren B. Bruene, W5OLY

7805 Chattington Dr
Dallas, TX 75248-5307

Plate Characteristics of a
Distortion-Free Class-AB

RF Amplifier Tube

1Notes appear on page 52.

Over 40 years ago, I published a
tube transfer curve1, 2, 3 that
would provide distortion-free

operation of a class-AB power ampli-
fier. The object was to provide tube
manufacturers with a goal for new
tube designs.

The curve is shown in Fig 1. It con-
sists of two parts. The curved part is a
square-law curve that starts at the
point of plate-current cutoff and rises
as the square of dc grid voltage. The
second part continues from the end of
the square-law curve at the same slope
in a straight line. A representative
length of the straight part is shown. A

longer straight part gives lower idling
current and better efficiency.

The dc bias voltage must be located
exactly halfway between the ends of
the square-law curve, as illustrated.
An extension of the straight-line part
of the curve will pass through this bias
point, which is 0 V in the illustration.

When a small sine-wave voltage eg
is applied to the grid (after dc bias and
plate voltages), the plate current re-
mains on the square-law part of the
curve. It conducts over the entire RF
cycle, which is a definition of class-A
operation. The plate current consists
of a dc component, a fundamental or
linear component and a small second-
harmonic component. There are no
odd-order components, such as third,
fifth, seventh and so forth. Therefore,
there will be no odd-order IMD when
multiple tones are applied.

When the grid signal extends beyond
the square-law curve, it simultaneously
extends into the straight-line part of
the curve and into the plate-current
cutoff part (which is also linear). Thus,
there are no odd-order harmonics or
IMD products produced when operating
up to the end of the straight-line part of
the curve. There are even-order prod-
ucts, such as the second, fourth, sixth
and so forth, but these are removed by
the tube’s plate tank circuit. Thus, we
have an IMD-free tube transfer curve
for class-AB operation.

Fig 2 shows a set of hypothetical
tube-constant-current curves that in-
corporate the above distortion-free
properties. The lowest line represents
plate-current cutoff. The next line rep-
resents the value of idling plate cur-
rent required for distortion-free opera-
tion at a given plate voltage. The third
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line represents the current at the junc-
tion of the square-law and the straight-
line curves. The fourth line represents
the end of the straight line, beyond
which the grid should not be driven. It
is arbitrarily located at twice the cur-
rent at the top end of the square-law
curve. The end of the tube load line for
maximum power with no distortion is
located at the end of the linear-current
range (for maximum plate swing) and
the maximum value of peak plate
current that keeps the maximum aver-
age-dc plate current within the manu-
facturer’s limit. A lower value may be
selected to keep the tube’s operation
within its maximum-plate-dissipation
rating, or to operate at some lower PEP
output level.

The power output is computed from
I1, the peak fundamental value of
plate current, and ep, the peak plate-
voltage swing, using the relation:

    
P

I e
O

p= 1

4
(Eq 1)

The values of I1 and PO are exactly
the same as if the tube were operated
in pure class-B with 180° of plate-cur-
rent flow and extremely sharp cutoff
(no square-law part of the curve). In
Fig 2, the plate-current cutoff line
would be located where the dc-bias line
is located. The current spacing between
all the lines would then be the same.

In Fig 1, note that if the plate cur-
rent below the dc-bias voltage is folded
over to the right and subtracted from
the upper portion of the square-law
curve, we are left with the straight line
of a theoretical class-B transfer curve.
The dc idling current for pure class-B
operation is zero.

Fig 3 illustrates the shape of class-
AB and pure class-B plate-current
pulses superimposed one upon the
other. The pure class-B pulse is a half
sine wave. In this example, the peak
value of the fundamental component
of the half sine wave is:

    
I

ip
1 2

2
2

1 A= = = (Eq 2)

The average plate current of the half
sine wave is:

    
I iAVG p

1 1
2 0.637 A= 





= 





≈
π π

(Eq 3)

The current for class-AB is a little
higher because of the added current in
the cutoff region (the square-law part
of the curve). The area outside of one
of the half-wave cutoff points, which
conducts over 1/12 of the RF cycle is:

    
a = 








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= ≈1
3

0.25
12

0.25
36

0.006944 (Eq 4)

There are four such conduction pe-
riods: two inside and two outside the
half-wave cutoff points. Therefore, the
total dc plate current is:

    I aAVG 0.6366 4 0.6644 A= + = (Eq 5)
which is an increase of only 0.0277 A,
or 4.35%, above the pure class-B value.
This added current at maximum PEP
output is much less than the idling
current of 0.25 A. This is why high
idling current doesn’t increase the
plate dissipation loss very much at
full, single-tone PEP output.

In Fig 2, the dc plate voltage is 3000
V and peak plate swing is 2500 V. The
power input and output are:

    P I EIN AVG B 0.664 3000 1992W= = ( )( ) ≈
(Eq 6)

    
P

I e
O

p p

4

2 2500

4
1250 W,  single tone= =

( )( )
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(Eq 7)

    P P PDISS IN O 1992 1250 742 W= − = − =
(Eq 8)

    
Efficiency

P
P

= = = ≈η O

IN

1250
1992

62.75% (Eq 9)

For comparison, the plate efficiency
for the theoretical pure class-B case
would be:

    
η π= 



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





≈
4

65.45%p

B

e

E
(Eq 10)

at 1250 W single-tone output. The RF
plate load resistance is:

    
R

e

IL
p

1

2500
1

2500= = =  Ω (Eq 11)

Fig 2—Distortion-free constant-current curves.

Fig 1—Distortion-free
transfer curve.
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Fig 3—Superimposed pure
class-B and class-AB
plate-current pulses.

at the fundamental. The idling or zero-
signal plate dissipation for class AB is:

    PDISS 0.250 3000 750 W= ( )( ) = (Eq 12)

Computing Plate Resistance RP
and Output Source Resistance
RS from Tube Curves

RP is determined by:

    
R

E
IP = ∆

∆
(Eq 13)

at a constant grid voltage at each loca-
tion on the tube chart. The current in-
creases linearly with grid voltage
above the 1-A constant-current line on
the chart. Therefore, RP is constant for
all points on the chart above that line.
Its value is:

    
RP

1000
0.1

10,000= =  Ω (Eq 14)

at all points above the 1-A constant-
current line.

RP increases as the point in question
is moved downward from the 1-A con-
stant-current line and reaches infinity
at the 0-A constant-current line. Note
that the ∆I becomes smaller for any
given ∆E as the chosen point is lowered,
which causes the rise in RP. Fig 4 shows
a plot of the reciprocal of RP, which is
conductance GP, plotted against grid
voltage. This plots as a straight line
centered on the dc bias voltage.

Computing RP and RS from a
Chart of Tube Constant-Current
Curves

Fig 5 is the same as Fig 2, but with
a few more plate-current lines added
to better represent typical tube curves
published by manufacturers. In Fig 4,
note that GP at the bias voltage (on the
0.25-A line) is exactly one-half of the
GP in the linear region above 1 A. This
means that RP at the bias or zero-sig-
nal point is exactly twice the value in
the linear region. Thus, RP is
(2)(10,000) = 20,000 Ω at this point.

Consider a very small RF signal volt-
age, such as 1 V. The value of RP is
nearly constant over the entire cycle.
Therefore, RS is 20,000 Ω. When the RF
grid-voltage swing extends beyond the
region of the square-law curve (beyond
0-1 A), the value of RP is infinite when
the grid voltage is below cutoff and re-
mains fixed at 10,000 Ω for values that
produce more than 1 A of plate current.
Since the time in the cutoff region is
equal to the time in the constant-RP
(10,000-Ω) region, the average value of
RP in this case will be 10,000/0.5 =
20,000 Ω. This is the same as the value
in the low RF grid-voltage region.
Therefore RS, which is RP when aver-
aged over a complete RF cycle, is the

Fig 4—Plate conductance
1/RP versus grid voltage.

Fig 5—Distortion-free constant-current curves with more current lines and a load line
with points marked for Chaffee analysis.

same at all values of RF grid-voltage
swing (within the maximum plate-volt-
age swing and peak-current limits).
Therefore, we can conclude that RS =
2RP for this ideal class-AB tube.

Now let us address how to determine
the value of RS by computation from
data obtained from the tube curves.
First, consider the case of pure class-B
operation for which Fig 6 is valid
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because RP is constant over the conduction period of the “di-
ode.” The Chaffee-analysis concept is used to compute the
fundamental component of the test-signal power flowing in
RP. A plate-current data point is taken at the peak of ep and
at each 15° interval; those are labeled points A, B, C, D, E,
F and Q. The current value at Q is zero, and for pure class-
B, all values beyond Q are also zero. The power delivered to
the resonant circuit is the sum of the powers delivered over
each 15° interval. It varies over the half wave as the square
of the signal amplitude (in this theoretical class-B tube),
since:

    
P

E
R

I R= =
2

2 (Eq 15)

Thus, we must weight each current sample according to
the square of the voltage amplitude of each sample. Note: I
have chosen to integrate over only 90° and double the result,
since the other half is the same for a resistive load. Point A
is divided by two, since there is only 7.5° in one-quarter cycle.
The other points are weighted according to the square of the
voltage amplitude, which is Bcos2θ, Ccos2θ, and so forth:
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R R R R R R
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(Eq 16)

All those resistance values are 10,000 Ω for the hypo-
thetical class-B case. RS is 20,000 Ω, which is 2RP; but the
same as we previously determined for the small-signal
class-AB case, which is equivalent to class A.

The complete equation for computing RS for class-AB
operation is:
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R R R R R R R R R R R R

s
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12
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
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(Eq 17)
Note: Eq 17 may be changed to use plate conductances

by multiplying the weighting factors by the conductances
instead of dividing by the resistances. A computer program
was written to compute RS for various RF peak grid-volt-
age levels from 10 to 100 V for the transfer curve shown in
Fig 1. It was found again that RS is 2RP for all signal levels.

Eq 17 can be used to compute RS for a selected operating
condition of a real tube. The values of RP, or GP, must be
determined from the tube constant-current curves for data
points A, B, C etc.

The effect upon RS of driving the tube into the nonlinear

region can be computed. RP at points A and B can become
very low. Since these points are weighted most heavily in Eq
17, the value of RS may drop dramatically. With sufficient
overdrive, RS can be reduced to the value of RL and even
lower. But that is beyond the linear range of the tube and
should never be reached in SSB operation.

Measuring RS
Fig 7 shows the essential functions of my method4 of

measuring RS with a very small test signal when the power
amplifier is on, but with no drive applied. The RP of our
theoretical tube is 20,000 Ω, which is also RS for a small
test signal. The parallel-resonant circuit represents the
selectivity of the RF output network (or tank circuit). An
ideal transformer transforms the 50-Ω load impedance up
to the RL of 2500-Ω plate load resistance. A length of coax
produces the same phase delay as the output network. The
bidirectional wattmeter measures the forward power of the
test signal going into the power amplifier and the reflected
power returning from the power amplifier. The test signal
has a source resistance of 50 Ω.

When we apply the test signal, producing 50 mW of for-
ward power, we find a reflected power of 30.247 mW (as-
suming a loss-less output network). From that, we compute
an SWR of 8:1. This is correct because the 20,000-Ω RS is
the actual load (at the test-signal frequency) across the
tuned circuit; but looking toward the test generator, the
source impedance is equal to the RL of 2500 Ω.

In actual practice, using a linear with a typical output
network, the reflected power will be less by perhaps 20% or
more because the signal has to pass through the output net-
work twice. Estimating the output network’s loss and in-
creasing the measured reflected power by this amount is
necessary for an accurate determination.

Fig 6 illustrates the functions when the RF amplifier is
operating in pure class B. The Thevenin-equivalent-circuit
concept is used to represent the power-amplifier tube op-
erating into a tuned output network. The tube conducts for
exactly 180° and therefore acts as a diode. The tube may be
operated at any power level up to the limit of its linear
range. The theoretical voltage es is that required to develop
the necessary RF plate voltage across RL at the input to the
resonant circuit. The frequency of es is the frequency being
amplified by the power amplifier, which will be 7.10 MHz
in this example. The test signal is now fed into the coax
through a 30-dB directional coupler, which directs 50 mW
toward the power amplifier and the rest of the 50-W test
signal to a 50-Ω dummy load. This load is also the load for
the amplifier under test. The test frequency is typically

Fig 6—Functional equivalent Bruene test circuit (see Note 4)
when transmitter signal is present, up to full power for pure
class-B operation.

Fig 7—Equivalent Bruene circuit (see Note 4) for measuring R
Swith the RF amplifier on, but no drive present.
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separated 10 kHz from the main-sig-
nal frequency, making it 7.11 MHz in
this example. It must be close enough
so the resonant circuit will pass both
frequencies, but far enough away so
that the test instrument can measure
the two voltages separately. A good
spectrum analyzer has enough selec-
tivity to do this. The 50-mW test sig-
nal travels toward the tube much as
an ordinary reflected wave of the main
signal would (if present).

The plate resistance is 10,000 Ω in
the conduction region, so the current
flows in half sine-wave pulses, which
contain the fundamental, dc and har-
monic components. The tuned circuit
bypasses the dc and harmonic compo-
nents to ground; therefore, the test cir-
cuit only measures the fundamental
component of the current in the half
sine-wave pulses. The peak value of the
fundamental component is one-half of
the peak amplitude of the half sine-
wave current pulse.

Now let us apply es with amplitude
that would produce full power
(1250 W) into the plate load resistance
(2500 Ω). The voltage across the reso-
nant circuit is 2500 V peak. Current
flows through es in half sine-wave
pulses. The fundamental component
of is is 1 A peak. The peak current in
the half sine wave is twice the peak
amplitude of the fundamental compo-
nent; therefore, it is 2 A peak. The
peak voltage of es (which doesn’t actu-
ally exist) is:

    

e I R Rs 1 P L2 2 1 10,000 2500

25,000 V peak

= +( ) = ( )( ) +( )
=

(Eq 18)
The average current is:

    
isAVG

1
2 0.637 A= 





≈
π (Eq 19)

which is the dc value.
At point “A” (representing the tube

anode), the test signal is traveling
from the right and “sees” RS. If RS is
higher or lower than RL, part of it the
test signal will be reflected and travel
back toward the dummy load. Its
magnitude can be read on a spectrum
analyzer connected to the directional
coupler. The SWR can be computed
from forward and reflected power
samples at the test frequency.

The RF voltage across the resonant
circuit consists of the phasor sum
of the 2500-V signal voltage (at
7.10 MHz) and the sum of forward and
reflected components of the test sig-
nal (at 7.11 MHz). The wave shape of

the phasor sum voltage at A is very
close to a pure sine wave over any one
cycle. It takes 10,000 cycles of the
small 7.11-MHz phasor to make one
revolution around the end of the
7.10-MHz phasor. Thus, the change
from one RF cycle to the next of the
sum is very small. The “diode” recti-
fies the composite voltage wave, which
is tantamount to rectifying both com-
ponents.

Conclusion
A hypothetical distortion-free tube

for class-AB operation has been found
a useful analytical tool. Also, it pro-
vides tube manufacturers with a goal
for tube design and RF power-ampli-
fier designers with an understanding
of how to choose an optimum operat-
ing condition.
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1W. Bruene, “Linear Power Amplifier De-
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pp 1754-1759.
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3Sabin, Shoenike, HF Radio Systems and
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lishing, 1955), pp 546-547.
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1991, pp 31-33, 35.
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Why are regen receivers difficult to control?
A short mathematical voyage explains this behavior.

By Bill Young, WD5HOH

343 Forest Lake Dr
Seabrook, TX 77586
blyoung@hal-pc.org

A Mathematical Model for
Regenerative RF Amplifiers

For those who like to build regen-
erative receivers, or receivers
that have regenerative IF

stages, a little better understanding of
why the control of regeneration is usu-
ally so touchy may be of interest. Let’s
consider a single regenerative RF am-
plifier stage using a JFET.

Fig 1A illustrates a single regenera-
tive RF stage. Note that this is not a
detector stage. I have chosen to build
regenerative receivers with a regen-
erative stage followed by a detector
that is not regenerative. There is a
tickler coil in series with load resistor
RL. Regeneration is controlled by a
potentiometer across the tickler coil.

In the discussion that follows, RR is
the parallel combination of the tickler
coil and the potentiometer.

We then proceed to a circuit equiva-
lent to that found in Reference 1.
Fig 1B illustrates an equivalent JFET
amplifier circuit without regenera-
tion. I have assumed that the tuned
circuit is resonant at the frequency of
interest and that losses in the tuned
circuit can be neglected. I have in-
cluded two “loop currents,” i2 and i3.
These currents will be needed in the
discussion that follows. Note that gfs
is the JFET’s small-signal transcon-
ductance and that gos is its small-sig-
nal output conductance.

Consider next the equivalent circuit
of Fig 1C. Positive feedback has been
introduced into this circuit as an addi-
tional term in the expression for the
current source between the JFET

drain and its source. Current i3 flow-
ing in the load resistor also flows
through RR. (RL is assumed much
larger than RR. RR has therefore not
been shown in series with RLin
Fig 1C.) The voltage developed across
the resistance of the regeneration con-
trol and the tickler coil (RR) is summed
with the gate-source voltage to pro-
duce positive feedback. We can solve
the resulting “two-by-two” linear sys-
tem for the currents i2 and i3. We will
skip solving for i2 and solve for i3 since
we need it to find the amplifier output
voltage. Once we have both the input
and output voltages of the amplifier,
we can write an expression for its volt-
age gain as the quotient of the two.

When I first obtained this expres-
sion, I plugged in values for the
2N3819 JFET and plotted voltage gain
as a function of RR for two values of load

mailto:blyoung@hal-pc.org


54   July/Aug 2001

resistance using the MSWorks spreadsheet-graphing tool. I
began to get the impression that increasing load resistance
shifted the regeneration point to the right; that is, toward
higher values of control resistance. However, I couldn’t get
a clear picture of how the slope (first derivative) of the gain-
RR curve varies with load resistance. Therefore, I took the
first derivative of voltage gain with respect to RR. I then
decided that what I really needed was an expression for the
first derivative with respect to voltage gain. I noticed on
examination of that expression that it could be factored in a
way that leads to a compact expression. The first derivative
of voltage gain with respect to RR turns out to be equal to be
the negative of the square of the voltage gain divided by the
load resistance.

That implies that at any voltage gain, we should be able to
reduce the slope of the gain-RR curve by increasing load
resistance, thereby improving control. This expression also
shows why regenerative circuits are touchy to control: The
slope of the gain-RR curve is proportional to the square of the
voltage gain. The higher you set the gain, the harder it is to
keep it from going higher. If you have spent any time at all
operating a “regen,” you’ll know what I mean. We would like
to set regeneration just below or just above oscillation, and
increasing the load resistance may help us do that.

From the model in Fig 1C, we can write two equations
containing currents i2 and i3:

The voltage gain is:

Fig 1—Circuit diagrams: (A) is a single JFET regenerative
amplifier stage. (B) is the equivalent circuit without regeneration.
(C) the equivalent circuit with positive feedback (regeneration).
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Taking the first derivative of Av with respect to RR:
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This expression can be factored as follows:
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Observe the left-hand factor is Av and the right-hand
factor is Av/RL. We can then write:
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The first thing I would like to try now that I know the
relationship between slope and voltage gain is to place a
source follower stage after the regenerative amplifier stage
and let the follower drive a detector stage. I could then
experiment with higher load resistances.

Bill is retired following a 36-year career as a project en-
gineer and manager with NASA in the biomedical-hard-
ware area. He was first licensed as KN5DNM in about 1953
and has been WD5HOH (General class) since about 1980.
He holds a BSEE from University of Texas (1961) and an
MS from the University of Houston, Clear Lake, in environ-
mental management (1981).
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Ordering and simplifying, we get:
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This set of equations can be solved through linear alge-
bra by writing the determinant of the matrix:
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Applying Cramer’s rule, we can write the determinant
for ∆s i3:
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Substituting Eq 5 for ∆s and solving for i3 yields:
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Using the relation:
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and simplifying yields:
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By Zack Lau, W1VT

225 Main St
Newington, CT 06111-1494
zlau@arrl.org

RF

1Notes appear on page 59.

A Small 70-cm Yagi
This six-element Yagi was designed

for a wide bandwidth—in gain, F/B
and SWR. Joe Riesert, W1JR, mea-
sured its gain at 8.5 dBd during the
1995 Eastern States VHF/UHF Con-
ference—with little gain variation
between 417 and 446 MHz.1 The SWR
is almost as broad, with better than
1.4 SWR between 422 and 446 MHz.
The gain and return loss curves mea-
sured by Joe’s HP 8753C are shown in
Fig 1. The short 30-inch boom is small
enough to fit in the trunk of a compact
sedan, perfect for portable or emer-
gency work. The F/B bandwidth is also
very good, with over 20 dB of F/B
between 424 and 450 MHz, according
to a Yagi Analyzer computer model.2
Yagi Analyzer predicts a gain between
8.51 and 9.45 dBd between 417 and
446 MHz.3 Even if you only intend to
use this antenna on 432-MHz SSB or
436-MHz satellite, the extra band-
width is useful when it rains. Heavy
rain causes antenna elements to reso-
nate lower in frequency. This is much
worse if the antenna is tweaked for
maximum gain. Yagis typically have a
low-pass gain response. The gain falls
off rapidly past the maximum-gain
point. Thus, while the maximum gain
is around 442 MHz, the gain is signifi-
cantly lower at 457 MHz, while only a
little bit lower at 427 MHz.

Electrical Design
Rather than start from scratch, I

began the design optimization using
an existing HF antenna design and
scaled it up to 446 MHz. HF antennas
tend to be very well optimized by seri-
ous contesters. Their designs make
good starting points if you want to
build an antenna with fewer than 10
elements.4, 5 I then decided to trade

some gain for bandwidth. The beam is
already small enough that there really
isn’t much of an advantage to squeez-
ing out as much gain as possible for a
given boom length. This is different

from other designs. Usually you want
as much gain as possible from a given
boom length. The optimized design is
shown in Fig 2. The element lengths
are adjusted to work with a particular

Fig 1—Gain and SWR measurements for the 70-cm Yagi.

mailto:zlau@arrl.org
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boom and mounting arrangement.
Changing the boom or element mount-
ing may require adjusting the element
lengths. I decided to use a simple
T-match, as simpler gamma matches
have a poor reputation on this band. A
T-matched Yagi is more likely to have
a symmetrical radiation pattern.

The feed system shown in Fig 3 is a
copy of that used in the K2RIW Yagi. A
half-wave balun made out of semi-rigid
coax steps up the impedance to 200 Ω.
Similarly, the T match steps up the
impedance of the driven element to
200 Ω. UT-141A semi-rigid coax has be-
come easy to obtain. You can now find
it at any big hamfest. The preferred
material for holding the balun to the
boom is a black nylon cable clamp.
White nylon is less UV resistant, while
a metal clamp presents a galvanic cor-
rosion problem with either the copper
jacket of the coax or the aluminum of
the boom. I recommend tilting the coax
connector away from the boom. This
makes it easier to attach the N connec-
tor. A UHF connector is not recommend
at 70 cm. The matching network would
have to be redesigned to tune out the
impedance mismatch created by con-
nector. The drilling layout for the
mounting bracket is shown in Fig 4.
After bending it into an L, I bent it with
a pair of pliers to match the boom. This
isn’t necessary and looks quite a bit
worse than the nicely formed brackets
that were once sold by Tom Rutland of
Rutland Arrays.6 Aluminum alloy
(5052-H32) is a good choice for the
mounting bracket, as well as any other
corrosion-resistant sheet-metal parts
that need to be bent.

The copper straps (see Fig 5) for the
balun are bent with round-nosed pli-
ers to form a curve that matches the
semi-rigid coax shield. Once the straps
are soldered to the balun, I wrap cop-
per foil around the soldered joint for
reinforcement and solder the assem-
bly again. The finished assembly is

Fig 2—Rough scale drawing of the boom and elements.

considerably more rugged. If you use a
square boom, the two copper straps
that hold the semi-rigid coax may be
replaced by a single U-shaped strap
sandwiched between the boom and
mounting bracket. In that case, I’d rec-
ommend tinning the copper strap with
solder to reduce the difference in elec-
tromotive potentials between the met-
als that result in galvanic corrosion.
Similarly, brass rod or tubing can
be used for the driven element to
reduce the corrosion problem. I used
3/16-inch 6061-T6 aluminum rod for the
elements of the prototype.

Mechanical Design
The mechanical design is based on

work by Dick, K2RIW, and George,
W2KRM. Dick discovered that Yagis
with through-the-boom-mounted ele-
ments would lose gain due to alumi-
num oxide changing the effective
electrical lengths. Some of the ele-
ments would become insulated from
the boom, becoming longer electrically.
For a one-inch diameter boom, this is a
variation of about 0.3 inches, which is
quite significant on 70 cm. Fire up a
computer model and see what happens
when you add 0.3 inches randomly to a
few elements. As documented in The
ARRL Antenna Book, Dick mounted
his elements on plastic blocks riveted
to the boom.7 After creating RIW Prod-
ucts in 1977, George, W2KRM, de-

Table 1—Yagi Analyzer Model with
Spacings between Elements and
Half-Element Lengths

file 446.yag
446 6 el
432.000 446.000 446.000 MHz
6 elements, inches
Spacing 0.188
0.000 6.798
2.394 5.866
2.715 6.024
6.528 5.836
7.907 5.787
7.546 5.390
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Fig 3—Yagi feed system. The balun is held to the boom with a 1/8-inch black nylon clamp. I’d suggest a Digi-Key #RP323 or
Richco Plastic Co N-2-BK.
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vised the method with UV protected
Delrin shoulder washers and push on
fasteners for quick assembly. The com-
mercial version of the RIW-19 was
reviewed in QST (Dec 1978, p 34).

I used stainless-steel retaining
rings and shoulder washers to se-
curely attach the elements through a
7/8-inch round aluminum boom. At
70 cm, a 0.236-inch boom correction is
required when using insulated ele-
ments mounted through the boom.
Each element needs to be 0.236 inches
longer than the free-space length. This
results in the element lengths shown
in Table 2. These lengths will also
work with a 7/8-inch square boom. Sig-
nificantly changing the mounting
technique or boom diameter may re-
sult in the need for a different boom
correction. Chapter 9 of The ARRL
UHF/Microwave Experimenter’s
Manual is an excellent reference on
boom corrections. The spacings are be-
tween element centers. I like to use
aluminum booms, as they are strong
and light. The shoulder washers

Fig 4—Mounting bracket dimensions (before bending). I
recommend 50-mil thick 5052-H32 aluminum.

Fig 5—20-mil-thick
copper strap used to
attach the balun to
the mounting plate.

Fig 6—Delrin shoulder-washer dimensions. Fig 7—70-cm Yagi mounted to a 11/4-inch boom.

Table 2—Actual Yagi Element Lengths and Spacings
between Element Centers

Spacing Cumulative Boom Length Element Length

0 13.832
2.394 2.394 11.968
2.715 5.109 12.284
6.528 11.637 11.908
7.907 19.544 11.810
7.546 27.09 11.016

shown in Fig 6 are easy to make if you
have a lathe.8 A 7/16-inch Delrin rod is
drilled to accept the 3/16-inch-diameter
elements. A lathe is used to cut the
5/16-inch shanks. A cutoff tool is then
used to quickly separate the finished
shoulder washers. A rear-mount cut-
off tool can be used for quickly alter-
nating between the tool bit and the
cutoff tool. A miniature hobby lathe
should work just fine when working
with small pieces of plastic. While
normally not necessary, you can use
Teflon for more UV resistance. Cheap
SB-313 black nylon insulators sold by
Heyco will also perform adequately.
While nylon isn’t a great RF insulation
material, that quality isn’t required
for this application.

Before drilling the boom, I recom-
mend measuring the U-bolt used for
mounting the mast to determine dimen-
sion “U.” I’ve found that the actual spac-
ing can vary just a bit. Apparently the
fabrication technique for bending
U-bolts isn’t as precise as other machin-
ing operations. The spacing on the pro-

totype is 2 inches. I find that 5/16-inch
holes seem to work okay, although
1/4-inch holes would work better if
drilled accurately. I use wing nuts to
attach the U-bolt to a mast. I’ve found
a machined saddle that precisely
matches the curvature of the boom
tremendously reduces slippage when
tools are not available for assembly.

Commercial 432-MHz antennas of-
ten use standoff insulators to mount
the T-bars. I have not found this neces-
sary for portable work. While the bars
do slowly become unsoldered with rug-
ged handling, it is a simple matter to
resolder the bars. It also helps to wrap
the center conductor of the semi-rigid
coax around the T-bars to make a good
mechanical connection.

Figs 7 and 8 show the completed
antenna. There’s a close up of the feed-
point area on the cover of this issue.

Alternative Yagi Designs
If you need something simpler, I rec-

ommend the “Cheap Antennas,” by
Kent Britain, WA5VJB.9 They have
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wooden booms and a very simple feed
system. Kent presents four different
designs to cover the 70-cm band. His
designs are optimized for 421.25, 432,
435 and 450 MHz. Kent reinvented a
very simple J-shaped feed that ap-
peared in Understanding Amateur
Radio.10 The first antenna with a
J-shaped feed was a three-element
2-meter beam. Alternately, if you
want a little more gain, I’ve had good
luck with Steve’s 10-element, 14-dBi
432-MHz Yagi that fits on a 62-inch
boom.11

Notes
1The reference antenna was a 11-dBd

Antennaco Yagi that has 10 elements on
a 5-foot boom.

2A Windows compatible version of this pro-
gram comes on a CD with the 19th edition
of The ARRL Antenna Book (Newington:
ARRL, 2000, Order No 8047).

3YA uses isotropic gain –2.15 dB as dBd.
4D. Leeson, W6QHS, Physical Design of Yagi

Antennas, (ARRL, 1992, Order No 3819).
5R. Straw, N6BV, The ARRL Antenna Book,

19th edition.
6Thomas H. Rutland, K3IPW, SK.

Fig 8—Yagi showing reflector, driven
element and first director.

7The ARRL Antenna Book, 13th Edition
(ARRL, 1974), pp 243-244.

8Machined shoulder washers are also avail-
able from Byer’s Chassis, Directive Sys-
tems and Down East Microwave.

9K. Britain, WA5VJB, “Cheap Antennas,”
Proceedings of the 28th Conference of the
Central States VHF Society, (ARRL, 1994,

Order No. 4823) pp 58-63.
10George Grammer, Understanding Ama-

teur Radio, (ARRL, 1963), p 293.
11Steve Powlishen, K1FO, “Rear-Mount

Yagi Arrays for 432-MHz EME: Solving the
EME Polarization Problem,” The ARRL
Antenna Compendium, Vol 3, (ARRL,
1992, Order No 4017), p 8.
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Letters to
the Editor

On Coax Cable Modeling
(RF, May/Jun 1999)

I’ve been experimenting with the
Student Version of Ansoft Serenade.
My interest lies mostly in modeling
antenna feed-system networks, which
leads to using the electrical model of
the CAB coaxial cable element. In ad-
dition to the characteristic-impedance,
physical-length and velocity-factor pa-
rameters, this model requires two at-
tenuation coefficients. Using Serenade
terminology, these are called C1 and
C2. They represent the conductor loss
and dielectric loss, respectively. The
matched line (ML) loss is then:

    ML C1 f C2 f= ( ) + ( )
1
2

(Eq 1)

where ML is in decibels per meter and
f is the frequency in gigahertz.

In the RF column of the May/June
1999 QEX, Zack Lau described a way
to determine these coefficients that
used the optimization function of
ARRL Radio Designer (ARD). This
technique is of course also applicable
to Serenade. I’d like to share a few al-
ternative methods. Forgive me if this
is “old news” to experienced users of
either Serenade or ARD.

The C1 and C2 numbers are based
on units of meters (for line length) and
gigahertz (for frequency). Times Mi-
crowave Systems (TMS) uses the same
concept, as do many reference books;
but TMS calls the coefficients K1 and
K2 and bases them on units of 100 feet
and megahertz (shown as f2 to avoid
confusion). Using these units for
length and frequency, the matched line
loss is:

    ML K1 f2 K2 f2= ( ) + ( )
1
2 (Eq 2)

TMS catalogs (which may be re-
quested via www.timesmicrowave
.com) list the K1 and K2 coefficients
not only for the various LMR-type
cables, but also for just about any RG-
type coax ever made. You can look up
the K1 and K2 numbers for the cable of
your choice in the TMS literature, then
use the following unit-conversion
equations to determine C1 and C2:

    
C1

K1= 



( )

30.48
1000

1
2 (Eq 3)

    
C2

K2= 



( )

30.48
1000 (Eq 4)

A second technique is similar to
Lau’s method in that it uses a tabular
set of loss specifications in decibels
per 100 feet at various frequencies in
megahertz. Many manufacturers,

such as Belden, supply loss figures in
this format only. Using Eq 1 for
matched-line loss, it is possible to de-
termine what the coefficients must be
in order to arrive at a “least-squares”
best fit to the tabular data points.
This can be done by using multiple
linear regression with (f)1/2 as one in-
dependent variable and f as a second
independent variable.

Excel has a built-in function named
LINEST to do linear regression, and
I’ve created an Excel workbook called
BestFit.xls that incorporates this
function. The workbook can accept up
to 10 pairs of decibel and frequency
numbers. It then computes K1, K2,
C1 and C2, shows the “R-squared”
measure of the curve-fit quality and
charts attenuation versus frequency
using both the given specifications
and the “as-computed-with-coeffi-
cients” results. If you want to deter-
mine C1 and C2 using a particular set
of loss values, perhaps from tabular
specifications or from direct measure-
ments, you can use BestFit.xls to do
the number crunching.

BestFit.xls is one component of a
larger Excel application called
XLZIZL. The XLZIZL package may be
downloaded from www.qsl.net/
ac6la.—Dan Maguire, AC6LA, 2150
Louis Holstrom Dr, Morgan Hill, CA,
95037; ac6la@arrl.net.

Beyond Fractional-N
(Mar/Apr and May/Jun 2001)

[I would like to correct] some minor
typographical errors in Fig 6 [of Part 1]
of the referenced article. [A mark-up of
the figure was attached that indicates
the following corrections: Outputs at
the right margin should be labeled
77-105 MHz; VCO output at (B) should
be labeled 770-1050 MHz; DDS output
at top should be labeled 7.7-10.5 MHz;
similar corrections should be made in
the caption to indicate 77-105 or 770-
1050 MHz—Ed.]

When I first tried to learn the basic
concepts of frequency synthesizers
several years ago, I had one devil of a
time. The concept of the phase-locked
loop was my biggest stumbling block.
It is hard to simply imagine how
these things work, so I had to actually
experiment with them a bit before
they began to make sense; however,
that is pretty much the extent of my
knowledge of the subject.

Nevertheless, I found Cornell
Drentea’s article to be very informa-
tive and easy to understand. He ap-
proaches a complex subject by easing
into it with some big-picture diagrams
and he doesn’t get bogged down with
details right away. It takes a special
talent to write like that, not to mention

a great degree of self-control. Many
technical people are too eager to show
what they know, and therefore quickly
dive into the technical muck.

Mr. Drentea’s credentials speak for
themselves and he impresses more by
keeping his discussion high-level. I re-
ally enjoyed the article.—Keith A.
Kunde, K8KK, 8355 Dalepoint Rd, In-
dependence, OH, 44131

Doug,
I noticed your notes in KW7CD’s

synthesizer article today. Thanks for
mentioning the Conexant CX72302
device! I have been using this part at
work, and you can be sure it’ll be go-
ing into several “pork” projects
around the shack here.

A few of us who are active on micro-
wave bands have had some fun with
this part and it really should be made
known to more experimenters out
there. The thing is gonna make a great
frequency controller for that surplus 2
to 4 GHz YIG sitting in my junk box.

It all makes me wonder what the
capabilities of the next new synthe-
sizer chip will be. There is an embar-
rassment of riches in parts out there
for the RF experimenter these days. I
notice that there doesn’t seem to be
any noticeable increase in experi-
menters and homebrewers among
hams today—this needs to change.—
Harry Chase, WA1VVH, 166 Heald
St, Pepperell, MA 01463-1250;
wa1vvh@net1plus.com.

Hi Doug,
Well, I got what I expected out of

this issue. I wish you had not given
the front cover to KW7CD’s DDS. It’s
gorgeous of course, and apparently
commercial, but that cover implies
approval of a DDS with an acknowl-
edged spurious of –76 dBc. Man!

You sure redeemed yourself with
Paul Shuch’s article however, and
John Stephensen ought to get a QEX
cover plaque or some such for all his
efforts. I’d like to see his finished
product! Even if it were ugly style, it
would impress me with the thought,
design and analysis that went into it.

I’ve admired Shuch’s work for
years. I keep a copy of his December
1987 QEX article on the “Far Field
Falacy.” He’s a teacher’s teacher. I
sure would like to see an article by
him in QEX about the details of the
Argus project: Why don’t you talk him
into it? I don’t have much hope of
finding some creature in the galaxy
that is (1) within a hundred years or
so of us in radio development, (2) who
is interested in letting his where-
abouts be known, (3) has a modula-
tion technique that we could

http://www.timesmicrowave.com
http://www.timesmicrowave.com
http://www.qsl.net/ac6la
http://www.qsl.net/ac6la
mailto:ac6la@arrl.net
mailto:wa1vvh@net1plus.com
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understand and (4) is willing to spend
his resources with such abandon; but
the bragging rights to a research-
grade radio telescope is just about
enough to turn me on.—Harold
Johnson, W4ZCB, 115 Kindy Forest
Dr, Hendersonville, NC 28739-8847;
w4zcb@ispchannel.com.

Doug,
I have read the comments of Mr.

Johnson and I think he has not quite
understood the significance of the
spurious specification I mentioned.
The –78 dBc refers only to the DDS
portion of my design, not to the final
output. Readers should note that out-
side the PLL loop bandwidth, the PLL
eliminates all spurs of the DDS that is
driving it. In addition, all AM spurs
from the DDS are eliminated by squar-
ing its output at the PLL’s reference
input. I took great care to ensure that
the remaining in-band PM spurs were
limited to a very much lower value.

I would like to add that stand-alone
DDS is an excellent way to generate
a BFO, especially in concert with a
crystal filter at the output. I have
done this with success. I have also
achieved better than –90 dBc spuri-
ous using DDS at much higher fre-
quencies.—Cornell Drentea, KW7CD,
757 N Caribbean, Tucson, AZ 85748;
CDrentea@aol.com

On Amplifier Output-Impedance
Measurements

Correspondence in QEX has ad-
dressed a number of questions relat-
ing to RF amplifiers and their loads.
[Some of] these questions appear to
be, when an RF amplifier is adjusted
for maximum power output:

1. What is the internal impedance
of the amplifier?

2. How can the internal impedance
be measured?

3. How does a phase shift in a cou-
pling network affect such measure-
ments?

The simplest way to measure the in-
ternal resistance is the load-variation
method described and derived in past
correspondence. Because the plate re-
sistance of real vacuum tubes is not
constant, the test loads should be rea-
sonably close to the value drawing
maximum power and fall symmetri-
cally about that value. I have seen no
measurements or calculations that in-
dicate how close “reasonably” must be,
but if plate resistance is a useful con-
cept—and it seems to be—then I would
suspect that the measured equivalent
internal resistance will not be terribly
sensitive to the values of the test loads.

The Thévenin-equivalent circuit is
defined entirely by the voltages and

currents seen at a pair of terminals.
For a good RF amplifier, the output
will be a sine wave with very small
(ideally zero) harmonic content. This
wave conveys no information concern-
ing its origin. Phase shifts upstream
of the terminals cannot be detected,
and thus do not affect measurement
of the internal impedance of the
Thévenin-equivalent circuit. The
Thévenin-equivalent circuit can be
viewed as located at the terminals.
Note that the coupling network,
which may introduce a phase change,
matches the Thévenin-equivalent in-
ternal impedance to the load—say
50 Ω. Looking into the output termi-
nals, the impedance seen is 50 Ω. If a
transmission line matched to the load
(50 Ω) is attached to the output termi-
nals, the impedance seen looking into
the load end of the (matched!) line is
50 Ω, regardless of its length. The
presence or absence of a section of
matched transmission line or an
equivalent lumped-element network
has no effect on the measurement.

In recent correspondence, ques-
tions [were raised] concerning
whether the load-variation method
could measure source impedances if
those impedances were complex. It is
assumed that the load voltages are
measured as magnitudes.

A complex source impedance cannot
be measured by load variation using
two test loads. However, the circuit
arrangement is identical to that used
in the three-meter method of measur-
ing impedances. It follows that the
complex impedance can be measured
by measuring voltage magnitudes
across three test loads.

Each test load, Ri, produces a rela-
tion for the voltage across the test
load of:

    

V V
R

R R X
i s

i

s i s

2 2
2

2 2
=

+( ) +
(Eq 5)

where Vs, Rs and Xs refer to the
source and Ri and Vi refer to the test
load. Solving one of these relations for
Vs

2 and substituting into the other
two relations produces, after complet-
ing the square,

      
R

B
C

D
C

B C

C
i

i

i

i

i i i

i
s s+







+






=
−1

1

2
1

1

2 1
2

1 1

1
22

X
4A

4
(Eq 6)

where

where the subscript i is 2 or 3.
These equations are the equations

of circles in the R-X plane with cen-
ters and radii of:
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(Eq 8)

Plotting these two circles, the solu-
tion for Rs and Xs is found at their in-
tersections. As an example, for Rs + jXs
= 1 + j1:

    

R V

R V

R V

1 1

2 2

3 3

0.5,       0.2774

1.0,       0.4472

1.5,       0.5571

= =

= =

= =
(Eq 9)

The centers and radii of the two
circles are found to be c = 0.429 and r =
1.152 and c = 0.3125 and r = 1.214. The
intersections occur at (1, 1) and (1, –1).
The sign of the reactance cannot be de-
termined with purely resistive test
loads. As a practical method, voltage
measurements of high accuracy are
needed, as the calculations take differ-
ences between the squares of the volt-
ages.—Bert Weller, WD8KBW, 1325
Cambridge Blvd, Columbus, OH, 43212;
a-nweller@worldnet.att.net

Next Issue in
QEX/Communications

Quarterly
Want to try the new “lowfer” band at

136 kHz? It presents some unique
opportunities and challenges. At that
frequency, you’ll need a way of
matching a horrendously low radiation
resistance to your transmitter; quite
often, that means a large loading
inductor at the base of a vertical
radiator.

Even with Qs around 200, though,
which would normally be considered
good, you may find your antenna
system’s efficiency severely limited by
the shortness—in wavelengths—of the
radiator. Many operators are getting
efficiencies around 0.1%. That means
you can put in 1 kW and radiate only
about 1 W!

Higher-Q inductors result in direct
and immediate improvement in effic-
iency. That is where Paolo Antoniazzi,
IW2ACD, and Marco Arecco, IK2WAQ
come in. They have done a lot of work on
the subject, and in the next issue, they
pass it along to you. The article draws on
familiar concepts, but it contains
explanations of some effects you might
not have thought of, too. Their balanced
presentation also includes many
practical suggestions and data about
what does and doesn’t work.    
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