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and information among Amateur Radio experi-
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2) document advanced technical work in the
Amateur Radio field, and

3) support efforts to advance the state of the
Amateur Radio art.

All correspondence concerning QEX should be
addressed to the American Radio Relay League,
225 Main Street, Newington, CT 06111 USA.
Envelopes containing manuscripts and letters for
publication in QEX should be marked Editor, QEX.

Both theoretical and practical technical articles
are welcomed. Manuscripts should be submitted
on IBM or Mac format 3.5-inch diskette in word-
processor format, if possible. We can redraw any
figures as long as their content is clear. Photos
should be glossy, color or black-and-white prints
of at least the size they are to appear in QEX.
Further information for authors can be found on
the Web at www.arrl.org/qex/ or by e-mail to
qex@arrl.org.

Any opinions expressed in QEX are those of
the authors, not necessarily those of the Editor or
the League. While we strive to ensure all material
is technically correct, authors are expected to
defend their own assertions. Products mentioned
are included for your information only; no
endorsement is implied. Readers are cautioned to
verify the availability of products before sending
money to vendors.
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A Empirically Speaking
During discussions with readers,

authors and others, I’ve seen that I
should explain a bit more about our
editorial process. Much of this in-
formation is in our Author’s Guide
(www.arrl.org/qex), but it’s time for
me to dispel a few persistent miscon-
ceptions.

We are happy to respond to propos-
als sent via e-mail, but we must review
a complete manuscript before deciding
on acceptance. A positive reaction from
us to your query is not a guarantee
that the finished manuscript will be
acceptable. We like to get your articles
in both printed and diskette form at
headquarters in Newington. On re-
ceipt, Maty Weinberg sends you an ac-
knowledgment by regular mail.

Your article then enters a review
phase in which I often employ outside
help. External review sometimes
takes several weeks. I’m free to ask
ARRL Technical Advisors or anyone
else I trust to help me decide, but the
final decision rests with me. Criteria
used to evaluate articles are in the
Author’s Guide; the relative impor-
tance of each of those may depend on
some of the others. For example: We
may have to weigh the amount of
work we must do on an article against
its novelty or import. As explained in
the Author’s Guide, articles submit-
ted in the standard form have a bet-
ter chance of acceptance. In fact,
many magazines automatically re-
turn articles just because they aren’t
formatted correctly.

One common mistake is putting
graphics in the main body of the text:
Put them in separate files on diskette.
Captions belong in a list at the end of
the manuscript. Electronic images
should be submitted with the highest-
possible resolution. We need at least
300 pixels/inch at the final image size
in the magazine. (That is about 675
pixels wide for a one-column image,
1350 for two, 2025 for three.)

Another frequent error is the exces-
sive use of word-processor tools. Avoid
formatting codes such as tab set, block
protect and so forth. Pick one font and
stick with it inside the main text. Notes
or references should be indicated by a
superscript numeral at the first occur-
rence and by plain English at subse-
quent occurrences (eg, “see Note 4”).

After an article is accepted, I edit it
and, if necessary, put it into stan-
dard form. I don’t like to make major
changes or alter your style, but I will
recast a sentence occasionally or fix
wasteful locutions like “in order to.”
The most common thing I do is to add
commas; I often break up long sen-
tences with other punctuation. If I
think your meaning is unclear or if
something I do may alter it, I’ll con-
tact you. Two to three months before
the cover date of an issue, Bob
Schetgen gets the edited copy and he
parses it again. He always finds
things I missed and he may have
questions that didn’t occur to me.
Then he prepares the article for pro-
duction.

The last thing you see before publi-
cation is a final layout of your article,
usually in a PDF file sent via e-mail.
We strive to give you several days to
look it over. At that stage, we gener-
ally don’t have time to make major re-
visions, since we are within a week or
two of our deadline. Bob and the pro-
duction crew must make everything
fit; still, it’s your name under the title
and we want the thing to be right.

In This Issue
Ron Barker, G4JNH, takes us on a

journey down a feed line from the
transmitter to the antenna and back.
He shows a way to measure antenna
impedance without climbing the tower.
Grant Bingeman, KM5KG, explains
how to get a bit more usable bandwidth
out of your antenna by inserting an
SWR-bandwidth broadening network.
Robert Brown, NM7M, contributes an-
other installment about the vagaries of
MF propagation.

Paolo Antoniazzi, IW2ACD, and
Marco Arecco, IK2WAQ, present their
studies of LF coils. George Murphy,
VE3ERP, summarizes formulas for coils
in general. Ron Tipton gives us a high-
resolution voltmeter you can build. My
article about “deconvolution” descibes a
DSP technique to correct some forms of
distortion. In Tech Notes, Pete Bertini,
K1ZJH, presents Sam Ulbing, N4UAU’s
piece about a class-D audio amplifier.

In RF, Zack Lau, W1VT, uses cell-
phone components to facilitate an
852-MHz local oscillator.—73, Doug
Smith, KF6DX

http://www.arrl.org/qex/
mailto:qex@arrl.org
http://www.arrl.org/qex/


Sept/Oct 2001  3

If you’re interested in measuring the feed-point
impedance of your antenna from the comfort

of the shack, without knowing the length of the
feedline, this spreadsheet in MS Excel is for you.

By Ron Barker, G4JNH, VK2INH

171 Leicester Rd
Ashby de la Zouch
Leicestershire, LE65 1TR, UK
ron.g4jnh@talk21.com

A Spreadsheet for Remote
Antenna Impedance

Measurement

When experimenting with an-
tennas, there are situations
when it can be extremely use-

ful to know the feed-point impedance.
Perhaps the most obvious way to get
that information would be to climb the
tower with a self-contained portable
impedance bridge; but, even apart from
the safety aspect, there are disadvan-
tages in this approach. The proximity
of the person making the measurement
so close to the antenna and the fact that
the feeder has to be disconnected could
lead to changes in the impedance value.
A more popular method is to use a
feedline of the shortest possible length

to reach the ground whilst being an
exact number of electrical half wave-
lengths long. This method is restricted
to one spot frequency for any particu-
lar length of feedline and furthermore,
it provides no compensation for the ef-
fect of feedline loss.

A much better method is to utilize the
Smith chart, since the feedline can be
of random length, which means that
measurements can be taken at any fre-
quency from the comfort of the shack.
Furthermore, the effects of line loss can
be taken into account. It is a two-stage
operation: Stage one determines the
Smith-chart length of the line, which is
then used in stage two to determine the
impedance of the antenna. Smith-chart
line length is defined as the electrical
length of the line in wavelengths by
which it exceeds the highest whole

number of half wavelengths. Its value
is within the range 0.000 to 0.500. For
example, the Smith-chart length of a
line of 2.702 wavelengths would be
0.202 and that of a line of 3.343 wave-
lengths would be 0.343. Alternatively,
it can be defined as the length in wave-
lengths by which it differs from the
nearest whole number of half wave-
lengths when its value is within the
range –0.250 to +0.250. By this defini-
tion, the examples given above would be
0.202 and –0.157. It can also be quoted
in degrees or radians where one wave-
length is equal to 360° or 2π radians.

To determine its Smith-chart length,
the line is disconnected from the an-
tenna and terminated with a resistive
load, preferably having a value of either
1/3 to 1/2, or 2 to 3 times the character-
istic impedance of the line. R ± jX

mailto:ron.g4jnh@talk21.com
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readings are taken at the transmitter
end of the line and these together with
the value of the terminating resistor
are entered onto the Smith chart. Lines
are then projected from the prime cen-
ter through these points to the circum-
ference of the chart. The Smith-chart
line length corresponds to the distance
around the chart between the two inter-
sections starting in a clockwise direc-
tion from the resistive-load position.
Line loss has no effect on the result of
this operation. Preferred limits for the
value of the load resistor are stipulated
so that the value is not too close to the
characteristic impedance of the line.
When the load value is close to Z0, accu-
racy is impaired because very small
changes in R ± jX correspond to signifi-
cant changes in Smith-chart line
length. On the other hand, if the value
chosen is too far removed from Z0, the
R ± jX readings may be outside of the
range of the impedance bridge. The best
load value is one as far as possible from
line Z0, whilst giving readings within
the range of the impedance bridge. For
use with 50-Ω line, I use either a 20-Ω
or 120-Ω resistor with good results.

Having determined the Smith-chart
length of the feeder, the antenna is re-
connected and R ±  jX readings are
taken again at the transmitter end of
the line. The new results are entered on
the chart and a line is projected from
the prime center through that point to
the circumference. The impedance of
the antenna is obtained by going back
around the circumference in an anti-
clockwise direction by an amount equal
to the Smith-chart line length. A line is
projected from this point to the prime
center and the impedance of the an-
tenna then corresponds to the point on
this line which is the same distance
from the prime center as the measured
R ± jX point. (Distance from center cor-
responds to SWR—Ed.)

The effects of line loss can be in-
cluded via the sidebar on the chart,
which provides a correction factor for
the distance from the prime center to
the antenna impedance point, depend-
ing on the known line loss. The finer
points of Smith chart use are beyond
the scope of this article. Interested
readers can learn them from Chapter
28 of any recent ARRL Antenna Book.1
We shall return to the subject of cor-
recting for line loss later.

The method of impedance measure-
ment just outlined works very well, but
it is tedious and time-consuming. I
know from my own experience how easy

it is to make mistakes in counting the
small divisions on the chart. For many
years, computer programs have per-
formed Smith-chart impedance trans-
formations when the Smith-chart line
length is known. I found none, however,
that would reveal the Smith-chart line
length from known impedance values at
both ends of the line, except in the spe-
cial situations of either open or shorted
terminations. For reasons that we shall
examine later, the open and short op-
tions are not acceptable. Therefore, I
began to devise a mathematical method
that would accept the range of line ter-
minations as just described, work with
a paper Smith chart and that could be
easily incorporated into a computer
program. The result is a very easy to use
spreadsheet, the derivation of which is
described below.

The Method
Stage 1: Determination of Smith-
Chart Line Length

As we saw in the introduction, re-
mote antenna-impedance measure-
ment is a two-stage process. The same
approach is taken when the procedure
is carried out by computer, so the first
challenge is to devise a mathematical
procedure for calculating Smith-chart
line length that can be incorporated
into a computer program.

When the remote end of a transmis-
sion line is either shorted or left open,
there are very simple mathematical
relationships between the reactance
at the input end and the Smith-chart
line length:

    
tanθ =

X
Z

IN

0
(Eq 1)

for a shorted termination and:

    
tanθ =

Z
X

0

IN
(Eq 2)

for an open termination, where θ is the
Smith-chart line length in degrees or
radians.

There is, however, a major problem
with this simple approach: The equa-
tions do not consider line loss, and the
error resulting from a loss of only 1 dB
(typical in an amateur station) would
render the result doubtful, particularly
if the Smith-chart line length were in
the range 0.2 to 0.3. Furthermore, it is
difficult to measure high values of reac-
tance, although I don’t see this as being
insurmountable. I decided to seek a
method compatible with my own bridge
(which is typical of impedance bridges
available to amateurs) and that would
correct for line loss.

Two rather formidable equations

relate the parameters involved in
Smith-chart impedance transforma-
tions. These equations appear in many
older editions of the ARRL Handbook,
but they have been replaced by a
single equation since 1995. The “new”
equation looks less formidable at first
sight, but it involves complex numbers
and hyperbolic functions that put me
off its use for this application. The
equations I chose were taken from The
1989 ARRL Handbook.2 They are:

    

R
R

X
Z

R
Z
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a a

=
+( )

−






+






1

1

2

0

2

0

2

tan

tan tan

θ

θ θ (Eq 3)

and
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1

2
2 2

0

0

2

0

2

tan tan

tan tan

θ θ

θ θ

Z

(Eq 4)

1Notes appear on page 11.

where
RIN = input resistance
XIN = input reactance
Ra = antenna or load resistance
Xa = antenna or load reactance
Z0 = feeder characteristic imped-

ance
θ = Smith-chart line length in de-

grees or radians
These equations take no account of

line loss and we need to decide how to
address that before applying them to
the determination of Smith-chart line
length. When a paper chart is used line
loss is automatically accommodated;
here it must be separately considered.

Let us assume that we have an un-
known length of 50-Ω line terminated
at the antenna end with a 20-Ω resis-
tor. The SWR at that end of the line
would be 50 divided by 20 giving 2.5:1,
but at the transmitter end of the line, it
would be less than that because of line
loss. Let us assume a value of 2.0:1,
which would be the case if the line loss
were slightly more than 1 dB. If we were
to use values of resistance and reac-
tance at the input and antenna ends
that related to different values of SWR,
which would always be the case in a real
situation due to line loss, the result for
tanθ would be incorrect. However, if we
use the measured resistance and reac-
tance at the transmitter end of the line
to calculate SWR, we can then calculate
very easily what the notional value of a
purely resistive load at the antenna end
of the line would have had to be to pro-
duce the measured resistance and reac-
tance had there been no line loss.
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Therefore, in the situation above, the
notional value of Ra would be:

    
notional R

Z
SWR

Z
a  = = =0 0

2
25 Ω (Eq 5)

There is no need to work out the
notional value of Ra because, as we
shall see later, it can be entered into
the equation we shall use to calculate
tanθ as Z0/SWR. Furthermore, it is not
necessary to know the actual value of
the terminating resistor, but only
whether it is higher or lower than Z0.
For the time being, we shall work on
the basis that it is lower than Z0.

So, as we saw in the introduction, the
first stage of determining the Smith-
chart line length is to terminate the
feeder with a resistive load of suitable
value and measure R ± jX at the trans-
mitter end. The results are used to cal-
culate reflection coefficient and SWR at
the transmitter end of the line using the
familiar equations as follows:

    

ρ =
−( ) +

+( ) +

Z R X

Z R X

0
2 2

0
2 2

IN IN

IN IN
(Eq 6)

and

    
SWR = +

−
1
1

ρ
ρ (Eq 7)

We can now turn our attention to the
determination of Smith-chart line
length. For this, we shall only need
to use Eq 3. Because the load is purely
resistive, that simplifies to the
following:

    

R
R

R
Z

IN
a

a
=

+( )
+

1

1

2

0

tan

tan

θ

θ (Eq 8)

However, as we saw earlier, Ra can
be entered as Z0/SWR, which gives:

    

R

Z

SWR

SWR

IN

0
2

2

2

1

1

+( )

+

tan

tan

θ

θ (Eq 9)

To the derive Smith-chart line
length, we need to isolate tanθ on one
side of the equation. First, multiply
both the numerator and denominator
of the right-hand side by SWR2, which
gives:

    
R

SWR Z

SWR
IN =

( ) +( )
+

0
2

2 2

1 tan

tan

θ

θ
(Eq 10)

therefore

    

R SWR

SWR Z

IN
2 2

0
21

+( )
= ( ) +( )

tan

tan

θ

θ
(Eq 11)

    

R SWR Z

SWR Z R SWR

IN

IN

tan tan2
0

2

0
2

θ θ− ( )
= ( ) − (Eq 13)

    
tan2

0 0
2θ R SWR Z SWR Z R SWRIN IN− ( )( ) = ( ) −

(Eq 14)

    
tan2 0

2

0
θ =

( ) −
− ( )

SWR Z R SWR

R SWR Z
IN

IN
(Eq 15)

    

tanθ = ±
−

−

Z R SWR
R

SWR
Z

0

0

IN

IN (Eq 16)

The selection of the correct sign for
tanθ presents no problem because
when the load is purely resistive and
less than Z0, the sign of tanθ  is always
the same as the sign of XIN.

Having established the value of
tanθ, we can convert it to Smith-chart
line length as follows:

  
λ

θ
π

=
( )−tan tan1

2
(Eq 17)

if we are working in radians, or:

  
λ

θ
=

( )−tan tan1

360
(Eq 18)

if working in degrees. The Smith-chart
line length given by Eqs 17 and 18 is in
the format of the second definition
given in the introduction and it will
have a value within the range –0.250
to +0.250.

All of the foregoing has assumed a
value of the terminating resistor that is
less than the characteristic impedance
of the line. If the terminating resistor’s
value is greater than the characteristic
impedance of the line, we need only add
0.250 to the outcome of Eq 17 or 18. If at
this stage, the value is negative, 0.500
is added to produce a positive value.
Having established the Smith-chart
line length, we can now proceed to the
measurement of antenna impedance.

Stage 2: Determination of
Antenna Impedance

As in Stage 1, the first point we have
to decide on is how to correct for line
loss. Points on a transmission line
where the impedance is purely resis-
tive correspond to Smith-chart line
lengths of zero and 0.250. The math-
ematics of correcting the impedance of
these for line loss are straightforward;
but anywhere else, where there is a
reactive component unless the line is
perfectly matched, the correction is
much more tedious. The approach
taken here is to make the correction at
the Smith-chart zero position. To do
this, we must first establish the reflec-
tion coefficient and SWR at the trans-
mitter end of the line. Then, by using
a known value of line loss, we can de-

termine the reflection coefficient and
SWR at the antenna end of the line.

Therefore, with the antenna recon-
nected to the transmission line, R ± jX
readings are taken at the transmitter
end of the line at the same frequency
as was used for the determination of
Smith-chart line length. Eqs 6 and 7
are used as in Stage 1 to determine
values for reflection coefficient and
SWR at the transmitter end of the line.
With the known value of line loss, we
can then calculate the reflection coef-
ficient and SWR at the antenna end of
the line as follows:

    

ρ ρ

ρ

ANT TX

TX

=

=

10

10

2
20

10

L

L (Eq 19)

where
ρANT = reflection coefficient at an-
tenna
ρTX = reflection coefficient at trans-
mitter

L = known line loss, in decibels
The SWR at the antenna is then

derived using Eq 7.
A note of explanation is called for

here since I was unable to find Eq 19 in
any of the standard references on my
bookshelf. The reflection coefficient is
a function of voltage or current but not
power, so the logarithm is divided by 20.
When comparing reflection coefficients
at the opposite ends of a transmission
line, there is a two-way loss incurred,
hence the 2L value in Eq 19.

You may be questioning why we
should be working with a known value
of line loss when the information re-
quired to calculate the actual line loss
is available from the measurements
made in Stage 1. The reason is that
when this was tried in an earlier ver-
sion of this spreadsheet, the results
obtained did not agree with the known
line loss. An investigation into why
this might be so showed that the cal-
culated loss is very sensitive to the
actual value of the line Z0, which evi-
dently varies somewhat from the val-
ues specified.3 I therefore decided that
a better option would be to work with
a known value obtained by one of the
accepted methods.

The antenna impedance is now de-
rived by first establishing the line
length between the transmitter and
Smith chart zero using Eqs 16 and 17.
Note that for this part of the procedure,
the SWR value is that at the transmit-
ter end of the line. We can now derive
the line length between the antenna
and Smith chart zero by subtracting
the Smith-chart line length from the    

R SWR R

SWR Z SWR Z

IN IN
2 2

0 0
2

+

= ( ) + ( )
tan

tan

θ

θ (Eq 12)
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length between transmitter and Smith chart zero. The re-
sult is positive if the Smith-chart line length is less than the
length between transmitter and Smith chart zero and nega-
tive if it is greater. This is important because Eqs 3 and 4,
which we shall use to calculate antenna resistance and re-
actance, are directional. They are a mathematical represen-
tation of going round the Smith chart in a clockwise direc-
tion from the antenna to the transmitter. However, if the
line length is entered as a negative value, which means that
the sign of tanθ is reversed, they work in the opposite direc-
tion. This permits the equations to deliver the correct an-
swer for all possible values of line length between the an-
tenna and Smith chart zero. It is helpful in the understand-
ing of this rather confusing procedure to work a few typical
examples on a paper Smith chart.

The line length between antenna and Smith chart zero
has to be expressed as tanθ in the Smith chart equations
and is derived as follows:

    

tan tan _θ π= ( )
= ( )

2 length

length

  radians

tan   degrees360_ (Eq 20)

We can now use Eqs 3 and 4 to derive antenna resistance
and reactance. Starting first with resistance, we use Eq 3,
which simplifies to the following because reactance is zero
at Smith chart zero:

    

R
R

R
Z

a =
+( )

+






i

i

1

1

2

0

2

tan

tan

θ

θ (Eq 21)

where
Ra = antenna resistance
Ri = resistance at Smith chart zero
Nevertheless, as we saw earlier, Ri is entered into the

equation as Z0 divided by the SWR at the antenna, so we get:
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(Eq 22)

Similarly, to derive antenna reactance, Xa, we use Eq 4,
which simplifies initially to:
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Substituting Ri= Z0/SWR gives:
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(Eq 24)

That completes the derivation of antenna impedance, but
we have all the information needed to calculate line loss at
the actual SWR, which can be expressed in terms of both
decibels and transmission-line efficiency.

  

line efficiency
power delivered to antenna

power delivered by transmitter
forward power at antenna  reflected power at antenna

forward power at transmitter reflected power at transmitter

=

= −
−

(Eq 25)
but

  

forward power at antenna
forward power at transmitter

reflection  coefficient at transmitter
reflection  coefficient at antenna

=

(Eq 26)
and

    reflected power forward power reflection coefficient= ( )( )2 (Eq 27)
If we let the forward power at the antenna be equal to 1,

then:
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(Eq 28)

This can be expressed in percent by multiplying by 100.
The loss in decibels is then:
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loss

line efficiency%
=







10
100

10log (Eq 29)

That completes the description of
the method and we can now turn our
attention to the spreadsheet.

The Spreadsheet
The spreadsheet comprises two user

screens, which occupy the first 24 rows
of columns B to Y. The processing
takes place in rows 26 to 56 of which
only 22 are involved in arithmetic or
logic, the remainder being either links
to the user screens or headings.
Screen 1, which is shown in Fig 1, pro-
vides for only one set of results but in-
cludes instructions on the use of the
spreadsheet and is self-explanatory.
Screen 2, which is shown in Fig 2, pro-
vides for eight columns of results but
by the simple use of the drag handle
can be extended as required and is
self-explanatory. This screen includes
provision for entering frequency as
column identification, but frequency
is not involved in any of the calcula-
tions. Another reason for including
frequency is that Excel provides for
the graphical display of results, and it
can be very useful to see the various
antenna parameters plotted against
frequency. Incidentally, the values
displayed in Fig 2 relate to my own
antenna and show that some tweaking
of the gamma settings is called for.

All of the action takes place between
rows 26 and 56. They are shown with a
set of sample values in Fig 3 and with
the formulae in Fig 4, which also shows
the relevant equation numbers as they
appear in the text. Again it is all largely
self-explanatory, but the formulae in
lines 32 and 43 are worthy of explana-
tion. The tangent of 90° is infinity,
which even Excel can’t handle. The con-
sequence of this is that if a reactance
value of zero is entered together with a
value of resistance higher than Z0,
Excel can’t handle Eq 16. The problem
is overcome by using the logic function
to change a reactance value of zero to
0.001 Ω. This gives a very large—but
finite—value for tan θ, which Excel can
use. The error it introduces is at least
1000 times less than anything that
might concern us.

I would recommend that for initial
programming, the values shown in
Fig 3 for cells J27, J28, J29, J30, J31,
J41 and J42 are entered rather than
the links to the user screen shown
Fig 4. Then as the formulae are en-
tered in the into the remaining cells in
the J column, the appearance of the
values shown in Fig 3 will confirm that Fig 1—Showing user Screen 1 with basic instructions and one column of results.
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the formulae have been entered cor-
rectly.4 This part of the spreadsheet
can be used as it stands without link-
ing it to the user screen. That is a
matter of personal choice, as is the
layout of the user screens.

Using the Spreadsheet
To make meaningful use of the

spreadsheet, it is necessary to make
reasonably accurate measurements of
resistance and reactance. I have man-
aged to calibrate my own impedance
bridge to an accuracy of ±2 Ω or better,
for any combination from 0 to 150 Ω
resistance and ±60 Ω reactance at fre-
quencies up to 15 MHz. So far, I have
found this adequate for my require-
ments. The ARRL Antenna Book, 17th
Edition provides details of the design,
construction and calibration of a suit-
able impedance bridge.5 An alterna-
tive approach is the admittance or
parallel bridge, as it is sometimes
called, which is generally accepted to
be easier to calibrate than an imped-
ance bridge. I would recommend to
anyone contemplating constructing a
bridge to study Caron’s excellent ar-
ticle in Communications Quarterly.6

Unless you have access to a profes-
sional-grade network analyzer, it
would be well worth your time to check
very carefully the calibration of any
measuring device to be used in conjunc-
tion with this spreadsheet. Make the
checks with complex impedances as
well as with pure resistance and reac-
tance.7 The 17th edition of The ARRL
Antenna Book8 lists several sources of
error in using the Smith Chart for re-
mote-antenna impedance measure-
ment. This spreadsheet accounts for all
such sources, except that relating to the
characteristic impedance of the line,
which in practical cables can evidently
have a reactive component in addition
to the resistive component differing to
some extent from that specified. We
saw earlier that it was not practical to
use the known impedance values at
both ends of the line to determine line
loss. It was surmised that this may be
due to the feeder’s characteristic im-
pedance being different from that speci-
fied. I decided therefore to make up a
dummy antenna with precision compo-
nents and measure its impedance at the
remote end of a feeder. This would give
some idea of the accuracy that could be
expected using the specified rather
than a measured value of the cable’s
characteristic impedance.

The dummy antenna comprised a
100-Ω, 1%, 0.6-W, noninductive metal-
film resistor in parallel with a 150-pF,

Fig 2—Showing user Screen 2 with provision for up to eight columns of results and
columns headed by frequency. Frequency is not involved in the calculations.
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Fig 3—Showing the working lines for Screen 1 with values.
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1%, polystyrene capacitor inside a
PL-259 plug. At the test frequency
of 14.150 MHz, the impedance is
36.0 –j48.0 Ω. The feeder used for the
test was a 30-meter length of UR67
(UK equivalent of RG-213) terminated
at both ends with a PL-259 plug. Its
loss as read from the standard loss
graphs in the handbooks was taken to
be 0.8 dB. The test to determine
Smith-chart line length was con-
ducted with terminations of both 20 Ω
and 120 Ω. Both resistors were 1%-
tolerance, 0.6-W noninductive metal-
film units and both were incorporated
into PL-259 plugs. A back-to-back
double-male adapter was used to con-
nect the PL-259 plugs containing the
terminations to the PL-259 at the re-
mote end of the cable. I realize that the
PL-259s and the coupling introduce a
potential source of error, but consider
that the test should be representative
of a practical situation in which this is
the configuration most likely to be
used. R ± jX readings were taken at the
near end of the cable for each of the
three terminations at the remote end
and entered into the spreadsheet. The
results are shown in Table 1.

The 120-Ω termination produced a
slightly larger value for Smith-chart
line length than the 20-Ω termination,
although when expressed in terms of
the physical length, it amounts to only
3.3 inches. The difference in Smith-
chart line length produced a difference
of a few ohms in the computed value of
R –jX for the dummy antenna. The er-
rors relative to the known value are
within what would be considered ac-
ceptable for amateur needs. If we aver-
age them, they are remarkably close to
the known value: The known value is
36.0 –j48.0 Ω, and the average of remote
measured values is 35.6 –j47.9 Ω.

It is tempting to surmise that the
differences between the two derived
values of Smith Chart line length were
due to a difference between the speci-
fied and actual characteristic imped-
ances of the cable or effects of the co-
axial fittings. The attendant errors
would be in opposite directions when
one termination was lower than the
characteristic impedance of the line
and the other higher and that by aver-
aging them the errors would cancel.
There is room for a lot more experi-
mentation here.

Conclusions
A spreadsheet for the remote mea-

surement of antenna impedance has Fig 4—Showing the working lines for Screen 1 with formulae.
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been presented together with the math-
ematical reasoning on which it is based.
Line loss is fully accounted for in both
determining Smith-chart line length
and in deriving antenna impedance.
When used in conjunction with an im-
pedance bridge of reasonable accuracy,
it removes the pain from what can be a
tiresome procedure. The spreadsheet is
compiled in MS Excel and the time in-
vested in entering it should be repaid
many times over by eliminating work
with the small divisions on the Smith
Chart and the risk of attendant errors.
I would be pleased to hear the opinions
of anyone who makes use of it.
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Notes
1R. D. Straw, N6BV, Editor, The ARRL Antenna

Book, 17th edition, (Newington, Connecticut:
ARRL), “Smith Chart Calculations,” pp 28-1
to 28-14. The current edition (19th) also con-
tains the information. It is Order No 8047
$30. ARRL publications are available from
your local ARRL dealer or directly from the
ARRL. Check out the full ARRL publications
line at www.arrl.org/shop/.

2B. Hale, KB1MW, Ed, The ARRL Handbook,
66th edition (Newington: ARRL,1989),
p 16-3.

3The ARRL Antenna Book, 17th edition,
pp 27-27 (pp 27-28 in 19th edition).

4You can download this package from
the ARRL Web http://www.arrl.org/
qexfiles/. Look for BARKER0901.ZIP

5The ARRL Antenna Book, 17th edition,
p 27-23 to 27-26 (pp 27-24 to 27-28 in
19th edition).

6W. N. Caron, “A Simple and Accurate Ad-
mittance Bridge,” Communications Quar-
terly, Summer 1992, pp 44 to 50.

7When impedance measurements are made
at the end of a transmission line, the
change of reactance with frequency may

or may not follow the normal rules depend-
ing on the particular situation. If you use
an antenna analyzer that determines the
sign of reactance from the way reactance
changes with frequency, you need to
verify the sign of the reactance with an

Table 1—Test-Load Results

Test Load

Terminating resistor value 20 120 Ω
Measured resistance 71.1 24.9 Ω
Measured reactance j33.3 –j13.3 Ω
Smith chart line length 0.191 0.197 λ

Dummy Antenna

Measured resistance 22.1 Ω
Measured reactance j13.9 Ω
Dummy antenna resistance 34.3 36.9 Ω
Dummy antenna reactance –j46.6 –j49.2 Ω

impedance bridge. The bridge need not be
accurately calibrated since you will be get-
ting all but the sign of the reactance from
the analyzer.

8The ARRL Antenna Book, 17th edition,
pp 27-28 (pp 27-30 in 19th edition).

http://www.arrl.org/shop/
http://www.arrl.org/qexfiles/
http://www.arrl.org/qexfiles/
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For a single-band antenna, you can match across an entire
band with a few components and eliminate a bulky and

expensive general-purpose matchbox. Come see how.

By Grant Bingeman, KM5KG

1908 Paris Ave
Plano, TX 75025
drbingo@compuserve.com

A Flat Impedance Bandwidth
for any Antenna

I have been using a simple lumped-
parameter technique in the com-
mercial-broadcast industry for

20 years. It passively matches an an-
tenna input impedance to the trans-
mission-line impedance over a wide
frequency range. We can call this the
“no-tune antenna.” For example, the
80-meter Amateur Radio band ex-
tends almost ±7% about 3750 kHz.
This article will show you how to de-
sign a passive network that can trans-
form an existing SWR of greater than
2.0 to about 1.2 from 3500 to 4000 kHz.
This eliminates the need to adjust an
impedance matching box with every
frequency change, or eliminates the

expense of an autotuner (of particular
concern to QRO operators). The broad-
band matching technique also mini-
mizes transmission-line losses and
stress by maintaining a good match
across the operating band.

To clearly demonstrate this broad-
band matching technique, assume the
antenna has a relatively narrow im-
pedance bandwidth, such as an elec-
trically short vertical monopole. For
the sake of simplicity, let’s ignore wire
and ground losses, guy wires, insula-
tors and so on. A 15-meter tall, 20-cm
diameter, base-insulated monopole
has the bandwidth characteristic
shown in Table 1, when resonated at
the base with a 3.7-µH series-con-
nected coil.

Note that the Table 1 SWR is not
equal at the band edges, relative to

3750 kHz. For the broadband match-
ing technique to work best, we want to
select a middle resonant frequency
that will create equal band-edge
SWRs. By inspection of Table 1, we
know that 3750 kHz is a little high (the
upper-band-edge SWR is smaller than
the lower-band-edge SWR), so let’s try
3725 kHz resonated with 3.8 µH. As
shown in Table 2, the actual band cen-
ter of this particular antenna is a bit
below both the arithmetic (3750 kHz)
and geometric (3742 kHz) means of the
band edges. The loaded Q of the an-
tenna is only about 86.6/19.0 = 4.6, but
the band-edge SWR is quite sensitive
to the resonating inductance (3.7 ver-
sus 3.8 µH when comparing Tables 1
and 2). This means that the success of
any impedance broadband matching
effort relies on the stability of the an-

mailto:drbingo@compuserve.com
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Table 1—Antenna Resonated at 3750 kHz with 3.7-µH Series Coil

kHz Input Z (Ω) Resonated Z (Ω) SWR Antenna Height

3500 15.9 –j112.0 15.9 –j31.2 5.05 63.0°
3750 19.0 –j86.6 19.0 + j0.0 1.00 67.5°
4000 22.6 –j62.6 22.6 + j29.8 3.83 72.0°

Table 3—L-Network Reactances

kHz Shunt X (Ω) Series X (Ω) T Input Z (Ω) SWR

3500 26.4 –37.3                 10.9 + j16.7 5.13
3750          infinity 0                    49.6 + j0 1.01
4000 –28.9 39.8                 12.5 –j18.1 4.55

Table 2—Antenna Resonated at 3725 kHz with 3.8-µH Series Coil

kHz Input Z (Ω) Resonated Z (Ω) SWR

3500 15.9 –j112.0 15.9 –j28.3 4.50
3725 18.7 –j89.1 18.7 + j0.0 1.00
4000 22.6 –j62.6 22.6 + j33.1 4.40

tenna impedance and the components
used to match it to the transmission-
line impedance. For example, a wire
antenna supported by a wandering
balloon would not be a good candidate
for impedance broadband matching.

After resonating, the next step in
broadband matching this antenna is to
match the band-center impedance to
the transmission-line impedance,
which we will assume is 50 Ω. Keeping
in mind that we want to maintain sym-
metrical impedances at the input to the
matcher, we will try a lagging 85° T
network that is resonant at 3750 kHz
(see Fig 1).1 This will rotate the an-
tenna impedances to the other side of
the Smith chart as shown in Fig 2 and
Table 3. The band-edge SWRs are not
perfectly equal, but they are close
enough. The input resistances to the T
network are about equal, and the input
reactances are about equal and oppo-
site in sign. Thus they are balanced and
symmetrical, which is necessary if we
expect the broadband-matching tech-
nique discussed in this article to work
well.

After impedance rotation, the last
step in this process is to insert a spe-
cial broadband matching L network in
front of the T network that will flatten
the overall system SWR considerably.
This L network consists of a parallel-
resonant tank circuit in shunt, and a
series-resonant circuit between this
shunt and the T network. This simul-
taneously forms a leading-phase-shift
L network at 3500 kHz (Fig 3) and
a lagging-phase-shift L network at
4000 kHz (Fig 4), while remaining es-
sentially invisible at the resonant fre-
quency of 3750 kHz. The desired L
network reactances are listed in
Table 3. The shunt arm of an L network
is always on the high-resistance side
of the impedance transformation; in
this case, the left or 50-Ω side.

The broadband matching L network’s
shunt tank has a loaded Q of 13.6, and
the series tank has a loaded Q of 5.9.
Thus the circulating currents and volt-
ages are quite high, and careful compo-
nent selection and placement are nec-
essary. Fig 5 indicates a total RF power
loss of 4%. Adding the loss of 1% in the
T network, the total loss is about 5%,
which translates as a 2% reduction in
radiated field intensity. This is a small
price to pay for a no-tune antenna, es-
pecially when we consider the initial
high SWR values.

Sometimes a better design for a par-
allel-resonant tank can be obtained by

using a series-resonant circuit trans-
formed by a 90° network or transmis-
sion line. That is, an antiresonant
(parallel-resonant) circuit looks like a
series-resonant circuit displaced 90
electrical degrees (opposite sides of
the Smith chart).2

All the circuit analysis in this article
has assumed a coil Q of 800 and a ca-
pacitor Q of 1000, which can be obtained
with 1.0-cm-diameter tubing coils and
vacuum capacitors. The current in the
shunt tank is quite high in a 1-kW sys-
tem, and 2.0-cm tubing is recommended
for its coil, which will actually turn out
to be a short strap across the capacitor
bank. Less expensive, lower-Q capaci-
tors may be used with the understand-
ing that efficiency will drop and the
capacitance value may be sensitive to
temperature. However, any additional
losses only serve to improve bandwidth,
so a few more watts lost may certainly
be worth the money saved. Be sure to
provide adequate air circulation to deal
with the extra heat loss. Also, research
the temperature coefficient of the spe-
cific capacitors you are considering.

I mention component Qs to remind
you that not only do you need to be con-
cerned about the voltage and current
ratings of your components, but also
the temperature ratings. If you are
operating a broadband matching net-
work in a high ambient air tempera-
ture or in direct sunlight, especially in

a weatherproof box, you may want to
derate your components. RF voltage
breakdown is inversely proportional to
air temperature. A weatherproof box
should be designed to allow some air
circulation. A screened inlet port be-
neath the box and a rain-protected
outlet vent around the topsides of the
box provide a good solution.

Notice that the tank circuits have
been designed around the average L
network band-edge reactances. Some
iteration of component values can yield
a better impedance bandwidth overall
than the situation described in Table 4,
but this is best done during the adjust-
ment process rather than on paper. As
an exercise, the reader may wish to
juggle component values to see how he
or she can reduce the 3500-kHz SWR
without compromising the middle- and
upper-band SWRs listed below. This is
a problem ideally suited to an iterative
optimizer program, which could prob-
ably reach an excellent solution in a few
seconds on a modern computer. Recall
that we started with band-edge SWR
values of 5.05 and 3.83 in Table 1, so we
have already come a long way. If the
initial SWR values had been lower, the
tank circuits would have had lower Qs,
lower circulating currents and voltages
and so forth. However, I chose an ex-
treme example to highlight the caveats

1Notes appear on page 17.

(Continued on page 17.)
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Fig 1—The “T-Network-Design” page of KM5KG’s RF-design program.

Fig 2—The “Smith-Chart” page of KM5KG’s RF-design program.
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Fig 3—The “L-Network-Design” page of KM5KG’s RF-design program for the described network at 3.5 MHz.

Fig 4—The “L-Network-Design” page of KM5KG’s RF-design program for the described network at 4.0 MHz.
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Fig 5—The ”Series and Parallel Resonance” page of KM5KG’s RF-design program.

Fig 6—Functions available in KM5KG’s RF-design program.
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Table 4—System Overall Z

kHz Input Z (Ω) SWR

3500 46.2 + j25.3 1.69
3750 47.0 + j9.2 1.22
4000 44.7 + j3.7 1.15

of this broadband-matching scheme.

Radiated Power
When a transmitter delivers RF

power to an antenna via some imped-
ance-matching and transmission-line
arrangement, it is that power (minus
some small component losses) that gets
radiated by the antenna regardless of
the SWR of the system. This means that
there is no such thing as an SWR
“bottleneck” in an RF transmission
system. So long as the transmitter is
“happy” with the load it “sees,” it
doesn’t matter if the SWR somewhere
else down the line is less than ideal,
since the power still gets radiated, less
whatever heating losses may exist.

When an antenna is operated over a
wide frequency range, its radiation
efficiency may be greater at some fre-
quencies than at others; but this is
more of a pattern-bandwidth question,
not so much an impedance-bandwidth
question. The antenna example de-
scribed in this article produces essen-

tially the same field intensity from
3500 to 4000 kHz for a given power
input. The practical reality is that this
short monopole has a slightly greater
efficiency at 4000 kHz, but earth
losses are higher at this end of the
band, so the effects oppose each other.

Summary
The resonant-tank L network tech-

nique for impedance broadband
matching essentially eliminates the
need for an adjustable matcher for
antennas dedicated to a limited fre-
quency band. High circulating cur-
rents and component voltages limit
the practical range of the technique.
First increase the bandwidth of the
antenna using conventional means,

such as increasing the physical thick-
ness of the antenna elements, or per-
haps top-loading. In general, uncor-
rected antenna band-edge SWRs of as
much as 5.0 can be accommodated,
assuming a band-center SWR of 1.0.
Naturally, component costs and
stresses are lower when starting with
lower uncorrected band-edge SWRs.
Notes
1The stress analysis in Fig 1 is for 1000 W

input, CW RMS voltage and current. A
demonstration of the Windows98 RF-de-
sign program that generated the screens
in this article is available at www.qsl.net/
km5kg. The demo allows unlimited use of
the L, T, π, shunt, resonant tank and Smith
chart functions shown as in Fig 6.

2G. Bingeman and W. Jamieson, “Field Test
Results of a New Phase/Amplitude Cor-
rection System for AM,” 1984, NAB 38th
Annual Broadcast Engineering Confer-
ence Proceedings.

[Editor’s note: More information about an-
tenna broadband matching techniques
and generating the networks can be found
in T. Cuthbert, Jr’s Circuit Design Using
Personal Computers, (New York: John
Wiley & Sons, 1983). The book conve-
niently formulates work originally done by
R. Fano—KF6DX]

(Continued from page 13.)

http://www.qsl.net/km5kg
http://www.qsl.net/km5kg
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Fig 1—Global foF2 map for 0600 UTC, March 1979. (SSN-137, after Davies, Note 9).

Are you likely to work 160-meter DX today?
It’s very difficult to say. Come learn why.

By Robert R. Brown, NM7M

1119 26 St, #AW208
Anacortes, WA 98221
bobnm7m@cnw.com

160-Meter Propagation:
Unpredictable Aspects

The sun is the main driving
source of the ionosphere,
through its ultraviolet (UV)  ra-

diation, which illuminates an entire
hemisphere. A specific force is the so-
lar wind, which interacts with the
outer reaches of the geomagnetic field
to form the magnetosphere. The geo-
magnetic field, however, is a major
factor in organizing the ionosphere at
lower altitudes. It controls the mo-
tions of ionospheric electrons on re-
lease by photo-ionization; and by its
configuration, it shapes the global dis-
tribution of ionization, particularly at
low latitudes.

The nighttime ionosphere results
largely from geomagnetic control of
ionization that remains after sunset,
because of its low rate of recombination
at high altitudes. There is also a forcing
factor from the intermittent occurrence
of aurora, with magnetospheric elec-
trons accelerated to high energies going
down the high-latitude field lines; those
create ionization at E-region altitudes.
At lower latitudes, F-region ionization
decreases at night, but is maintained at
low levels between the E-region and
F-region peak because of UV in star-
light, galactic cosmic rays and solar UV
radiation scattered by the geocorona.

Communication on the upper-HF
bands of the Amateur Radio spectrum
is largely under direct solar control.

Propagation predictions are made us-
ing refraction calculations based on
global ionospheric maps for the F and
E regions, as in Figs 1 and 2. The
F-region map shows geomagnetic con-
trol by the fact that the critical fre-
quencies foF2 from the ionization are
asymmetrical with respect to the geo-
graphic equator at the equinoxes.
Also, there is the unusual distribution
of critical frequencies in the F region,
which shows that ionization extends

into the hours of darkness at low and
equatorial latitudes.

Fig 2 shows the daytime critical fre-
quencies that result from the distribu-
tion of ionization about the sub-solar
point at E-region altitudes. That is of
little consequence to propagation on
the higher bands of the spectrum, as
the operating frequencies there are
large compared to the critical frequen-
cies foE, as well as the electron-
neutral collision frequencies Fc. The

mailto:bobnm7m@cnw.com
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result is that signals go through the E
region with little deviation and only
small amounts of ionospheric absorp-
tion along their paths.

All in all, HF propagation can be
dealt with using only a few parameters:
the sunspot number or a suitable surro-
gate, the planetary geomagnetic K-in-
dices or their short-term estimates and
the announcements of bursts of solar
and magnetic activity. The first two of
those parameters essentially give what
can be expected on average and the
update material provides additional
guidance when conditions depart sig-
nificantly from predicted averages.

The situation is quite different on
the lowest band of the Amateur Radio
spectrum, 1.8-2.0 MHz. There, signals
propagate at altitudes around the E
region, but operations occur only at
night because of the heavy ionospheric
absorption during daytime. Beyond
that, there is more than enough ion-
ization overhead to propagate signals
in that frequency range, so critical fre-
quencies or MUFs—so important at
the top of the HF spectrum—are of no
concern. Instead, signal propagation
is considered limited largely by ab-
sorption and noise.

Even at the solar minimum, sunspot
numbers are sufficient to guarantee
propagation on the lowest band of the
spectrum. There are second-order ef-
fects that result from the sunspot
number: A small increase in the radia-
tion angle that RF must have to pen-
etrate past the E region to permit
longer F-hops and ducting. In addi-
tion, there is a small increase in
D-region ionization, which increases
ionospheric absorption. Both of these
effects are quite within the realm of
prediction and thus are easily under-
stood and dealt with.

Nonetheless, consideration of aver-
age parameters is something of an
over-simplification of the situation, as
it does not recognize various propaga-
tion modes possible at low frequencies
for given parameters. They, in turn,
can be affected by the dynamics of the
neutral atmosphere. So, with propa-
gation being a geometrical affair, rays
are refracted as they travel through
the ionosphere and anything that af-
fects the geometry of ionospheric re-
gions relative to the earth will have an
impact on signal modes.

In that regard, the phrase “relative
to the Earth” has a lot of meaning as
the atmospheric motions are relative
to the Earth, while the ionizing radia-
tion comes from well outside the
propagation region—say, auroral elec- Fig 2—Global foE map at local noon, March 1958. (SSN-201, after Davies, Note 9).

trons spiraling down relatively fixed
magnetic-field lines, or solar photons
on their straight-line paths from the
distant sun. Thus, the level of ioniza-
tion is more related to the amount of
matter traversed by the incoming ra-
diation and the neutral density, as
distinct from geodetic altitude.

The atmosphere, being a target for
such radiation, will present a different
geometry relative to the Earth’s surface
for wave refraction as air parcels in the
target region are moved about by high-
altitude winds. Those can be seen in the
motions of visible trails and radar re-
flections from meteors, or expected
from heating and vertical expansion of
the atmosphere at sunrise. In addition,
auroral energy will be transferred to
the atmosphere as heat with the inci-
dence of auroral ionization, say, during
magnetic storms. Thus, levels of con-
stant ionization density may move up
or down or may even become tilted. All
of those have an effect on the refraction
process by bending rays vertically, to
increase or decrease the lengths of
paths, or horizontally, to skew them one
way or the other, but away from regions
of greater ionization. All those aspects
of refraction can be expected to occur in
the nighttime propagation of 160-meter
signals, around the E region where
E-hops, E-F-hops, F-hops and ducting
can take place.

In addition to density changes at a
given geodetic altitude from mass mo-
tions, there is the question of atmo-
spheric composition, particularly the
role of some minor constituents that are
man-made. Among others, those in-

clude nitric oxide (NO), which is a by-
product in the exhaust of jet engines
and carbon dioxide (CO2), which results
from the widespread use of fossil fuels.
Those minor constituents are created in
specific locations, but their presence is
related to transport through atmo-
spheric circulation, making them
highly variable in their concentrations.

Water vapor and ozone are two other
trace constituents that are highly
variable because of transport, but they
are produced continually by the effects
of solar radiation: heating of the
oceans in the first instance and photo-
dissociation of molecular oxygen, a
major constituent of the atmosphere,
in the second. Beyond its importance
to atmospheric processes, ozone is of
particular interest concerning the
lower ionosphere, as it is transparent
to visible radiation but opaque to UV.
Thus, it limits the UV photo-ioniza-
tion of the neutral atmosphere and
photo-detachment of electrons, firmly
bound to negative ions, at low alti-
tudes around sunrise and sunset.

Ionospheric Variability
While 160-meter signals are propa-

gated at heights between the bottom
of the D region and the lower F region,
it is of interest to first look at the vari-
ability found in measurements of pa-
rameters throughout the ionosphere
and how they affect hop lengths and
critical frequencies in the spectrum.
Then we can consider how often obser-
vations are made related to those re-
sults in the ionosphere and compare
them to observations for those aspects



20   Sept/Oct 2001

of the neutral atmosphere that affect
160-meter propagation.

First, we note the principal iono-
spheric measurements that bear on
Amateur Radio operations are critical
frequencies, foF2 for the F region and
foE in the E region. Concerning the F
region, ionospheric variability is found
in the records of ionosondes, as in Fig 3,
which shows foF2 values for the hours
of the day from ionosonde observations
at Slough, England, in January 1969.1
That figure shows the location of the
median (50%) value of foF2 for each
hour and the IONCAP prediction pro-
gram makes use of the lower (90%)
decile and upper (10%) decile values,
which come from similar observations.
Those are used with paths to predict the
frequencies above which a path is
open 27 days of the month (FOT) or only
3 days of the month (HPF), respec-
tively, while the median (50%) value is
used to find the MUF for the path.

Fig 3 shows there are departures of
foF2 from the monthly median (50%)
curve throughout a day. In that regard,
observations show that the amount of
departure from the median value var-
ies not only with time of day but also
with location and season, being the
greatest in the middle of winter night.
In addition, ionosonde records show
that virtual heights h′(f) of reflection
for a given frequency f vary with loca-
tion, sunspot number, whether it is day

Fig 3—Ionospheric variability shown by
foF2 soundings from Slough, England
(after Piggott and Rawer, Note 1). Fig 4—Temporal variations of MUF(3000) (after Paul, Note 2).

or night, the season in the temperate
zones as well as at low and high lati-
tudes. While one of the IONCAP meth-
ods does give statistical values for FOT,
MUF and HPF for any path, other sta-
tistical variations—say for the critical
frequencies and virtual heights—are
not given in the methods (1 and 2) of the
IONCAP program, which deal with lo-
cal ionospheric parameters.

Time Variations of
Ionospheric Parameters

Another limitation of the IONCAP
program is that it only gives predic-
tions at hourly intervals. As a result,
nothing is available for shorter periods
and the predictions will not show if
variations occur on a shorter time
scale, say in one of the standard propa-
gation parameters, MUF(3000), the
maximum usable frequency for a
3000-km path centered on a given loca-
tion. That information can be obtained
from ionosondes by using shorter
sounding intervals; Fig 4 shows sound-
ings taken at five-minute intervals
that would apply for the MUF on a
3000-km path centered at Brighton,
Colorado, in February, 1981.2

The MUF(3000) variations in Fig 4
show oscillations with the MUF values
having periods ranging from 20 to
30 minutes that would not be predicted
from the hourly intervals in IONCAP
and other prediction programs. Those
variations may result from waves
propagating through the ionosphere,

as suggested by the virtual-height
data shown in Fig 5. There, ionosonde
data at five-minute intervals, from
fixed frequencies near the critical fre-
quency foF2, show wave-like varia-
tions with the maxima and minima of
virtual heights appearing later at
lower frequencies (heights).

That particular data set suggests an
apparent vertical downward velocity
component of about 160 m/s, while the
time variations in Fig 4 suggest a wave-
length in the range 240 to 360 km.
Taken together, the data in Figs 4 and
5 indicates that the main effects of
those waves propagating through the
F region are a variation of the layer
height and—to a lesser degree—of the
electron density.

As noted above, programs like
IONCAP and the URSI and CCIR data-
bases provide average values of iono-
spheric variables on an hourly basis.
They are more indicative of the slow
variations in the ionization levels from
solar illumination as the earth rotates
beneath it. Accordingly, they reveal
none of the ionosphere’s more dynamic
aspects (which are of internal origin)
and how they affect propagation. Since
the sounding programs that provided
the data on which they are based have
long since been terminated, there is
little chance to obtain further input to
correct the shortcomings noted here.

Atmospheric Gravity Waves
The ionosonde data like those given1Notes appear on page 25.
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in Figs 4 and 5 support the hypothesis
that F-region variations are caused by
atmospheric gravity waves (AGW)
with varying amplitudes, which are
present all the time. Other data, from
more singular events such as auroral
substorms, show the presence of AGW
at ionospheric heights in different
ways, with equator-ward motions
from the site of their origin along the
auroral zone. Thus, virtual-height re-
cordings in Fig 6 (from 10 ionosondes
after the onset of an auroral sub-
storm3) show the wave-like propaga-
tion of an F-region disturbance that
advances from high latitudes in both
hemispheres toward the equator. A
linear-regression analysis of the first
wave crest’s advance gives equator-
ward speeds of 810 m/s and 790 m/s in
the southern and northern hemi-
spheres, respectively.

From standard magnetometer and
riometer observations at the time of the
auroral substorm in Fig 6, the observa-
tions were found to be consistent with
large-scale traveling ionospheric dis-
turbances (TID) that originated at au-
roral latitudes in both hemispheres
and covered about 60° in longitude.
While details of the mechanism at the
source are unknown, it seems most
likely that the origin of the TID was the
AGW, from atmospheric heating with
the deposition of energy at auroral
heights by the influx of the energetic
electrons at the onset of the substorm.

In regard to energy deposition by
auroral particles, each pass of the
NOAA-12 satellite gives a measure of
auroral activity level as well as hemi-
spheric power input (in gigawatts) that
is deposited in the hemisphere’s au-
roral zone. Such observations are
available at www.sec.noaa.gov/
today.html and cover the range from
quiet (less than 1 GW) to major storm
(greater than 500 GW). In addition, an
array of sensors on the NOAA POES
satellite displays the fluxes going down
into the atmosphere, for electrons with
greater than 30 keV, 100 keV and
300 keV. The more energetic electrons
penetrate down to levels where
160-meter signals are propagated as
well as into the lower D region4 and may
affect the level of ionization there, de-
pending on the level of auroral activity.

More generally, though, AGW are
transverse waves that propagate in the
neutral atmosphere and are main-
tained by gravity and buoyancy, but
damped by viscosity. As shown above,
they can be seen from the traveling dis-
turbances (TID) they generate in the
ionosphere. Sources of AGW5 include

Fig 5—Virtual height variations at fixed frequencies (after Paul, Note 2).

Fig 6—Variations in the virtual height of the F-region, following the onset of the
substorm in the Southern and Northern hemispheres (after Hajkowicz, Note 3).

not only heating from the precipitation
of energetic electrons at auroral alti-
tudes noted above, but also from other
large expenditures of energy at lower
altitudes. These include tropospheric
turbulence, stratospheric winds from
weather systems and geological events

such as earthquakes and volcanic
eruptions.

The large-scale AGW, with periods
from 1 to 3 hours and speeds of
500 m/s in the horizontal direction,
seem to originate in auroral regions.
The medium-scale AGW come up from

http://www.sec.noaa.gov/today.html
http://www.sec.noaa.gov/today.html
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below the ionosphere, have periods be-
tween 20 and 45 minutes and speeds
from 80 to 450 m/s. Small-scale AGW,
with short periods (2-5 minutes) and
speeds the order of 300 m/s, are associ-
ated with regions of wind shear and at-
mospheric turbulence. As shown by the
virtual height data in Figs 5 and 6,
large-scale AGW affect the height of
higher ionospheric regions, thus having
a significant effect on the geometrical
aspects of HF wave propagation.

The same is probably true of the
lower F region and the E region, where
160-meter and other MF signals are
propagated. Thus, there will be varia-
tions in electron density levels at a
given geodetic height, as well as den-
sity variations from AGW, which pro-
duce tilts of the surfaces of constant
electron density. Those will contribute
to the variability of ionospheric modes
through changes in hop length as well
as the initiation and termination of
ducted signals.

Ionospheric Absorption
Beyond the availability of signals,

which is more related to variations of
propagation modes and the spatial dis-
tribution of ionization than the average
electron densities, another matter is
ionospheric absorption: a concern at the
160-meter and MF parts of the radio
spectrum. Absorption results from col-
lisions between electrons in the lower
ionosphere and neutral constituents.
For a given frequency, it depends on
how the product of the electron density,
N, and collision frequency, v, vary with
height. In that regard, an estimate of
the effective collision frequency as a
function of height is given in Fig 7.

While signal strength for a given
frequency depends largely on the
propagation mode—say, earth-iono-
sphere hops as compared to ducting—
additional signal losses result from
paths traversing the lower D region
between ground reflections. At lower
altitudes, Fig 7 shows the collision
frequency varies as the neutral par-
ticle density and for 160-meter and
MF propagation, the lower region is
most important since the Nv product
is the largest there. In addition, it is
the most variable because of changes
in the electron density from dusk to
dawn, dawn being when signals reach
their greatest strength.

The signal loss at a given height
depends on the electron density in the
lower D region and according to the
International Reference Ionosphere
(IRI90),6 that can differ by as much as
a factor of two between dusk and

dawn. That serves to make the absorp-
tion greater at dusk by that factor. The
IRI does not deal with details of the
ionospheric processes, only the results
of many years of ionospheric sounding.

The Role of Negative Ions
Conversely, laboratory data7 and ob-

servations of low-frequency propaga-
tion8 indicate a higher electron density
at dusk compared to dawn. The lower
electron density around dawn results
from electron attachment to molecules,
forming negative ions with a high elec-
tron affinity. The presence of atmo-
spheric ozone serves to maintain
negative-ion attachment until solar UV
reaches the D region on rising above the
ozone layer (see Note 8). Nothing simi-
lar is found at dusk, and the negative
ions formed in the D region as the sun
sets apparently have lower electron af-
finities and undergo detachment pro-
cesses from visible light until in full
darkness.

Now, current theoretical consider-
ations indicate that the formation of
negative ions depends on the series of
ionic reactions summarized in Fig 8.
There, we can see that it starts with
electron attachment to molecular oxy-
gen and then proceeds toward the
right of that figure by processes which
depend on minor atmospheric con-
stituents. In that regard, for propaga-
tion purposes, the left-hand side of the
figure can be considered as the start,
at sunset. Electrons attach to molecu-
lar oxygen and ion reactions then pro-
ceeding toward the right-hand side,
ultimately giving the final, stable ions

in the dawn ionosphere.
Close examination of the figure

shows the various steps in which ozone
(O3), carbon dioxide (CO2), nitric ox-
ide (NO) and hydrogen (H) are in-
volved. The actual availability of those
minor constituents depends on verti-
cal and horizontal transport processes
in the atmosphere, starting from the
photo-dissociation of molecular oxy-
gen, vehicle exhaust, use of nitrogen
fertilizer and the water vapor. Thus,
in the course of a night, those mol-
ecules can combine with the simple
negative ions of oxygen after sunset
and develop into bicarbonate ions
(HCO3–) and nitrate ions (NO3–),
which hold their electrons closely.

It is possible that progress of ions
from left to right in that figure may be
subject to bottlenecks caused by a lack
of one or more minor constituents. At
one time or another, there may be a low
density of ozone here or nitric oxide
there, at one place or another. All that
means that the lower ionosphere,
where 160-meter propagation takes
place, is not always a uniform region—
either in composition or in ionization—
during the hours of darkness. Indeed,
going from the sunset terminator to the
sunrise terminator, slow development
of the negative ions that hold electrons
closely has consequences for low-fre-
quency and 160-meter propagation.

Thus, negative-ion species mutate
from one with a low electron affinity
(less than 0.5 eV) at sunset to another
with a large electron affinity (greater
than 4.5 eV) at sunrise. This means
that kinetic detachment of electrons by

Fig 7—Effective electron-neutral collision frequency in the lower ionosphere.
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atomic oxygen at sunset would serve to
yield a significant electron population
in the D region. Only as atomic oxygen
production comes to a halt after sunset
would negative ions start to form, al-
beit slowly, and begin to decrease the
electron density in the lower D region.
Accordingly, signal absorption on
160 meters would be greater in the
hours after dusk than sunrise.

Electron Detachment
There is one bright side to this pic-

ture, which is related to the greater
electron affinity of negative ions near
the sunrise terminator. It requires
solar-ultraviolet radiation to photo-
detach electrons from those negative
ions at sunrise. Therefore, the sunrise
on the D region with visible radiation
is not effective in detaching electrons
held by the negative ions. Studies of
LF propagation (see Note 8)  show that
UV detachment is delayed about 15-
20 minutes relative to sunrise with
visible radiation, as the solar UV must
surmount the ozone layer. That gives
DXers a bump, as it were: DX signals
last a bit longer before catastrophic
D-region absorption sets in.

That was the good news; the bad
news is that the ozone layer is quite
variable in space and time, so one
DXer could enjoy the benefit of the
ozone delay, while another might not.
That is also quite unpredictable, not
only because of the variability of the
ozone distribution, but also because
the ozone layer, being concentrated at
a lower altitude than the D region,
casts its shadow on the traversal of

Fig 9—Monthly distributions of major magnetic storms from 1868 through 1992.

Fig 8—Schematic diagram of
negative-ion reactions (after Reid,
Note 7).

signals through the D region from a
distance of several hundred kilome-
ters away, in the direction of the ris-
ing sun. Atmospheric conditions at
such distances would be completely
unknown to the DXers and in addition,
each path would have the sun rising
on the D region at a rather different
bearing, compounding the matter.

Seasonal Effects
DXing on 160 meters is done prima-

rily in the winter months when there is
a greater probability of darkness on
paths of interest. Of course, that brings

up the question: Are there are any sea-
sonal effects that should be noted, pre-
dictable or otherwise? In that regard,
long-term magnetic records show that
magnetic storming is most probable at
the equinoxes and least predictable at
the solstices, as shown in Fig 9.

That is a statistical summary of
magnetic disturbances, a result of ob-
servations over many decades. At any
given time, the situation may depart
from the average because of the current
level of solar activity, coronal-mass
ejections (CME) and streams of solar
wind from coronal holes or flares. So,
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about the best guidance for 160-meter
DXing is to log the indices of magnetic
activity as they occur and look for a
recurrence of the quiet conditions that
go with low indices with the next solar
rotation. Nevertheless, sporadic
events may still disrupt DXing.

With meteorological factors affect-
ing propagation, features of weather
systems may be involved in the winter
months. Wind shears and turbulence
produce irregularities in the electron
distribution up to 90 km in the D re-
gion, as noted by Davies9 concerning
the forward scatter of VHF signals.
Those irregularities would affect the
distribution of ionospheric electrons
in the region, one way or another and
with all the predictability of weather.

Beyond D-region electron-density
distributions, there are also effects of
minor constituents in that region,
which are affected by seasonal varia-
tions. In that regard, the negative-ion
chemistry shown in Fig 8 is subject to
the distribution or availability of mi-
nor constituents. Of particular inter-
est are ozone (O3) and nitric oxide
(NO), which advance the ion chemis-
try reactions to the right toward more
stable negative ions.

As noted earlier, transport processes
play an important role in the distribu-
tion of ozone and, day by day, its distri-
bution is quite dynamic. On the aver-
age, however, ozone has a seasonal
maximum in the spring in the Northern
Hemisphere.10 One type of dynamic
event in winter is sudden stratospheric
warming, and motions of the atmo-
sphere during those events produce
major rearrangements of chemical spe-
cies such as ozone. In that regard, ozone
flows from its site of production at low
latitudes to middle and high latitudes,
the flow sloping downward toward the
pole. That flow is responsible, in part,
for the increase in total ozone content
at high latitudes.

The seasonal changes in the ozone
distribution were quite evident in the
LF study (see Note 8), which showed
the importance of negative ions in the
dawn ionosphere. The changes pre-
sumably play a significant role in
negative-ion formation in the lower D
region between dusk and dawn. The
variation of negative ions from dusk to
dawn serves to reduce the electron
density in the D region. Thus, one can
say that any increase in ozone density
with a sudden stratospheric warming
would decrease ionospheric absorp-
tion at night, not increase it.

Nitric oxide (NO) is another minor
constituent of the atmosphere that is

involved in negative ion formation.
There is also a seasonal variation in
its formation and circulation, with NO
being formed from atomic nitrogen re-
leased at E-region altitudes during au-
roral bombardment.11 The NO is then
carried pole-ward by meridional circu-
lation; as it cools, it descends and the
circulation returns it equator-ward.
NO has a long lifetime around the
dark, winter polar cap. With the re-
turn circulation, part of the NO spills
out at mid-latitudes and is responsible
for the “winter anomaly”12 in absorp-
tion that is found on medium frequen-
cies during daylight.

In that case, the NO becomes an ad-
ditional target for solar UV and when
ionized on illumination, serves to in-
crease the electron density in the D
region. There is a great deal of folklore
about the negative effect of the winter
anomaly on DXing in amateur circles.
Unfortunately, those who continue to
promulgate that idea fail to realize that
it is an effect when the ionosphere is
illuminated, not during darkness on
paths when DXing is done.

Contrary to that negative aspect, cir-
culation of additional NO would add to
its role in the formation of negative ions
with large electron affinities during
time of darkness in the D region. Like
the case with ozone, that would serve to
reduce the electron density in the lower
D region and serve to lessen any absorp-
tion rather than increase it.

The ideas dealing with meteorologi-
cal aspects of 160-meter propagation
cannot be related to many observations
at the altitudes of interest. Instead,
what measurements of the neutral at-
mosphere that do exist are for lower
altitudes: ground-based observations of
temperature, pressure and winds, or
else satellite views of weather systems
from cloud-cover and infrared data. In
short, the features of 160-meter propa-
gation where the neutral atmosphere
comes into play are essentially un-
known to DXers. Consequently, there is
little to use in anticipating what propa-
gation would be like. For that matter,
even what constitute average condi-
tions are essentially unknown: So the
question as to the departure from nor-
mal conditions is moot.

At this time, the only method that
works reasonably well applies to pre-
dictions on paths that go to high lati-
tudes; it involves logging the level of
magnetic activity and looking for re-
currences. That is based on the effects
of long-lived solar streams that sweep
by the Earth. It works reasonably well
from late in a solar cycle to the rise to-

ward greater solar activity in the next
cycle. During the peak of solar activ-
ity, magnetic activity is more related
to individual solar outbursts—say,
coronal mass ejections (CME) and
flares. So any propagation planning is
strictly short-term in nature, using
announcements from the NOAA Web
sites on the Internet.
Summary

Propagation in the upper HF spec-
trum results from the ionization of the
atmosphere on a global scale by the
sun, which is a strong but variable
source of radiation. In addition, the
slow recombination of electrons and
positive ions at high, F-region alti-
tudes contributes to the duration of
the ionization, while its distribution is
largely controlled by the geomagnetic
field, another agent of global dimen-
sions. Those ideas are well understood
and propagation resulting from them
proves to be quite predictable when
bursts of solar and magnetic activity
are taken into account.

In contrast to that situation, propa-
gation at the lower Amateur Radio
spectrum results from steady but
weak sources of ionization: UV in star-
light, galactic cosmic rays and solar
radiation scattered into the dark
hemisphere by the geocorona. The dis-
tribution of that ionization near the E
region is subject to altitude and den-
sity variations from two sources:

• Motions of the neutral atmosphere
caused by atmospheric gravity waves

• Vertical and horizontal transport
of minor constituents, which play a
role in negative ion formation

The principal role of the geomagnetic
field at the low end of the spectrum is to
provide an efficient propagation mode
by means of ducting in the ionization
valley that develops just above the E
region at night. Of course, magneto-
ionic theory shows that wave polariza-
tion is important there too, and
non-reciprocity of paths becomes im-
portant because of polarization mis-
matches between waves and antennas.

Also, as another example, ray-trac-
ing calculations (see Note 4) with the
PropLab Pro software show that duct-
ing is more likely on ray paths that are
quasi-longitudinal. That is, close to
the direction of the geomagnetic field
lines, rather than on paths that are
quasi-transverse to the field. Thus,
signals from the lower magnetic lati-
tudes may be ducted quite efficiently
toward higher latitudes, while those
in the return direction are more likely
to be propagated as lossy earth-iono-
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sphere hops because of the large mag-
netic dip angle where they originate.
Along the same line, there can be large
losses in getting waves in and out of
the ionosphere, from mismatches in
power coupling between antenna po-
larization and limiting wave polariza-
tions on entrance to and exit from the
lower ionosphere. That proves to be
particularly important when using
vertically polarized antennas for E-W
propagation at low latitudes.13

Finally, in the HF case, the few pa-
rameters available and activity up-
dates on solar-terrestrial conditions
generally prove to be sufficient for the
purpose of propagation predictions. At
the low end of the spectrum, other
than activity updates, the magnetic
indices and satellite measurements of
the power input by auroral electrons
are about all that are available. They
serve only to show when high-latitude
paths might be subject to more absorp-
tion from auroral ionization, path
skewing from that same source of ion-
ization or the precipitation of radia-
tion belt electrons at lower latitudes
during magnetic activity.

However, perturbations of the neu-
tral atmosphere from transport pro-
cesses and atmospheric gravity waves
along propagation paths affecting ion-
ization density, heights or path geom-
etry, cannot be predicted or dealt with.
There are just no measurements being
made that bear on the questions. In
that regard, one is left with the con-
clusion that meteorological factors
make 160-meter propagation even
more unpredictable than the weather
itself for the lack of observations, es-
pecially since not even average condi-
tions are well documented.
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Large, high-quality coils are an important factor in working
the LF bands successfully. This short note on the specific art
describes good quality-factor coils (Q ≈600) for 136 kHz.

By Paolo Antoniazzi, IW2ACD, and Marco Arecco, IK2WAQ

The Art of Making
and Measuring LF Coils

1Notes appear on page 32.

Paolo Antoniazzi, IW2ACD
cia Roma 18
Sulbiate (Milano), Italy
paolo.antoniazzi@st.com

Marco Arecco, IK2WAQ
Cia L. Einaudi, #6
20093 Cologno Monzese, Italy

The “new” band of 136 kHz in
Europe and the “lowfer” 160-
190 kHz band in the USA are to

be considered a good mix between the
old fascinating era of Marconi antennas
(plus specific grounding topics) and the
technologically advanced world of DSP
and related high-precision spectrum
and noise analysis. Combining modern
PC processing capability with very in-
teresting old-style experimentation on
big coils and big vertical antennas with

capacitive hats, we can obtain unique
results (see Ref 4). A very simple trans-
mission circuit to start operation at
136 kHz is shown in Fig 1.

The circuit includes an audio power
amplifier commonly used in high-
quality TV sets: the TDA7265 made by
STMicroelectronics.1 The PC board
and heat sink are shown in Fig 2 and
complete technical information is
available on the Web site (www.st
.com). The typical output power of the
amplifier at audio frequencies is 25 W
with 4-Ω speakers; but at 136 kHz, the
output power drops to 3-4 W, maxi-
mum. This power is more than ad-
equate for LF system tests, generating
up to 0.5 A of antenna current.2 The
transformer, T1, is constructed on a

standard FT101-43 one-inch toroid
core and is used to match the specified
4-Ω load to the 16-20 Ω total resistance
of the antenna system (antenna + coil
+ ground). To check the complete sys-
tem, a relatively simple antenna is
used, with a vertical (Marconi) rod of
7-10 meters isolated from ground us-
ing a plastic plate. About 40-50 meters
(130-160 feet) of horizontal wires (hat)
are connected atop the Marconi an-
tenna to realize a 450 pF total antenna
capacity. This establishes a near unity
ratio between the top and base cur-
rents in the antenna (Fig 3). As you
can see from the diagram (from Ref 1),
the radiation resistance of our an-
tenna at 136 kHz is very low: about
0.03 Ω. For comparison, the height for
a similar antenna at 14 MHz would be
7-10 cm!

mailto:paolo.antoniazzi@st.com
http://www.st.com
http://www.st.com
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Fig 1—A simple 136-kHz linear amplifer using a low-cost monolithic IC.

Fig 2—The ST board designed for 25-W stereo high-quality audio for TV (TDA7265).

More complete technical documen-
tation on the big antennas is available
in the paper of Ref 1 (Monster Anten-
nas). The ground connection is an-
other big problem at LF, but if you
have a country house with a big
garden, you don’t normally have a
ground problem. As is well known,
earth is inherently a rather poor con-
ductor, with normal resistivities in the
range of 10-300 Ω per meter, and the
conductivity of the metal constitu-
ting the grounding rod is not very
important.

The ground resistance RG can be pic-
tured as the resistance resulting from a
series of equally thick concentric earth
shells around the ground rod. With a
typical 3-meter rod, half of the resis-
tance is contained within a cylinder of
12-cm radius around the rod (Ref 3).
The only way to reduce the ground re-
sistance is with the addition of multiple
electrodes. Adding more ground rods
reduces the grounding resistance, but
the gain is less for each additional rod.
That is, the final resistance for many
rods is greater than the value obtained
by simply dividing the resistance of a
single rod by the number of parallel
connected rods. A single 3-meter rod of
16 mm diameter driven into soil with
100 Ω/meter average resistivity will
have a ground resistance (measured at
50-60 Hz) of 30-50 Ω. Using four paral-
lel rods placed at 10-15 m in a square
will give a final LF resistance of
10-15 Ω. At 136 kHz, the inductance of
the connecting cables is not important,
but we must use a big wire to avoid skin-
effect resistances. As seen in Table 2 for
42×0.18 mm Litz wire, we have only a
0.0164 Ω/meter dc resistance (probably
less than 0.5 Ω of RF resistance for a
10-meter connection cable).

When using four or more parallel
ground connections, the resistance of
the wires is not very important. In our
tests, two 4-meter-deep rods and two
2-meter-deep rods were used at a dis-
tance from the common ground point
(at the base of the Marconi vertical
antenna) of 10-15 meters. The mea-
sured value of our ground resistance
at 136 kHz is RG = 12-14 Ω. The
system’s total load resistance seen by
the output transformer is:

    

R RL G + 4.3  (coil) 14  (ground)

    18  or about 4  as an amplifier load

= Ω + Ω
≈ Ω Ω

(Eq 1)
The very poor efficiency of any short

vertical Marconi system can be calcu-
lated simply using the expression :

Fig 3—Radiation
resistance versus height
of Marconi vertical
antennas plus capacity
hat.
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Efficiency

R
R R

≈
+( )
R

L G
(Eq 2)

where
RR = Radiation resistance (see Fig 3)
RL = Coil resistance
RG = Ground resistance

The Coils
The load coils used in LF transmit-

ters must have a very high quality
factor, Q, or a low equivalent series
resistance (for example, RAC < 5 Ω) so
as to reduce the transmission losses.

    
Q

fL

R
=

( )2

AC

π
(Eq 3)

where
f = frequency (kHz)
L = inductance (mH)
RAC = LF equivalent series
  resistance (Ω)

As stated in the introduction, be-
cause of the very low antenna efficiency
and the relatively high resistance of the
Earth (RG ≈ 10 to 15 Ω, see Fig 4), the
use of low-Q coils is not practical.

The losses that affect the quality
factor of LF coils are:
• Skin effect of wires
• Proximity effect between turns of

winding
• Lossy dielectric of the distributed

capacitance
• Lossy coil form material (such as

gray PVC).
In the following, we will consider in

more detail both the skin and the prox-
imity effects in the RF windings. Now,
we limit our discussion by writing that
skin-effect problems are avoided by
using Litz wire (which is many thin,
insulated wires connected together at
the ends). We take this opportunity to
remind that, to manufacture some
monster antennas, 3.5-inch Litz wire
(9-cm diameter!) has been used. The
dielectric losses are related to the
material used to insulate the conduc-
tor—enamel, for instance—of the
winding. In any case, this kind of loss
is very small considering the total tun-
ing capacitance for LF resonance.

During the beginning phase, we
tried a gray PVC tube as a form. This
tube is often employed in the manufac-
ture of buildings. This was the worst
case we found: Table 3 compares the Q
of coil L01 with the other coils wound
on wood and air.

The best case used a form of eight
wooden dowels connected together by
two wooden plates. This core mini-
mizes the mass of material within the
solenoid winding. An example of this
arrangement is shown in Fig 8A,

Table 1—Wire Table including calculated RAC/ RDC
 at 136 and 200 KHz

Diameter Diameter R
DC

R
AC

/R
DC

R
AC

/R
DC

(mm) (miIs) (Ω/meter) at 136 kHz at 200 kHz

0.050 1.97 8.9300 1.000 1.000
0.100 3.94 2.2330 1.000 1.000
0.180 7.09 0.6893 1.001 1.002
0.200 7.98 0.5583 1.002 1.004
0.300 11.80 0.2481 1.011 1.022
0.500 19.70 0.0893 1.075 1.149
0.900 22.86 0.0276 1.507 1.785
1.000 39.40 0.0223 1.650 1.962
2.000 78.80 0.0056 3.060 3.640

Table 2—Litz-Wire Table for typical Copper Wires

Diameter Diameter Litz Wire R
DC

R
DC

 Litz

(mm) (mils) (number) (Ω/meter) (Ω/meter)

0.051 2.010 100 8.510 0.0851
0.051 2.010 200 8.510 0.0425
0.051 2.010 600 8.510 0.0142
0.063 2.480 60 0.0031 0.0907
0.127 5.000 50 0.0127 0.0272
0.180 7.090 15 0.6890 0.0459
0.180 7.090 30 0.3445 0.0229
0.180 7.090 42 0.6890 0.0164
0.300 11.810 30 0.2480 0.0083

Fig 4—Ground resistance versus
rod length in a typical earth
(100 Ω× meter)

where the core of coils L03 and L04 (of
Table 3) is shown before the wire was
wound. To verify the core material’s
quality, we made a hole in the center
of the two wooden plates for the pur-
pose of inserting a big, cylindrical
mass of wood. No change in measured
Q values was detected while perform-
ing this experiment.

To the contrary, a 30% drop of Q is
verified when using gray PVC rods.

The LF coil-design goal is high perfor-
mance, with:
• Wires able to sustain high RF cur-

rents
• Good insulation
• An inductance value of a few mH

To transmit adequate RF power, we
need to produce a load-coil current of a
few amperes. This means using a con-
ductor of suitable cross section to carry
the 1- to 5-A currents with low RF se-
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ries resistance. For instance, if we have 3-mH coil in which
a current of 1A flows, the voltage at the coil terminals is
about 3000 V (3 mH is + j2563 Ω at 136 kHz and +j3770 Ω
at 200 kHz). This is a very dangerous voltage. Moreover, it
is necessary to consider the potential difference between
two adjacent turns (25 to 40 V with 1 A of current flowing
and proportionally higher with increasing current) to set
requirements for dielectric strength of the conductor’s in-
sulation. The inductance of the coil, for LF purposes, can be
calculated using the following equation, considering that it
must resonate with the total antenna capacitance (vertical
antenna plus top-hat capacity):

    

L
f C

= ×

×( )
2.53 107

2
A

(Eq 4)

where
L = coil inductance (mH)
f = frequency (kHz)
CA = vertical antenna + hat capacitance (pF)

At this point, it is necessary to find the number of turns
(starting from the inductance computed with Eq 4) and the
geometrical dimensions of the coil:

    
N

Ldk Ldk LD

D
=

× + ×( ) + ×5.08 10 5.08 10 4.572 105 5 2 5 3

2
(Eq 5)

where
N = number of turns of solenoid winding
L = inductance (mH)
d = wire diameter (mm)
k = turns packing factor (greater than 1)
D = coil diameter (mm)

The above formula allows an accuracy of about 1% for a
single-layer coil. This was confirmed by the obtained ex-
perimental results.

Before calculating the number of turns, N, it is necessary
to minimize the proximity effect (see next paragraph). For
this purpose, the factor k, which is greater than 1, has been
introduced to consider when the distance between two adja-
cent wires (pitch) is greater than the diameter of the wire, d.

The diameter of the coil must be chosen to minimize the
wire length in order to minimize the series equivalent resis-
tance: By reducing RDC, RAC is also automatically reduced.
In Fig 7, we show two graphs that are very useful for coil
optimization. In the first graph, we have wire length versus
form factor (D/Len); in the second, we have calculated wire
length versus coil diameter.

Considering a maximum increase of the conductor length
of 5%, with reference to best-case D/Len = 2.5, a maximum
change in the coil form factor D/Len from about 1 to 4.8 can
be accepted. On the second graph, we can find the coil diam-
eter that we can put into Eq 5 to calculate the number of
turns. For instance, considering spacing (pitch) between two
adjacent turns of 2 mm, we can use a coil diameter between
260 and 570 mm to obtain a coil with 3 mH of inductance.

Fig 7 also shows the value relative to the final coil, L06,
to show the optimization performed. The complete charac-
teristics of the other coils are shown in Table 3.

Having chosen the value of coil diameter in the range re-
ported above, the number of turns of the solenoid can be
easily calculated. At the end of the theoretical calculations,
we go to the practical realization of the load inductor. As
already stated, Table 3 shows all the coils tested to verify the

optimization also from the practical point of view. L01, L04
and L05 coils have been manufactured using only enameled
wire with a 0.9-mm diameter. The first inductor, on a gray
PVC support, has the lowest quality factor (Q = 205 at
136 kHz and 187 at 200 kHz) because of the bad core mate-
rial used. The second one has a higher Q (237 at 136 kHz and
230 at 200 kHz), which is related to the better support but
affected by the proximity effect due to the closeness between
the adjacent wires (k≈1). L05 has the highest quality factor
of this coil group (318 at 136 kHz and 309 at 200 kHz) due to
the increased distance between the subsequent turns (k≈2).
This last result shows the big influence of the proximity ef-
fect on the equivalent series resistance (which we’ve already
pointed out) in the LF range.

Remaining coils have been made using Litz wire: L02 with
2×15×0.18 mm, L03 and L06 with 42×0.18 mm wires. The
L02 inductor has a very good Q, but it is not useful for our
purpose. It has only 1.4 mH of inductance and cannot reso-
nate with the total antenna capacitance, which is estimated
to be about 450 pF, considering both the vertical antenna
and the top hat.

The best coil for our experimental LF transmitter is L06
(Fig 8B); it has a very high Q (597 at 136 kHz and 541 at
200 kHz) and a suitable inductance: 3 mH. For compari-
son, Table 4 shows some coils realized and measured by
Bill Bowers (Ref 10). Apart from the reduced value of in-
ductance for these coils (only 1 mH) and according to our
experience, we believe that the author did not realize the
real importance of the proximity effect with respect to high
inductance quality factor.

Qs greater than 625 (over the Boonton Q-meter range) is
related to two factors: the “distributed” turns and big Litz
wire with 600 strands. Remember however that obtaining a
Q of 600 at 3 mH is not so easy as with 1 mH! We think there-
fore that the use of Litz wire having 600 strands of 0.051-mm
diameter is an unnecessary complication considering the
skin effect. Also see Tables 1 and 2 and remember that
RAC/RDC = 1.001 (!) with d = 0.18 mm at 136 kHz. At this
frequency, the best Litz choice is probably 20 strands of
0.30-mm diameter. Where only direct current flows in a con-
ductor, the resistance has the lowest value and the current
density is uniform in the whole cross section of the wire.

Fig 5—A group of 136-kHz big coils realized for high quality
factor (Q).
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R

d
DC

2

2
2.23 10= × −

(Eq 6)

where
RDC = resistance for unit of length
 (Ω/meter)
d = wire diameter (mm)

For alternating current (RF), the cur-
rent density is not uniform within the
conductor cross section and the resis-
tance increases. The current-density
change can be explained by considering
that the wire is composed of many tu-
bular, concentric conductors. Because
each tubular conductor is submitted to
the external magnetic field, the inner
elements link more magnetic flux than
the outer ones. The consequence is an
increase in inductance, and so of the re-
actance, in the part of the wire nearest
the longitudinal axis. This is the reason
why the alternating current flows
mostly in the external surface of the
conductor, which can be considered its
skin. This effect already begins to be
significant at LF (30- to 300-kHz fre-
quency range) when using wires having
a diameter that is large (≥ 3 – 4 times)
compared to the skin depth.

The skin depth is the distance below
the surface of the conductor where the
current density drops to 1/e (≈37%) of
its value at the surface. The following
relation describes the decrease of cur-
rent density versus the distance from
the wire surface, x (Ref 9):

  

I
I

ex

s

x

=
−



δ (Eq 7)

where
Ix = Current at depth x
Is = Current at wire surface
e = Base of natural logarithms
δ = the skin depth defined by Eq 8

    
δ ρ

πµ
=







103

f (Eq 8)

where
ρ= wire resistivity (Ω-meter)
µ = wire material permeability
  (Henries/meter)

Fig 6—Skin depth versus frequency in
copper-wires. At 136 kHz, the skin depth is
0.18 mm.T
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f = frequency (Hz)
Considering a copper wire at 20°C,
ρ = 1.754×10–8 Ω-meter
µ = 1.256×10–6×µr H/meter; µr = 1

    
δ = 66.7

f (Eq 9)

A graph of skin depth versus fre-
quency is shown in Fig 6.

When the diameter of the wire is
large compared to the skin depth (at
least three times), the useful cross sec-
tion becomes tubular and the alternat-
ing-current resistance can be de-
scribed approximately by the follow-
ing equation:

    
R

f

dAC

58.374 10
=

× −
(Eq 10)

where
RAC = alternating-current resistance
for unit of length (Ω/meter)

The consequent ratio RAC/RDC, re-
ported below, can be reduced using a
tubular conductor with a wide periph-
ery with respect to the cross section.
For example, a copper conductor com-
posed of many thin insulated wires
can be used, such as Litz wire.

    

R
R

d fAC

DC

33.750 10= × −
(Eq 11)

The exact system to calculate the
skin effect is reported in Ref 3 of the
bibliography.

For the wires involved in our study,
Len values are reported in Table 1 both
at 136 and 200 kHz. When two or more

nearby wires are carrying a current, the
current distribution in every conductor
is submitted to the magnetic field pro-
duced by the adjacent wires. This effect,
named proximity effect, increases fur-
ther the RAC/RDC ratio calculated by
considering only the skin effect.

The proximity effect is very impor-
tant in the LF coils, as we verified dur-
ing the experimental phase of our
work. If we consider the L04 and L05
coils (single 0.9-mm enameled wire) of
Table 3, the RAC is reduced simply by
increasing the pitch between turns
from 1 to 2 mm. The computation of the
proximity effect can be performed only

on very simple cases that are very far
from the single-layer solenoid. At this
point, we believe that the better thing
to do is to perform the measurements
of the quality factor of the coils manu-
factured by considering all the above-
mentioned effects together.

Q Measurements
Very few hams own a professional Q

meter, and some old equipment (with
difficulty) meets the measurement
needs of our LF coils: very high qual-
ity factor with a few millihenries of in-
ductance.

The first approach is to analyze the

Fig 7—Minimum coil wire length versus coil diameter and D/Len: a starting point to
realize high-current and high-quality inductors

Fig 8—A, a simple wood support structure with no LF power loss. At B, the final load inductor (diameter = 33 cm, Q ≈ 600 at 136 kHz).
(A) (B)



32   Sept/Oct 2001

possible errors in making the measure-
ment in parallel using a small series
resistance (0.5 Ω) to inject RF into the
resonant circuit and then measure the
voltage at the coil terminals. To mea-
sure coils having a very high Q, it is
necessary to consider the quality factor
of all the components used in the mea-
surement circuit: RF voltmeter, series
resistance, capacitor and interconnec-
tions. If, for instance, we have a 3-mH
inductance with Q = 600, the parallel
resistance of the resonant circuit is
greater than 1.5 MΩ (2πfLQ). An RF
millivoltmeter with a 10-MΩ input re-
sistance changes the circuit by reduc-
ing the measured Q by about 14%.

The other thing that decreases the
measured Q is the small series resis-
tance used to introduce the RF signal
into the resonating circuit. This effect,
together with the RF millivoltmeter
effect, reduces the measured Q by about
22%. Nevertheless, all the errors in the
inductor quality factor just mentioned
are well defined and computable, so the
true Q can be calculated.

The last real problem of the parallel
measurements is the capacitor loss
that it is very difficult to measure be-
cause we used an air-variable capaci-
tor. During our experiments, we used
capacitors with different dielectric
materials; but at the end, we decided
to use only an air-variable capacitor
for the following reasons:
• Easy tuning
• The very low dissipation factor

(0.0001, or a Q=10,000).
These data have been found in the

literature and not measured directly.
This uncertainty in the quality-fac-

tor measurement pushed us to find a
better solution. The first idea was to
use a toroidal transformer for the RF
injection to drastically reduce the se-
ries resistance without decreasing the
available signal too much. The second
idea was to measure the series, rather
than parallel, resonance to minimize
the loading effects evident before.

The proposed circuit is shown in
Fig 9. It was used for the measurements
in Table 3. The main advantage of this
new measurement concept is that it
works at very low impedance levels and
the RAC can be evaluated by compari-
son with the series resistance (RS = 3 to
10 Ω). When the voltage, Vx, is one half
of the voltage at the output of the trans-
former, the resistance is equal to RAC
and the relevant value (RS) can be mea-
sured by a simple digital ohmmeter,
available in any ham shack.

During these kinds of measure-

ments, some shrewdness must be used
to prevent possible mistakes. It’s im-
portant to verify that the coil under
test and its magnetic field are far from
metallic surfaces and lossy materials
(such as a wooden table) so that any
such materials do not intercept the
fields. Coils having such big dimen-
sions, compared with those used in
traditional radio applications, become
loop antennas. So the measurements
must be repeated, putting the winding
in different positions and orientations
to avoid possible errors.

Another consideration during the
measurements is the distances among
interconnection wires. They must be
so far apart, in spite of the relatively
low frequency involved, that they do
not affect the result of the test.

Considering all these error sources,
a possible suggestion is to find a refer-
ence inductor to verify the quality of
the measurements performed. For
this purpose, we used a shielded coil,
manufactured by Boonton company
and used in Q tests, having the follow-
ing characteristics: L = 2.5 mH,
Q = 170. In Fig 5, this last (relatively
small) coil is visible on top right to-
gether with the group of inductors re-
alized in our LF operation.

Paolo Antoniazzi, IW2ACD, is a
Technical Information Manager in
the central IC marketing area of
STMicroelectronics. He has more than
30 years of experience in RF and audio
applications. Paolo is a member of
IEEE, RSGB and the Audio Engineer-
ing Society. He was first licensed in the
early 1960s. His amateur interests in-
clude narrow-band LF tests, FFT
analysis and 2.4-GHz operations.

Marco Arecco, IK2WAQ, is an
EPROM Product Engineering Team
Leader at STMicroelectronics with
more than 30 years experience in semi-
conductor manufacturing. He has been
licensed since 1993, and his amateur
interests include LF operation and
VHF/UHF antenna tests.

Notes
1STMicroelectronics, 1000 E Bell Rd, Phoe-

nix, AZ 85022; tel 602 485 6100, fax 602
485 6102; us.st.com.

2A VLF band already exists in the US, but it’s
not an Amateur Radio allocation yet. A lot
of “lowfer” (Low Frequency Experimental
Radio) activity occurs in the 160 to 190-kHz
region—the so-called 1750-meter band,
authorized under Part 15 of the FCC regu-
lations. Right now, you don’t need a license
to operate on 1750 meters, but there are
severe legal restrictions on what you can
put on the air there. For starters, you can’t
run more than 1 W input to the transmitter’s
final stage, and the entire length of the
transmission line and antenna combined
cannot exceed 15 meters (approximately
50 feet). That’s not much antenna for a
band where a half-wavelength antenna
would be more than one-half mile long!
Hams that operate on 1750 meters some-
times use just their call sign suffix as an ID.

Fig 9—Circuit for simple and accurate measurements of the quality factor at 136 to
200 kHz.
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Exactly what is Q, and how does it affect
your circuits? Come along and see.

By George Murphy, VE3ERP

77 McKenzie St
Orillia, ON L3V 6A6, Canada
ve3erp@encode.com

The Q of Single-Layer,
Air-Core Coils:

A Mathematical Analysis

1Notes appear on page 37.

During the past few years, in the
process of writing software for
HAMCALC (a collection of pro-

grams of interest to Amateur Radio
enthusiasts),1 I kept hoping that I
would eventually come across a clear,
concise definition of coil Q, complete
with a simple equation or two. That
did not happen, so I decided a more ag-
gressive search through the available
literature was in order. I was able to
compile definitions and a series of
equations (see the Table of Equations)
from the following sources (abbrevi-
ated titles shown are used throughout
this discourse; the full titles are given

in the Notes at the end of the article):
The ARRL Handbook2

Radiotron Handbook3

Terman’s Handbook4

Electronic Equations Handbook5

The main purpose of my investiga-
tion was not to introduce any new
theory or interpretations, but to see if
I could determine a logical sequence
and correlation between existing,
proven equations. My original pub-
lished findings dealing with true Q6

have been expanded and more equa-
tions added for inclusion in this paper.

To preserve the integrity of the equa-
tions, they are presented in the Table of
Equations as they appear in the origi-
nal reference sources—some in metric
units, others in imperial units. This
may be a bother when doing calcula-
tions manually, for which I apologize,
but it presents no problem in the

HAMCALC (version 50) computer pro-
grams where conversion is automatic.

Definitions of Q
The 1997 ARRL Handbook7 defines

component Q as the ratio X/R, where X
is the reactance of the component and
R is the sum of all resistances associ-
ated with energy losses in the compo-
nent. Terman defines two separate
values of coil Q:8 true  Qt and observed
Qc. True Qt (Eq 3) is a mathematical
relationship between the radius and
length of a “perfect” coil without
losses, at a specific frequency when
the turn spacing (Eq 6) is within the
range of about 0.45 (Eq 8) to 0.70
(Eq 7) times the diameter of the con-
ductor. Observed Q is the value ob-
served by a Q meter.

The Radiotron Handbook (page 451)
refers to Terman’s “observed Q” as

mailto:ve3erp@encode.com
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where:
C = added external capacitance required to resonate
Co = distributed capacitance, in pF
d = coil pitch circle diameter, in inches
fHz = operating frequency, in Hertz
fMHz = operating frequency, in megahertz
fs = self-resonant frequency, in Hertz
Kp = 1.15 (proximity factor)
La = apparent inductance, in microheries
Lcm = coil length, in centimeters
Lgth = coil length, in inches, as a function of inductance
Lo = coil length, in inches, as a function of frequency andQ
Lµ = true inductance, in microheries
n = number of turns
Pf = 1 (assumed power factor)
π = 3.141593
Qa = apparent Q of coil
Qc = Q of coil due to self-capacitance
Qt = true Q of coil
Ra = resistance due to distributed capacitance, in ohms
Rac = RF resistance in ohms/cm.
Rcm = coil pitch circle radius, in centimeters
Req = equivalent series resistance of coil
Ro = equivalent resistance of Qc, in ohms
Rsk = total skin-effect resistance, in ohms
Rt = true resistance, in ohms
Sd = winding pitch/conductor diameter ratio
Sw = winding pitch (center-to-center turn spacing), in
  inches
W = conductor diameter, in inches
Wmax = maximum conductor diameter, in inches
Wmin = minimum conductor diameter, in inches

Equation Sources
Eq 1: 1997 ARRL Handbook, page 6.22 equation 44.
Eq 2: 1997 ARRL Handbook, page 6.22 equation 45.
Eq 3: Radiotron Handbook, page 464 equation F.
Eq 4: Derived from Eq 1 or Eq 2.
Eq 5: Derived from Eq 3 and converted to inches.
Eq 6: Ratio of coil length, in inches, to number of turns.
Eq 7: Eq 8: Radiotron Handbook, page 463 (A), page 464
(B) (G), page 465 (G) (a), page 465 (H) (d).
Eq 9: Ratio of coil winding pitch to conductor diameter.
Eq 10: Electronic Equations Handbook, page 6 equation
  1-38.
Eq 11: Eq 10 with cosh function re-phrased to suit
  calculation by computer.
Eq 12-13: Derived from the ARRL Handbook, page 6.35
  equations 89 to 92.
Eq 14: Terman Handbook, page 34 equation 5.
Eq 15: Terman Handbook, page 35 equation 6.
Eq 16: Total conductor-resistance equation Rac ×
  conductor length, in cm.
Eq 17: Total resistance.
Eq 18-20: Radiotron Handbook, page 451 (I).

“apparent Q.” Apparent Qa (Eq 20), is
less than true Qt because of the pres-
ence of distributed capacity (Eq 10, Eq
11) and resistive losses within the coil
that affect the reading of a Q meter.

Terman observes9 that with a given

inductance and coil diameter, Q is
maximum when the length/diameter
ratio of the coil is in the order of 0.5:1.
Actually, some iterative calculation
using equation Eq 3 will show the
maximum Q increases rapidly with

L/d ratio, peaking in the L/d range of
about 0.35:1 to 0.45:1, then decreases
gradually with L/d ratio (see Fig 1).
This is consistent with Terman’s popu-
lar rule of thumb, which probably in-
cludes a safety margin.
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Effects of Distributed
Capacitance on Q

Terman states:10 “The presence of
distributed capacity causes a partial
resonance that modifies the apparent
resistance and reactance of the coil as
viewed from the terminals. The appar-
ent series resistances La and Ra . . . are
related to the true resistance Rt and
inductance Lµ according to the equa-
tions . . .” (The equations11 that follow
Terman’s statement are expressed in
terms of the ratio [actual frequency]/
[self-resonant frequency].

The Radiotron Handbook states:12

“In all cases the self capacitance of a coil
has an apparent effect on its resistance,
inductance and Q, and at frequencies
considerably below the self resonant
frequency of the coil [are] . . .” Eqs 18,
19 and 20. These equations are ex-
pressed in terms of the ratio [self-ca-
pacitance of coil]/[external capacitance
required to tune Lµ to resonance]. The
equations (page 451) produce values
identical to the Terman equations,
which are not included in the Table of
Equations.

Losses
In addition to distributed-capaci-

tance losses, Terman describes four
other factors13 contributing to coil
losses as:

• Skin effect14 (Eqs 15, 16)
• Proximity effect15 (the proximity

factor KP used in the equations is as-
sumed to be 1.15)

• Dielectric losses
• Eddy-current losses in neighbor-

ing objects
For purposes of mathematical

analysis, the last two factors are ig-
nored herein, as are the effects of com-
ponent-lead wires, since these factors
are variable and somewhat unpredict-
able, and they do not significantly af-
fect the analysis.

Self-Resonance
At some sufficiently high frequency

(Eq 12), inductors and capacitors be-
come self-resonant. Just as in a tuned
circuit, above that frequency, the ca-
pacitor will appear inductive and the
inductor will appear capacitive.16 Be-
cause of this, coils are not usually de-
signed for operation above their self-
resonant frequency, and any calcu-
lated or measured Q above the
resonant frequency becomes meaning-
less in most practical applications.

True Qt versus Apparent Qa
True Qt, which has no losses, in-

creases indefinitely with frequency.
Apparent Qa increases with frequency,
peaks at a point appreciably less than
the self-resonant frequency and then,
due to distributed-capacitance effect
and resistive losses, decreases until it
reaches zero at the coil’s self-resonant

frequency. These relationships are
shown graphically in Fig 2.

Choosing a True Q Value
when designing a Coil

This is mostly a judgement call based
on experience. Because there is little in
the literature for guidance, and what
little mention there is apparently refers
either to apparent Qa or to measure-
ments made by a Q meter under un-
specified conditions affecting the inter-
pretation of the meter reading. As a
rule, a high apparent Qa is required for
narrow bandwidth, minimum band-
width noise and maximum efficiency.

A useful feature of the HAMCALC Q
Calculator program is that as soon as
the basic requirements (conductor di-
ameter, inductance and frequency)
are entered, it immediately computes
and displays the approximate maxi-
mum true Q for those factors.

Coil Design
The tricky part in designing a coil

with a specific Qt is to arrive at a
length and diameter where the length
Lgth as a function of inductance (Eq 4)
is equal to the length Lo as a function
of frequency and true Qt (Eq 5).

To design a coil with a specific true
Qt, using the equations here, deter-
mine five known factors:

1. Minimum conductor size required
to carry the current

Fig 1—Maximum Q of typical coils.

Fig 2 (right)—Values of Q for coil described in Fig 4: 34.7 µH, 27
turns of #14 AWG at 8 turns per inch on a 3-inch diameter form.
The coil is 3.375 inches long.
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2. Required inductance
3. Operating frequency
4. Desired L/d ratio (lower L/d

yields higher Qt)
5. Desired true Qt.
Proceed with the design calcula-

tions as follows:
1. Assume any very small pitch di-

ameter, d, in inches.
2. Let Rcm = 2.54d/2. Calculate coil

length Lo (Eq 5).
3. If Lo is equal or very close to [d ×

L/d ratio] then proceed to Step 6.
4. If Lo < [d × L/d ratio], increase d

and return to Step 2.
5. If Lo > [d × L/d ratio], decrease d

and return to Step 2.
6. Calculate Lgth from Eq 4 and con-

firm that Lo ≈ Lgth
7. Calculate number of turns (Eq 2).
8. Calculate winding pitch (Eq 6).
9. Calculate limits of conductor size

(Eqs 7, 8).
10. If the specified conductor is

within these limits proceed to Step 12.
11. Increase L/d ratio and/or de-

crease Qt, and return to Step 1.
12. Calculate conductor circumfer-

ence P, where P = πd.
13. Calculate other factors (Eq 9, 10,

11, 12, 13, 14, 15, 16, 17, 18, 19).
14. Calculate apparent Qa (Eq 20).
Because of the iterative nature of

the calculations, this can be a tedious
manual operation. To design a coil
with a specific apparent Qt using a
computer, decide four known factors:

1. Minimum conductor size required
to carry the current

2. Required inductance
3. Operating frequency
4. Desired true Qt.
With HAMCALC loaded in your

computer, start the Coil Q Calculator
program, and proceed as follows:

1. Select desired measurement
units, either metric or inches.

2. Select menu item 1 “Coil Specifica-
tions for a Specific Q and Frequency.”

3. Enter the wire diameter.
4. Enter the inductance.
5. Enter the frequency.
6. The computer will display the re-

sultant approximate maximum true Qt.
7. The screen will show a display

similar to Fig 3. You have the option of
changing any or all of the input data
at this time.

8. Enter your choice of coil diameter
within the range displayed. The com-
puter will display complete coil speci-
fications in a manner similar to Fig 4.

9. Refer to bar at bottom of screen
and press 3 to return to the menu.

10. Select menu item 2 to make final
minor adjustments to suit a standard

wire type and size, a standard coil
form diameter and to provide an inte-
gral number of turns. These small
adjustments may slightly affect the
true Qt, which is displayed as each
adjustment is made. The entire pro-
cess takes only a few seconds or per-
haps a few minutes if you engage in
“what if” speculations in Step 7.

The HAMCALC Coil Equation
Calculator may also be found useful in
preliminary design and analysis of
new or existing single-layer air-core
coils. Given only a few of any known
properties of a coil, it computes most
of the other commonly sought proper-

ties, including true Qt and appar-
ent Qa.

Summary
Nothing very new is presented in this

paper, but I hope it may make life a
little easier for the coil designer by pre-
senting most of the pertinent equations
in one place. Anyone interested in surf-
ing the equations by computer can ob-
tain a free program to do just that by
e-mailing a request for QSOLVE.BAS
to ve3erp@encode.com.17

Acknowledgments
Being a non-technical person whose

Fig 3—Interim results from the Coil Q Calculator show possible coils for the specified
conductor diameter, inductance and frequency.

Fig 4—After selecting a coil diameter of 3.000 inches, Coil Q Calculator displays the
various properties of that coil.

About Q Meters
The interpretation of readings displayed by Q meters is beyond the scope of

this article. According to the manual I have for one of these instruments, there
is a lot more to measuring coil Q than merely attaching a couple of test leads,
pushing a button and getting an instant result. If anyone wants an article about
how to read a Q meter, it won’t be written by me—I don’t even understand the
manual!
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Look for Murphy0901.ZIP. Compaq com-
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now retired, having spent most of my
earning years as a professional musi-
cian and industrial designer. I hold a
Canadian Advanced Amateur license,
which I obtained in 1960. My main in-
terest in Amateur Radio is teaching
myself what it is all about. I believe the
best way to learn anything is to teach
it to someone else, which is my selfish
motive for writing the articles I’ve had
published over the years, and for the
free HAMCALC software I produce
and distribute. The only technical de-
gree I hold is approximately 98.6°F
when I am dressed appropriately for
the weather.

I am one of that very large group of
amateurs who, with absolutely no
training or experience in anything even
vaguely connected with communica-
tions or electronics, decided in midlife
to become an amateur because it
sounded like fun. So it has been. I am
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Here’s an easy-to-build, computer-read, six-digit voltmeter
based on a new ADC chip and a precise voltage reference.

By Ron Tipton, ex-K5UJC

5260 Cochise Trail
Las Cruces, NM 88012-9736
Rtipton@zianet.com

Build this Simple, High-
Resolution DC Voltmeter

1Notes appear on page 43.

Last year, Linear Technology
Corporation1 introduced a
single-chip, 24-bit analog-to-

digital converter (ADC), the LTC2400.
I requested a demo board to see what
it would do. This project and article
are the results.

Although the chip has 24-bits of reso-
lution, it isn’t really a 24-bit converter.
The specification sheet says the typical
output noise is 1.5 µV RMS. Gaussian
random noise has a crest factor (peak
divided by RMS) of about five so 1.5 × 5
× 2 = 15 µV pk-pk. At 5 V full scale, the
least-significant bit is just 0.3 µV so the

converter noise effectively “uses up” the
lower five bits; at best we have a 19-bit
converter, which is really quite good for
an SO-8 IC!

Selecting a Voltage Reference
However, we also need to find a volt-

age reference for the converter that
adds minimum noise. Since the ADC
and reference noise will be uncorre-
lated, the noise powers add directly.
The noise voltage, therefore, will in-
crease as the square root of the sum of
the squares of the individual noise
voltages, that is, the RMS sum. The
demo board uses an LTC1236A 5-V
reference chip for the converter refer-
ence and for the converter supply volt-
age. The LTC1236A “spec” sheet lists
an initial uncertainty of ±2.5 mV, a
temperature coefficient of 5 ppm/°C,

and a maximum output noise of 3.5 µV
rms. The RMS sum of 1.5 µV and
3.5 µV is 3.8 µV or about 38 µV pk-pk
(assuming a crest factor of five).

Using an input of +2.000 V from a
voltage reference, I measured an out-
put variation about the mean of about
60 µV pk-pk. See the graph in Fig 1.
This is greater than the predicted
38 µV pk-pk, but the 2-V input contrib-
utes some noise, too, so these numbers
are in the right ballpark. Even so, I
thought I could do better with a qui-
eter reference supply. Thaler Corpora-
tion2 makes a precision 5-V reference
IC, the VRE305A, that I’ve used in
other projects.3 Its specs are quite
good. The initial voltage uncertainty
is only ±0.5 mV, the temperature coef-
ficient is 0.6 ppm/°C, and the output
noise is typically 3 µV RMS without

mailto:Rtipton@zianet.com
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Fig 1—Comparison of short-term variation in voltage reading. The solid line is for the
model 251 voltmeter and the dashed line is for the LTC2400 demo board. Input voltage
was 2.000 V in both cases.

Fig 2—Total noise decreases as the
number of uncorrelated sources increase.
Three sources seems a good compromise
between performance and circuit
complexity.

Resistor Matching
You can use stock 0.1% resistors for the whole project, but you can get bet-

ter performance by matching them when same-valued sets or pairs are needed
(see the Parts List). In these cases, the specific values are not as important as
the degree to which the values match. This matching can be easily done with
another digital multimeter (DMM). In fact, the DMM need not be very accurate,
as long as its readings are stable. A 41/2-digit meter gives you a resolution of
1 Ω (0.01%) at 10 kΩ and 51/2 digits is 10 times better. You can easily deter-
mine stability by rechecking matched pairs after 30 minutes or so.

The 0.1% resistors from Mouser Electronics have a temperature coefficient
(TC) of ±25 ppm/°C. This amounts to ±0.25 Ω/°C for a 10-kΩ resistor. So
matching to better than ±0.01% is probably useless because of the resistance
change with temperature. Inexpensive 1% metal-film resistors could also be
matched in this way, but their TC is ±50 ppm/°C, so we should avoid the temp-
tation to save money this way.

the optional external noise-reduction
capacitor. The only drawback to this
chip is its need for a 13.5 to 22 V sup-
ply, but I deemed this a worthwhile
trade for its superior performance.

An output noise level of 3 µV RMS is
pretty good, but what about summing
the outputs of several references and
dividing each reference output by the
number being summed? The total noise
voltage decreases and the dc output
remains constant at 5 V. By summing
three outputs, the initial uncertainty of
the 5 V may decrease, too, since it’s
equal to the average of the three refer-
ences. Using 3 µV RMS from the speci-
fication sheet, we get the curve in Fig 2
for multiple references. Three refer-
ences looked like a good compromise, as

the improvement becomes increasingly
smaller beyond four or five. Three is
manageable in cost, circuit-board space
and summing-resistor values. Another
look at Fig 1 shows a decrease to about
30 µV pk-pk variation for the three-ref-
erence voltmeter, which I’m calling a
model 251. The result is a solid 6-digit
meter—not bad for a cost of about $150!

Comments on the
Circuit Diagrams

The circuit diagram is shown in Figs
3, 4 and 5. Let’s take a look at how it
works. In Fig 3, U1 is a very-low-noise,
chopper-stabilized op amp connected
for non-inverting operation. Slide
switch S1 sets the input gain to 0.1, 1 or
10 for full scale ranges of 50, 5 and

0.5 V. The circuit-board common is not
internally connected to the case, as this
makes it easier to control ground loops.
You may get more stable operation by
placing a low-resistance jumper be-
tween the black and green (case) bind-
ing posts. The ADC uses an internal
conversion oscillator and digital filter
to reject either 50- or 60-Hz input sig-
nals. For 50-Hz rejection, pin 8 is con-
nected to +5 V; it is grounded for 60-Hz
rejection. The demo board and my board
have jumpers to make this selection.

Input Protection
Resistor R2 and diode D1 protect the

ADC from negative input voltages on
the 50-V and 5-V ranges. The voltage
drop across R2 from positive-voltage
leakage current is measurable, but the
error is so small I consider it negligible.
There is no negative input protection on
the 0.5-V range because of the gain of
10 in U1. You can connect a Schottky
diode (such as a 1N5817) in parallel
with R7 with the cathode end on U1,
pin 6. This protects the ADC but the
positive voltage leakage current causes
a –0.4% error at +5 V into the ADC. I
consider this unacceptable, but it would
protect the ADC from destruction.

The 5-V range is the most accurate
because U1 is just a voltage follower,
and there are no resistor tolerances to
worry about. On the other two ranges,
gain-setting resistors are used. Al-
though they are 0.1%-tolerance units,
there will be a small gain uncertainty.

Serial Interface
The serial data interface to the com-

puter copies the demo-board interface
except I added optocouplers to isolate
computer common from voltmeter
common. That gives another option for
controlling ground loops. A common
interface was intentionally included
so that the demo software would also
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Fig 3—Input amplifier, ADC and serial data
interface. U1 is an eight-pin DIP, but U2
and U3 are surface-mount devices.

work with this circuit. Remember,
though, that the computer display will
always be zero to +5 V, so you will have
to mentally correct the decimal point
unless you are on the ×1 scale. The
demo software is for Windows95 and
98, so I have written a companion MS-
DOS program to also display the volt-
age and record data files.4 This could
give new life to that old laptop com-
puter gathering dust in your closet.

Reference
Fig 4 shows the 5-V reference circuit.

The outputs of three Thaler VRE305As
are summed by op amp U7 and then
inverted back to +5 V by U8. These are
very-low-noise chopper op amps; don’t
substitute another type. R11 through
R16 are 10-kΩ, 0.1% metal-film resis-
tors matched to 0.01% (see the sidebar
“Resistor Matching”). Performance will
be somewhat poorer with stock 0.1%
resistors, so use a matched set if you
can. To help with this, I’m making
matched sets available.5 Actually,
these resistors seem to group quite
well. Fig 6 shows the results of match-
ing the resistors I had on hand.

C11, C12 and C14 are the optional
external noise-reduction capacitors,
suggested on the VRE305A datasheet.
Charge-storage capacitors C16, C17,
C19 and C20, as well as C3 and C4
have polypropylene-film dielectric; for
best performance, do not substitute
another type.

Power Supply
The power supply is shown in Fig 5.

The incoming low-voltage ac is recti-
fied by U17 and filtered by C22. The
resulting dc voltage is then split by
power op amp U9 into ±17 V. The
+15 V regulator, U10, must be a low-
drop-out-voltage type. The regulated
+5 V powers the ADC and interface
logic and the ±6 V goes to the op amps.
Using separate regulators provides
high isolation between the digital and
analog parts of the circuit, and the low
ac power supply voltage minimizes 60-
and 120-Hz feedthrough.

Construction
All components, except the connec-

tors, are on one double-sided circuit
board as shown in Fig 7.6 Fig 8 is the
parts location diagram, while Figs 9
and 10 show how the connectors are
mounted. Enclosure drilling and cir-
cuit board layout drawings can be
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Fig 4—The 5-V reference supply averages three outputs to reduce short-term variations.
The op amps are chopper-stabilized with very little output noise.

Fig 5—The LTC2400 voltmeter power supply. U9 splits the dc to +17 V and –17 V. U10 is a low-dropout voltage regulator.

downloaded; see Note 4.
Although most of the ICs are some-

what expensive, don’t use sockets. The
added (and variable) contact resis-
tance will degrade accuracy and long-
term stability. It’s also better to use
solder from the same roll for the whole
board as this, too, can affect accuracy.

I used a cast-aluminum enclosure to
provide electrical shielding and a rea-
sonably constant temperature for the
whole voltmeter. The power op amp,
U9, and +15 V regulator, U10, are con-
nected to one of the enclosure walls
through an aluminum bracket so their
heat isn’t dissipated inside the case.

Surface leakage on the circuit board
can also degrade performance, so clean
off the flux and oily fingerprints before
mounting it in the enclosure. Mechani-
cal stress on the board can produce cy-
clic variations as the board reacts to
changes in its environment. To mini-
mize this effect, I kept board mounting
as simple as I could. The heat-sink
bracket is attached to the case wall with
two #4-40 machine screws and nuts.
The other, output-end corner is sup-
ported by a 3/8-inch-long nylon snap-in
post that attaches to the enclosure bot-
tom with a sheet-metal screw, but just
snaps into an oversize hole in the cir-
cuit board. The voltage-input end of the
board is supported by two 3/8-inch nylon
spacers that aren’t attached to the en-
closure bottom.

Operation
Plug the “wall wart” transformer

into any convenient outlet and attach
its cord to the power-input connector.
Connect the DB9 connector to your
computer’s serial port. Turn on the
voltmeter’s power and start the com-
puter program (Windows or MS-DOS

version). You should see the input
voltage displayed on the screen.

Software
Both versions of the software let you

select either COM1 or COM2. Both
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versions let you do an N-point running
average if you want to. Both versions
also let you record a data file. The re-
corded data format uses ASCII num-
bers separated by tab and new line
characters, so the files are easy to im-
port into a spreadsheet or math pro-
gram. For the MS-DOS version to
work correctly you must have
ANSI.SYS or an equivalent loaded.
That is, you need a line in your
config.sys file that reads: DEVICE=
C:\DOS\ANSI.SYS (or wherever the
file is located).

I wrote the MS-DOS program in
MIX Software PowerC,7 and I used a
serial-communications library from
MarshallSoft named PCL4C.8 The
source code is included in the
SVMETER.ZIP file (see Note 4). The

Fig 6 (right)—This graph shows the result
of measuring 112 10-kΩ, 0.1% metal-film
resistors. The resistors in each “bin” are
matched to 0.01%.

Parts List
C1, C4, C8, C9, C15, C18, C21, C23, C25, C28, C30,
  C33, C35—0.1 µF, 50 V ceramic (Jameco 25523)
C3, C4, C16, C17, C19, C20—0.1 µF, 50 V,
  5% polypropylene film (Mouser 1429-1104)
C5-C7, C32, C31, C34—10 µF, 25 V tantalum electrolytic
  (Jameco 94078)
C10-C12, C14—1 µF, 35 V, tantalum electrolytic
  (Jameco 154860)
C13—not used
C22—2200 µF, 50 V electrolytic (Jameco 93841)
C24, C26—0.22 µF, 50 V polyester film (DigiKey P4667)
C29—100 µF, 50 V, low-ESR electrolytic
  (Mouser 140-ESRL50V100)
D1—1N4148 silicon diode
D2—Panel-mount red LED (Mouser 35MP062)
J1, J5—Binding post, red (Mouser 164-4205)
J2, J6—Binding post, black (Mouser 164-4201)
J3—Binding post, green (Mouser 164-4204)
J4, J7, J8—2-pin, 0.1-inch header (DigiKey WM4000)
J9—DC power jack, insulated, to mate with the
  connector on the wall transformer (Mouser 163-4303)
J10—5-pin, 0.1-inch header (DigiKey WM4003)
J11—Panel-mount, female DB9 connector
  (Jameco 15780)
J12—3-pin, 0.1-inch header with shorting jumper
  (DigiKey 929834-02-36)
P10—5-pin terminal housing with pins
  (DigiKey WM2014)
P4, P7, P8—2-pin terminal housing with pins
  (DigiKey WM2011) pins are (DigiKey WM2200)
R1—100 kΩ, 1/4 W, 1% metal film (Mouser 271-100K)
R2—90.9 kΩ, 1/4 W, 0.1% metal film (Mouser 279-90.9K)
R3, R7—10 kΩ, 1/4 W, 0.1% metal film (Mouser 279-10K)
R5—110 Ω, 1/4 W, 0.1% metal film (Mouser 279-110)
R6—11.0 Ω, 1/4 W, 0.1% metal film (Mouser 279-11)
R8, R9—51 kΩ, 1/4 W, 5% carbon film (Mouser 291-51K)
R10—240 Ω, 1/4 W, 5% carbon film (Mouser 291-240)
R11-R16—10 kΩ, 1/4 W, 0.1% metal film matched to
  0.01% or better (Mouser 279-10K)
R17—2940 Ω, 1/4 W, 0.1% metal film (Mouser 279-2.94K)

R18, R19—10 kΩ, 1/4 W, 0.1% metal film matched to
  0.01% or better, see sidebar (Mouser 279-10K)
R20—4490 Ω, 1/4 W, 0.1% metal film
  (Mouser 279-4.49K)
R21 to R24—not used
R25, R28—22.1 kΩ, 1/4 W, 1% metal film
  (Mouser 271-22.1K)
R26—1000 Ω, 1/4 W, 1% metal film (Mouser 271-1K)
R27—15 kΩ, 1/4 W, 1% metal film (Mouser 271-15K)
R29—1 Ω, 1 W, 5% carbon film (Mouser 294-1.0)
R30, R31—2000 Ω, 1/4 W, 1% metal film
  (Mouser 271-2K)
R32—3000 Ω, 1/4 W, 1% metal film (Mouser 271-3K)
S1—DP3T PC-mount slide switch (Mouser 10SL008)
S2—SPST mini toggle switch (Jameco JMT113)
T1—24 V ac, 500 mA or higher wall transformer
  (Mouser 412-224034)
U1, U7, U8—Texas Instruments TLC2652ACP
  low-noise chopper op amp (Newark 08F9048)
U2—Linear Technology LTC2400IS8 24-bit ADC
(DigiKey LTC2400IS8)
U3—74HC14AFN hex inverter (DigiKey TC74HC14AFN)
U4, U5, U6—Thaler Corp VRE305A +5 V reference
  (Thaler VRE305AD)
U9—National Semiconductor LM675T power op amp
  (Jameco120926)
U10—LM2940CT +15 V low-dropout voltage
  regulator (DigiKey LM2940CT-15)
U11—78L05A +5 V regulator (DigiKey NJM78L05A)
U12—78L06A +6 V regulator (DigiKey NJM78L06A)
U13—79L06A –6 V regulator (DigiKey NJM79L06A)
U14, U15, U16—4N25 optoisolator (DigiKey 4N25QT)
U17—Bridge rectifier, 50 V, 1 A (Jameco 103000)
Enclosure—cast aluminum 6.8×4.7×2.2-inch
  (Mouser 400-4593)
Heat sink for LM675T power op amp
Circuit board—See Note 6
Hardware
Bumpers (stick-on rubber feet) (DigiKey SJ5523-0)
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Fig 7—Photo of
the circuit board
in its enclosure.
The heat-sink
bracket is a
2-inch length of
aluminum
channel with two
2-inch lengths of
1/8×

1/2-inch bar
and one 2-inch
length of 1/16×

1/2-
inch bar as
spacers to the
enclosure wall.
Remember to
use insulators
and heat-sink
compound.

Linear Technology demo program
records data at a fixed rate, but my
program lets you select the time—up
to 3000 seconds in one-second steps.

Wrapping It Up
The +5 V reference, which is brought

out to its own set of binding posts, is
good enough to be used as a reference
for other instruments. It might be
worthwhile to add an input inverter to
measure negative voltages; but for its
cost, this is useful meter.

Ron got his Technician class license
at age 16 as W0MNP and was active on
2 meters. His call became K5UJC when
he moved to New Mexico in 1956. He now
has degrees in electrical engineering
from New Mexico State University and
is retired from an engineering position
at White Sands Missile Range. In 1957,
he started Testronic Development Labo-
ratory (now TDL Technology Inc) to do
consulting and electronic product devel-
opment. He is still the TDL president
and keeps busy in “retirement” doing
consulting and technical writing.

Fig 8—A parts-placement diagram for the LTC2400 voltmeter. All off-board connections use connectors except for the input and
reference output.

Notes
1Linear Technology Corporation, 1630

McCarthy Blvd, Milpitas, CA 95035-7417;
tel 408-432-1900; www.linear-tech.com.

2Thaler Corporation, 2015 N Forbes Blvd,
Tucson, AZ 85745; tel 800-827-6006;
www.thaler.com.

3R. Tipton, “An Improved AC-DC Voltage
Reference,” Nuts and Volts magazine, Jan
2000.

4You can download this program along with
the circuit-board layout and enclosure
drilling drawings from www.zianet.com/
tdl. Click on Magazine Article Reprints
and select SVMETER.ZIP. After unzip-
ping the file, look at contents.txt for infor-
mation on the other files. You can also
download this package from the ARRL
Web www.arrl.org/qexfiles/. Look for
SVMETER.ZIP.

http://www.linear-tech.com
http://www.thaler.com
http://www.zianet.com/tdl
http://www.zianet.com/tdl
http://www.arrl.org/qexfiles/
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Fig 9—The voltage-input end. The slide
switch (gain control) lever extends about a
1/4  inch through a slot in the enclosure
wall.

Fig 10—The power-supply end. The wall-
wart-input connector, LED and power
switch are on the right. The binding posts
on the left are for the +5 V reference-
voltage output.

5A kit of eight matched 10-kΩ, 0.1%
resistors is available from the author for
US $12 (postpaid in the US and Canada).

6The circuit board is available from FAR Cir-
cuits, 18N640 Field Ct, Dundee, IL 60118-
9269; tel 847-836-9148 (voice and fax);
www.cl.ais.net/farcir/. The boards are $14
each plus $1.50 shipping for up to four
boards. VISA and MasterCard accepted
with a $3 service charge. This is a solder
plated, double-sided board, but the holes
are not plated through, so a few component
pins must be soldered on both sides. There
are also six vias, where short pieces of wire
are inserted and soldered on both sides.

7MIX Software Inc, 1132 Commerce Dr,
Richardson, TX 75081; tel 800-333-0330;
www.mixsoftware.com.

8MarshallSoft Computing Inc, PO Box 4543,
Huntsville, AL 35815; tel 256-881-4630;
www.marshallsoft.com.

Parts Distributors
Digi-Key Corporation, 701 Brooks Ave

South, Thief River Falls, MN 56701-0677;
tel 800-344-4539; www.digikey.com.

Jameco Electronic Components, 1355
Shoreway Rd, Belmont, CA 94002-4100;
tel 800-831-4242; www.jameco.com.

Mouser Electronics, 958 N Main, Mansfield,
TX 76063-4827; tel 800-346-6873; www
.mouser.com.

Newark Electronics, 1919 S Highland Ave,
Lombard, IL 60148-6119; tel 800-463-
9275; www.newark.com.

http://www.cl.ais.net/farcir/
http://www.mixsoftware.com
http://www.marshallsoft.com
http://www.digikey.com
http://www.jameco.com
http://www.mouser.com
http://www.mouser.com
http://www.newark.com
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The title contains a fancy name for a DSP process that
can reveal details of wave propagation paths without

prior knowledge of their nature. Multipath and
other distortions may be detected and corrected to
some extent with this technique. It’s also useful in
DSP filter design. Come discover how it’s done.

By Doug Smith, KF6DX

225 Main St
Newington, CT 06111
kf6dx@arrl.org

Deconvolution in
Communication Systems

Multipath distortion is the
enemy of many radio com-
municators, whether they

are interested in moon-bounce, terres-
trial microwave or HF. Multipath may
be generally described as a situation
in which radio signals take many dif-
ferent routes between transmitter and
receiver. Those routes quite often have
different lengths, so received infor-
mation consists of a multitude of
superposed copies of the transmitted
information, smeared over time.

It might seem at first that there is
nothing DSP or any other technology
can do about that distortion, since it is
caused by physical phenomena beyond

our control. But where knowledge ex-
ists beforehand about the nature of the
transmitted signal, it turns out some-
thing often can be done. I’ll try to ex-
plain what I’ve learned about that.

Modeling Multipath
Environments

Imagine you’re standing just inside
the Taj Mahal (Fig 1). The clack of shoes
meeting tile and the hush of whispers
bounce lightly from the walls and ceil-
ing. Your friends entered just moments
ago. You scan the foyer; they aren’t in
sight. You call out to them. Your voice
echoes through the halls and chambers
of that place for what seems like an
eternity—until security personnel
come and tell you not to do that!

Your friends, having reached a dis-
tant part of the building by now, hear

the sound; but it doesn’t sound much
like you. In fact, it sounds more like a
dull roar because your voice has taken
so many paths to their location. All the
echoes overlap so much that words and
even syllables are indistinguishable.
You are in a reverberant environment.

Your friends begin walking toward
you. As they come closer, you speak
again. This time, they understand you
and reply. The number of paths and the
differences in their lengths have now
decreased; the time smearing and
overlap of echoes are now little enough
to allow you to be intelligible. You have
demonstrated a useful model for rever-
berant environments: many discrete
paths, each with its own transit time
or delay and each with a particular at-
tenuation. See Fig 2.

In the figure, multipliers hn have

mailto:kf6dx@arrl.org
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values less than unity and represent
the attenuation on paths whose delays
are proportional to n. Notice that no
signal propagates directly from the in-
put to the output; the output is derived
only from delayed signals. That indi-
cates the usual situation: Your friends
are some finite distance from you, even
when in view. So even on a direct path,
there is always a positive, non-zero
propagation delay. The model also ap-
plies when your friends are around the
corner; they cannot hear your voice di-
rectly, but only the sound that is bounc-
ing off the walls, floor and ceiling.

When the delays z-n in the model are
spaced apart by the same amount of
time, which we shall call the sampling
period, the set of attenuation con-
stants hn is referred to as the impulse
response of the system. In fact, Fig 2 is
exactly the same as the block diagram
of a finite-impulse-response (FIR) fil-
ter, a common construct in DSP.1
While it is perhaps strange to think of
the Taj Mahal as a filter, that is indeed
what it is. When the constants hn are
chosen strategically, the system may
be made into almost any filter shape
imaginable. When they are undefined,
as in the case of sounds propagating
through buildings or radio signals
through whatever medium, the trans-
fer function (frequency response) is
also undefined.

If the impulse response of a system
can be found (the model), then another
system may be built having a transfer
function that is the inverse (the inverse
model) of the original system. When the
two systems are cascaded, the final
output is a restored version of the input
signal (the desired). For the Taj Mahal
or a set of radio propagation paths, the
hard part is discovering the original
impulse response. When the environ-
ment is known and fixed (as in the Taj
Mahal), the impulse response may be
discovered by modeling the structure
and doing ray-tracing experiments on a
computer, for example. When the envi-
ronment is unknown (a radio path), we
must resort to inverse modeling to get a
clue about the corrupting system’s im-
pulse response.

That is fairly easy when the un-
known environment is fixed. When it
is changing, it is much more difficult.
Even then, though, DSP provides
weapons to combat the enemy. Follow
me into a discussion of how those two
cases are generally handled.

Inverse Modeling
When performing the operation

1Notes appear on page 51.

Fig 1—A reverberant environment.

Fig 2—An FIR model of a reverberant environment.

shown in Fig 2, the output is the sum
of all the delayed, attenuated signals.
That sum is called a convolution sum;
the input signal is said to be convolved
with the impulse response. A conve-
nient notation for the convolution
sum is:

    
r h xt n t n

n

L
= ∑ −

=

−

0

1
(Eq 1)

where rt is the output at discrete time
t, xt–n is the original input signal at
time t–n, and L is the length of the fi-
nite-impulse response. The transfer
function of that system may generally
be found by taking the discrete Fou-
rier transform (DFT) of the impulse
response, hn:

    
H h en

j n

n

L
ω = ∑ −

=

− ω

0

1
(Eq 2)

Where ω is the angular frequency in
radians/s. The goal of inverse modeling
is to discover the system that has a
transfer function equal to the recipro-
cal of Hω. Were a copy of the original
input signal, xt, available, that would
be easy to do, as shown in Fig 3. The
corrupted signal rt forms the input to
the inverse filter, whose coefficients are
adjusted in some way based on a com-
parison between the original input sig-
nal, xt and the doubly processed output
of the inverse filter, yt. When the error
signal et goes to zero, the inverse filter’s
frequency response Gω is the reciprocal
of the corrupting system’s:

    
G Hω ω= ( )−1 (Eq 3)

Inverse filter G is said to “deconvolve”
the original input signal and the
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Fig 3—Block
diagram of an
inverse-modeling
system.

corrupting filter’s response, restoring
the original signal. In the steady state,
the inverse filter performs the opera-
tion:

    
y g r xt n t n

n

L
t= ∑ =−

=

−

0

1
(Eq 4)

The transfer function of the cas-
caded system is a single, unity-ampli-
tude impulse. A fixed delay is used in
the upper path of the original input
signal to compensate the delay
through the two filters.

It’s perhaps surprising that impulse
response gn is not necessarily the in-
verse DFT of Gω, although that has
sometimes been stated, incorrectly.
The proof of that is a bit more complex
than what I want for this article.
Oppenheim and Schafer take up the
subject briefly.2

Now it’s time to mention how impulse
response gn is adjusted during inverse
modeling to efficiently achieve the de-
sired result. The most popular method
is called the least-mean-squares or
LMS algorithm. It was published by
Widrow and Hoff in 19603 and it’s the
same as algorithms currently used for
adaptive noise reduction and automatic
notches in radio receivers.

In the LMS algorithm, each value or
coefficient of the impulse response is
adjusted at each sample time accord-
ing to:

    g g e xn n t t
′ = + 2µ (Eq 5)

for L values of n, where µ is a constant
chosen to alter the speed of conver-
gence and the amount of error in the
steady-state solution. Additional
details of the behavior of adaptive fil-
tering systems may be found in the
Amateur Radio literature4 and will
not be treated further here.

You may be questioning how the
methods described above can be use-
ful, since they require a copy of the
signal originally sent. One application
is found in the suppression of echoes
on telephone circuits. Another is found
in DSP filter design.

Telephone-Line Echo Suppression
On a two-wire, full-duplex tele-

phone circuit, hybrids are used at each
end to segregate transmitted and re-
ceived signals. The hybrids must
achieve significant isolation between
the two signals lest a signal transmit-
ted at one end arrive at the other end
to be retransmitted toward the sender.
The result is a series of echoes. When
termination impedances are not per-
fect on the line or imbalance exists,
those echoes are always present. They

are most discomfiting to the talker—
and perhaps also to the listener—es-
pecially over lengthy, overseas paths
having transit times of 300 ms or
more. This sort of thing can also be a
problem in speakerphones.

The system of Fig 3 may be em-
ployed to eliminate the echoes, since
copies of both transmitted and re-
ceived signals are present at the trans-
mitter. That is, in fact, what telephone
companies currently do to handle the
situation. I notice some long-distance
companies need to check the operation
of their echo cancelers. Echoes were
rampant in the early days of long dis-
tance, then the problem seemed to
have virtually disappeared for a long
time; but now, I regularly get reports
of its reappearing.

LMS Filter Design
This example is one of direct model-

ing rather than inverse modeling, so
it’s a little different from what we’ve
covered so far; but it’s still useful be-
cause it shows something about the
underlying concepts of system model-
ing in general.

Imagine we want to find the finite
impulse response corresponding to
some particular filter shape—say, a
low-pass. First, we must characterize
the desired transfer function, Hω, com-
pletely by both its amplitude and phase
responses. Amplitude versus frequency
is more important at this stage than
phase; we dream up a pseudo-filter hav-
ing the desired response. FIR filters
generally have linear phase responses;
the phase versus frequency plot is a
straight line. We place this pseudo-fil-
ter into the modeling system shown in
Fig 4. Notice that the pseudo-filter need
not actually exist as an FIR filter; it is
just a block that replicates the transfer
function we want, and we may perform
that function in any way.

To make the adaptive filter, G, in
Fig 4 converge to match the pseudo-
filter’s response, the generator signal

xt’s spectrum must contain energy at all
frequencies of interest. White noise is a
good first choice for this signal source.
Start the thing going and when the
LMS algorithm has minimized the er-
ror et, the adaptive filter will have con-
verged on the impulse response most
closely matching our desired response.

Depending on the length (L) of the
adaptive filter, it may be difficult to
achieve the desired response at certain
frequencies exactly. That may be ad-
dressed in LMS filter design by chang-
ing the amplitude-versus-frequency
content of the generator, xt. A large
relative amplitude of the generator’s
content at some particular frequency
allows the filter to more closely meet its
specification at that frequency.

When a Desired Response
Is Not Available

For radio signals, the telephone sce-
nario above is not particularly relevant.
The question becomes “How can we use
inverse modeling when a copy of the
original signal is not available?” The
answer is that the signal xt used to com-
pute error signal et and used in the LMS
algorithm need not be an exact copy of
the original; it need only be a reason-
able approximation of that signal. Any
information about the original is useful
in nudging the algorithm toward con-
vergence at the start of adaptation; we
then get a better deconvolution that, in
turn, helps the next iteration toward
the optimal solution. Let’s look at some
examples that illustrate how to make
inverse modeling work without an ex-
act copy of the original signal.

Adaptive Equalization of a
Dispersive Medium

A dispersive medium is one in which
different frequencies travel at differ-
ent velocities. That is, the group delay
is not constant. To grasp these terms,
let’s say we have a medium or channel
with frequency response Hω. Response
Hω may be completely characterized
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by its amplitude response, Aω, and its
phase response, ϕω:

  H A e j
ω ω

φω= (Eq 6)

The time delay (or phase delay)
through the channel is:

    
tprop =

−φ
ω

ω (Eq 7)

and the group delay is equal to the
differential time delay:

    
t

d
dg =

− φ
ω

ω (Eq 8)

A medium is said to be dispersive if
the group delay is not a constant func-
tion of frequency; that is, if:

    

d

d

2

2 0
φ

ω
ω ≠ (Eq 9)

Dispersive propagation is very simi-
lar to multipath, since it also implies
that received information is smeared
over time. Now let’s say that we have a
dispersive medium that is not horribly
so. We also stipulate that noise levels
are reasonably low, so as not to be a
problem in demodulation of the data
signal we’re going to send through the
medium. To further simplify what fol-
lows, let’s also say the channel has a
very large bandwidth.

Adaptive equalization may conve-
niently be discussed by considering the
case of a single carrier, modulated by a
single binary signal. While that is not a
common situation on telephone lines,
the format is still used over radio quite
a bit. In any case, it is the simplest in-
stance, and study of m-ary or multiple-
carrier systems stems from it.

Now a simple data transmitter en-
codes a binary one as a transition of one
polarity; a binary zero is encoded as a
transition of the opposite polarity. That
is true no matter the modulation for-
mat. FSK, PSK and other traditional
formats may employ rapid polarity
transitions that, unless otherwise lim-
ited, may cause the signal to occupy a
rather large bandwidth. Even through
a channel of large bandwidth, disper-
sion alters the shape of the transitions
received because the carrier and modu-
lation sidebands propagate at different
velocities. That ultimately limits the
data rate that may be supported.

Let’s look at what happens when a
very sharp one-zero transition passes
through our dispersive channel (see
Fig 5). What started out as an instan-
taneous state reversal now becomes
smeared in time; its shape is deter-
mined by the impulse response of the
channel. The group-delay-induced dis-
tortion makes recovery of the data
more difficult. We can say that the

Fig 4—Block
diagram of an LMS
filter-design
algorithm.

Fig 5—A: A sharp data-state transition. B: Transition as received through a dispersive
medium.

received signal is the convolution of
the original signal and the impulse
response of the channel. Its spectrum
is the product of the spectrum of the
original signal and the transfer func-
tion of the propagating medium. In
other words, convolution in the time

domain is equivalent to multiplication
in the frequency domain.5

Forward Equalization
It is often desirable to equalize the

channel so that it can support higher
data rates. The goal of an equalizer is
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to achieve a constant group delay and
a flat frequency response. To equalize
a channel, insert an FIR filter (G) into
the data path and add a demodulator
and quantizer at its output, as in
Fig 6. So how do we decide how to ad-
just the equalizer? Well, one way is to
arrange for a known training sequence
to be transmitted and to compare the
equalized signal with a locally gener-
ated copy of that sequence. The LMS
algorithm may be used to adapt the
equalizer. Then the block diagram is
as shown in Fig 7. That system is fine
for channels whose conditions do not
change rapidly, as long as retraining
can be tolerated periodically.

Decision Feedback Equalization
A method for deriving dt using only

the adaptive filter’s output was dis-
covered by R. W. Lucky of Bell Labora-
tories,6 obviating the need for a priori
knowledge of the original signal.
Lucky (an apt name!) found that dt
could be approximated by the demodu-
lated signal itself, as shown in Fig 8.
The bet is that if the dispersion is not
severe, the demodulator generates bit
decisions that are close to correct, and
the adaptive filter moves toward the
correct solution.

As it happens, this system works
well when not much noise is present
and when the dispersion is mild. Per-
formance is improved when the sam-
pling rate is increased beyond just
once per bit.

That is fine for digital signals, but
what about analog signals? The deci-
sion-making process is much tougher
in that case; but the processes of lin-
ear prediction and autocorrelation
may be used to steer the algorithm.
Details of that are beyond the scope of

Fig 6—Block diagram of forward equalization.

Fig 7—Forward equalization using a training sequence.

this paper. For more information, re-
fer to Widrow and Stearns.7

For an input signal xt having spectrum
Xω and a medium having impulse re-
sponse hn and frequency response Hω,
a convolved signal yt has spectrum:

  Y X Hω ω ω= (Eq 10)

Now for that useful property of loga-
rithms, which is:

    log( ) log logab a b= + (Eq 11)
If we take the logarithm of Yω, we

have:

    

log log

log log
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X H
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( ) = ( )
= ( ) + ( )
= +

(Eq 12)

Taking the inverse Fourier trans-
form of Eq 12 therefore results in the
sum of two time-domain sequences:

  
c c cyt t ht= +χ (Eq 13)

cyt is called the cepstrum of yt. That
term and a bunch of other funny terms
were coined in a paper by Bogert,

Homomorphic Deconvolution
Now that is an esoteric phrase, but

what does it mean? Well, it’s a method
of deconvolution that uses nonlin-
ear transforms of signals, which are
manipulated algebraically. More spe-
cifically, the nonlinear transform
used is the logarithm. I’ll show how a
useful property of logarithms reduces
multiplicative systems to simple su-
perposition and why that is useful in
decon-volving signals.

As mentioned before, convolution in
the time domain is equivalent to mul-
tiplication in the frequency domain.
When a signal passes through a
propagation medium, the spectrum of
the convolved signal is the product of
the original signal’s spectrum and the
frequency response of the medium.
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Healy and Tukey.8 The block diagram
of a system that produces it is shown
in Fig 9.

Eq 13 is a useful result since, in many
reverberant environments, the two
cepstral components cxt and cht are
easily separated because they are so
different. For example, let’s say that
most of the energy in cht lies at low
values of t and most of the energy in cxt
lies at high values of t. That might be
the case for a voice bouncing around in
the Taj Mahal. Simple window func-
tions may segregate the individual en-
ergy contributions. Then each cepstral
component may be transformed back to
a regular time sequence using a process
that is the inverse of Fig 9. That inverse
system is shown in Fig 10 for one of the
components, cxt. Its output is a decon-
volved (restored) version of xt.

Homomorphic deconvolution re-
quires minimal information about the
nature of the original signal and of the
propagation medium. The basic re-
quirement is that the significant length
of the medium’s impulse response be
considerably different from the rates of
change in the original signal. Where
echoes are spaced at a constant period,
the contribution of cht may be removed
with a window that looks like a notch
filter, removing only those samples that
fall within a small range of values of t.
In that last case, though, a less-complex
method may exist for de-reverberation.

A Sigma-Delta Method
for De-Reverberation

In the special case where all echoes
are spaced apart in time by a constant
amount and those echoes decay in am-
plitude geometrically, a more straight-
forward method may be used to recover
the original signal. Such reverberant
environments may be found in radio
communications systems and in public-
address venues like large baseball or
football stadia, for example. You may
hear the announcer get on the public-
address system and say, “Now batting,
batting, batting…number nineteen,
nineteen, nineteen…Tony Gwynn,
Gwynn, Gwynn!”

The sound you hear is the sum of the
direct signal and an infinite series of
regularly spaced echoes declining in
amplitude exponentially. The situa-
tion may compactly be represented as
a summation:

    
y xt
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t nk
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=
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(Eq 14)

where xt is the input signal, µ is a posi-
tive constant less than unity and n is
the number of sample times between Fig 10—Block diagram of an inverse cepstral transform.

Fig 9—Block diagram of a cepstral transform.

echoes. This is clearly a causal system
since output depends only on present
and past samples. The original signal
may be recovered using “first-differ-
encing” (discrete differentiation):
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(Eq 15)
This is approximately the difference

between samples of the corrupted sig-
nal spaced one echo-time apart; but
this method ignores all echoes but the
first. We obviously have to wait for
that first echo to occur to retrieve its
energy. The system introduces a delay
of n sample times before producing the
desired output. Additional energy con-
tained in all subsequent echoes is lost
with this algorithm.

The total signal amplitude contrib-
uted by any particular original sample
is the sum of the direct signal and all
its echoes, which, assuming the origi-
nal signal is of unity amplitude, is:
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(Eq 16)

Fig 8—Decision feedback equalization using the received data as a desired signal. In
this method, an adaptively filtered copy of the detected signal is subtracted from the
unmodified received signal to cancel intersymbol interference. D′

t
 is the output.

Feedback equalization is typically used in concert with feed-forward equalization. For
more detail, see Reference 7.

That means that when µ=0.93, less
than one tenth of the total energy is
recovered by using only the first echo
—a lot of the energy is in the other
echoes. Signal-to-noise ratio (S/N)
would be degraded by about 20 dB. In
this case, it’s clearly worth an addi-
tional wait to improve our lot.

To recoup the energy in all echoes
would take an infinitely long period, so
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we can only regain the energy over some number of echoes,
L, for which we are willing to wait. The delay incurred is nL
sampling periods. To recover the energy contained in echoes
beyond the first, consider taking “second-differencing,” or
the weighted difference between sam-ples two echo times
apart. We have:
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(Eq 17)

where xt is determined by Eq 15 above. xt–n was xt n
samples ago, and is added to the result of Eq 17 to yield
xt–n +µ xt–n. A similar operation may be performed for
yt–µ3 yt–3n,  yt–µ4 yt–4n, and so on, continuously, to build
energy from echoes as they get older. In that way, almost
all the energy can be regained from a reverberant envi-
ronment having a single, uniform echo.

Performance of the Sigma-Delta Method
Over a finite number of echo intervals, L (during which

we wait nL sample times), the energy recovered is not as
much as in the infinite summations. It is only:
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If µ=0.93 and L=8, the S/N degradation would be about
1 dB, since about 88% of the energy would have been recov-
ered.

The algorithm counts on absolute frequency and phase
accuracy between transmitter and receiver. Serious
phase distortion or frequency errors would render the
sigma-delta method unusable. It is not well suited to SSB
operation, therefore, without a pilot carrier and a synchro-
nous (phase-locked) receiver, or other suitable demo-
dulators.

The algorithm is also quite sensitive to phase noise in
the local oscillators of radio transceivers and to dispersive

propagation—the thing so similar to the problem it at-
tempts to solve! So this algorithm turns out not to be a very
good pick at all, but it is relatively simple compared to
homomorphic processing.

Summary
This article showed convenient modeling methods for re-

verberant and dispersive environments. Systems for
deconvolution were discussed that correct for multipath and
dispersion; they even produce a model of the corrupting sys-
tem in most cases. In some instances, the model of the cor-
rupting system may be the thing that is sought. That is the
case in ionospheric studies or in planetary science, where the
impulse response of the model represents a map of the atmo-
sphere or planetary surface, respectively. Deconvolution
systems are sometimes adaptive and thus are capable of han-
dling changing propagation conditions. Homomorphic decon-
volution is generally not adaptive and relies on some knowl-
edge of the differences between the desired signal and the
nature of the medium.

Research is ongoing to use adaptive receiving arrays and
homomorphic processing on weak, convolved signals. Moon-
bounce (EME) modes are a particular target of that research.
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Tech Notes

This Tech Note is from Sam Ulbing,
N4UAU, 5200 NW 43rd St Ste 102-177,
Gainesville, FL 32606; e-mail
n4uau@arrl.net; n4uautoo.home
.sprynet.com.

Will a Digital Audio Amplifier
work in a Ham Environment?

Many analog devices will vanish
as more-powerful digital devices re-
place them. Analog TVs and radios
will join the vacuum tubes on the
shelves of electronic surplus stores.
Digital broadcasting, providing
over 10 times the channel capacity
of the analog spectrum, will be the
norm. Digital TV and radio will
also have much better quality….
Analog cellular phones and phone
modems will be disconnected for-
ever as high-performance digital
systems replace them.”—Discovery
Magazine1 “Twenty Things that
will be Obsolete in Twenty Years”
While scanning the electronics in-

dustry magazines, I find new products
that are part of this digital revolution,
and I often get samples of these excit-
ing products to experiment with. I do
this for a couple of reasons. First, it is
a chance to learn about the new ad-
vances in technology.

Second, while these products are
mostly intended for consumer prod-
ucts such as cell phones, laptops and
the like, it is often possible to adapt
them to amateur use. The consumer
products market is huge, and in turn,
the large potential profits drive the in-
troduction of new and improved prod-
ucts. On the other hand, the Amateur
Radio market is relatively small, so
manufacturers are less likely to de-
sign an improved product exclusively
for us. Adapting consumer products is
a good way to continue building state-
of-the-art projects for amateur use.

Until recently, class-D amplifiers
were considered inappropriate for
amateur use, but as some of my ear-
lier projects demonstrated, what once
was true may not be so today due to
advances in technology. I was inter-
ested to see if this was the case with

class-D audio amplifiers. As an ex-
ample, I am going to relate my experi-
ences working with a third-generation
class-D digital audio amplifier.

Class D is a pulse-width-modulation
(PWM) operation; and PWM applica-
tions are numerous. My All-Purpose
Booster2 used PWM to perform an op-
eration that a linear circuit could not.
The 80 to 85% efficiency of class D of-
fers efficient battery operation and
more power from smaller circuits be-
cause less heat is dissipated in the IC.

Although class-D audio amplifiers
were first introduced nearly 50 years
ago, they have been used sparingly
until recent advances in semiconduc-
tor fabrication processes made them
more viable. In the last couple of years,
I have seen several class-D amplifiers,
with each offering improvements over
earlier versions. I wondered if I could
adapt one for amateur use, despite the
EMI associated with digital circuitry.

The TPA2000D2 IC is possibly the

most advanced class-D device to date.
It’s small, can deliver 2 W and needs
only a few supporting capacitors and
resistors to work. (See Fig 1.) This IC
is a stereo device that offers ultra high
fidelity. You might ask “Then, why use
it in a low-fidelity monophonic ama-
teur application?” There is no reason
you can’t use a stereo device in a mono
application. It doesn’t matter if the fi-
delity is better than that necessary.
Besides, what’s to prevent me from
using the skills and knowledge
learned doing Amateur Radio audio
related projects to build a nice ultra
high-quality amplified speaker for my
CD player? This chip offers the same
benefits to amateur projects that it
does to the consumer market. Why not
take advantage of it?

QRP operators appreciate low power
consumption, as well as loud audio with
minimum distortion. I compared my
1-W SMALL3 against the 2-W audio
amplifier in my mobile 2-meter rig.

1Notes appear on page 60.
Fig 1—The preliminary stereo amplifier assembled on a FAR Circuits PC board. The red
jumper wire (horizontal and just above the IC here) corrects a trace run error.

Conducted by Peter Bertini, K1ZJH

mailto:n4uau@arrl.net
http://n4uautoo.home.sprynet.com
http://n4uautoo.home.sprynet.com
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Despite its lower output power, the
SMALL it provided more volume with
less distortion—wattage isn’t every-
thing! The TPA2000D2 operates at 5 V
with a quiescent current of 8 mA. By
contrast, the LM4835 (a modern sur-
face-mount 2-W stereo linear amplifier)
also operates at 5 V but uses 15 to
30 mA. The popular LM386 only puts
out 0.13 W and needs 3.5 to 7 mA quies-
cent current with a 5-V supply.

What Is Class D?
Descriptions for various amplifiers

are given in The ARRL Handbook.4

The Handbook descriptions apply to
tuned RF amplifiers, but we can use
them as a general guide.

Class-A amplifiers are linear cir-
cuits that accurately reproduce the
input signal with the greatest fidelity
and least distortion. This is at the
expense of poor power efficiency. A
typical efficiency for class A is 25%,
the remainder of the energy is dissi-
pated as heat.5 A bias current runs in
the amplifier at all times, and the in-
put signal is used to vary that current.

Class-B amplifiers are biased so that
no power supply current flows in the
absence an input signal. The waveform

Fig 2—Output of the comparator for various signals. Curve A has a low-level audio input,
curve B a higher-level audio input and curve C an input at a higher frequency than for
curve B.

Fig 3—The basic elements needed for
class-D operation.

Fig 4—Efficiency versus output power for a
TPA2000D2 compared to a typical class-AB
amplifier (Courtesy of Texas Instruments).

looks like a half-wave rectified signal.
While it is suited for some RF applica-
tions, the distortion would be intoler-
able for audio work. Efficiency is 60%.

Class-AB amplifiers are biased be-
tween A and B, and they gain some of
the benefits of each operating class.
Maximum efficiency typically exceeds
50%.

Class-C amplifiers are saturated
amplifiers, and current only flows in
narrow pulses corresponding to peaks
of the input signal. Efficiency can be
80% but due to their extremely nonlin-
ear nature, they are not used as audio
amplifiers.

Class-D amplifiers work as saturated
switches controlled by the input signal.
They are not commonly used in amateur
applications. The harmonic-rich output
needs careful filtering, and the amplifi-
ers require sophisticated design and
adjustment techniques. They are sel-
dom used in amateur projects because
the additional complexity and cost
rarely justifies their use.

The ARRL Handbook is not the only
source that until recently excluded ap-
plications for class-D amplifiers that
are now becoming practical. Consider
this from TRIPATH:6 “The audio qual-

ity of class-D PWM amplifiers is infe-
rior because of fundamental problems
with the PWM approach. The output
transistors are not perfect switches and
are not perfectly matched, and this
causes distortion. The switching of the
transistors causes ‘ground bounce,’
which adds noise. There is crossover
distortion caused by the dead time be-
tween when one of the output transis-
tors turns off and the other turns on
(like a Class-AB amplifier). Finally, all
the energy of the triangular waveform
cannot be removed from the audio band
with a simple low-pass filter, and what
remains is distortion.”

My home-built class-D stereo
amplifier, using a TPA2000D2,
sounds better than my expensive home
stereo—there is no distortion that I can
hear. If you suspect I am an electronic
genius skilled at designing sophisti-
cated circuits, I am not. It’s the engi-
neers at TI who are; and a few dollars7

allow me take advantage of their ge-
nius. I’d be nuts not to want to try it out!

How Class D Works
Class-D operation is simple in prin-

ciple: a triangular waveform and the
incoming audio signal pass through a
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comparator. The comparator output
goes high when one input signal is
greater than the other, and is 0 when
it is lower. Fig 2 shows how the com-
parator output is comprised of a string
of pulses whose width is dependent on
the amplitude of the incoming signal.

Analyzing just how the volume and
frequency information was encoded
into the pulse stream was educational.
Referring to Fig 2 again, for a low-vol-
ume signal of set frequency ( see the
sine wave “A” in Fig 2A, and the pulse
waveform in Fig 2B) the pulse widths
do not vary much when going from
high to low volume. Sine wave “B” in
Fig 2A shows a signal with the same
frequency, but at a much higher mag-
nitude. Here the pulse width (Fig 2B)
varies a lot. Sine wave C has the same
magnitude as sine wave B, but at twice
the frequency. The pulse-width varia-
tions (Fig 2D) are also very large, but
they happen twice as often.

The comparator output drives a volt-
age controlled device, a MOSFET, that
controls the current through the
speaker. (See Fig 3.) With the compara-
tor output at 0 V, the MOSFET is off
and no current flows. When the com-
parator output is high, the MOSFET is
turned on. When the voltage is high for
a long time, there is a long burst of cur-
rent through the speaker giving a
greater output power (I2R). If the
on-and-off is more rapid, the tone
oscillations yield a higher pitch. For low
distortion, it is important that the tri-
angular waveform have a linear slope.

Amplifying the Signal
If the audio signal level is very low,

how do we get a loud signal out? The
signal that goes into the comparator
must have a greater voltage swing to
produce a larger change in the pulse
widths—this is done using a linear
preamplifier. If you’re wondering—as I
did—if the linear amplifier degrades
the efficiency of the amplifier overall,
the answer is no. It has very little effect
on the total efficiency because it is am-
plifying voltage, not power. The output
load for the voltage-amplifier section is
a comparator, which typically has an
input resistance of at least 1 MΩ. If the
amplifier boosts the input voltage to
±2 V, the power out is only 2 µW,
(VRMS

2/R). Even if the linear amplifier
was only 10% efficient, its operating
power of 0.02 mW would be insignifi-
cant compared to the 40 mW of the over-
all amplifier. It’s the stage controlling
the current to the low-impedance load
that must be efficient, and thanks to
modern MOSFETs with “on” resis-

Fig 5—This simple homebrew
class-D amplifier uses junk-box
parts.

tances in the milliohm range and fast
switching times, this part is efficient.

Real-World Efficiency
We previously noted that class AB

has a maximum efficiency of around
50% and that class-D efficiencies could
be 80 to 85%. Maximum efficiency
numbers are a bit misleading for real-
world use. Maximum efficiency is
based on a constant large-magnitude
input audio signal; but for real-world
audio, voice or music applications the
audio is often quite low and only peaks
for a small part of the time. TI ran a
“real world” test comparing class-AB
amplifiers to class-D amplifiers and
found that the efficiencies were 16%
for Class AB and 45% for class D, with
a resultant three-fold longer battery
life using class D. Fig 4 shows how the
efficiencies of a Class-D TPA2000D2
amplifier and a typical class-AB am-
plifier vary with at different output
power levels. Class D offers great
power savings at low signal levels.

A Homebrew Class-D Amplifier
It’s easy to homebrew a class-D am-

plifier. (See Fig 5.) While it isn’t very
efficient, it is an interesting exercise
letting us see how it works. To that
end, I built several.

Originally I was going to use an
LM566 waveform generator; but I
learned this IC has been discontinued.
I couldn’t find a simple inexpensive IC
to make triangle waves. There were
several circuits in the literature using
an integrator and threshold detector,
but the practical implementation of
these circuits was more time consum-
ing than I wanted—with pesky inter-
actions, signal-size output limitations,
poorly shaped waveforms, etc. Fortu-
nately, I had a few ICL8038s lying
around; and like the LM566 they could
generate an instant triangular wave-
form. (The ICL8038 also appears to be
becoming an “endangered” IC). IC
products are ever changing, and I am
surprised that triangle generators
seem to be nonexistent. Perhaps this is
so because all of the applications that
need them now incorporate them in the
same IC as the rest of the circuit, as
done in the TPA2000D2. Besides the
triangle waveform generator, I used a
LM393 as a common comparator, along
with a PNP transistor and inductor as
shown in the schematic. I did not try to
optimize this circuit and was pleased
to see it worked.

The circuit needed several discrete
components; and there would be a lot
more needed if I tried to make this into
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a production amplifier. By contrast,
the TPA2000D2 has all the necessary
supporting functions built in, such as
the triangle waveform generator. (See
Fig 6.) It also has many extra protec-
tion features built in, such as thermal,
over-current and under-voltage pro-
tection.

Working With The TPA2000D2
Today there are several waves of

change still out there at sea. The first
headed our way is generated by the fact
that integrated circuits are shrinking
in size, which tends to about double the
speed of computers every 18 months or
so. Moore’s Law, as this curve is called,

Fig 6—A functional block diagram of the TPA2000D2. Many functions are combined in one small IC package. (Courtesy of
Texas Instruments)

predicts that all kinds of digital de-
vices will either perform the same job
in smaller packages, or the same-sized
devices will do twice as much. So in 20
years a Pentium chip will either fit in
a die 1/10,000 its current size, or it
will keep its size and have roughly
10,000 times its current processing
power. A similar concept holds true for
solid-state memory devices. RAM chips
double in capacity every year and a
half or so, and magnetic disk drives are
on a steeper curve, doubling in per-
formance every nine to 12 months.
—Discovery Magazine8

You saw this same prediction years
ago. It was correct then and it still holds

true today: electronics are inexorably
getting smaller and faster.9 Smaller
could be a drawback, if you haven’t be-
gun to adapt your skills to take advan-
tage of the new surface-mount tech-
nologies. More and more amateurs are
realizing that they need to gain SMT
(surface mount) component skills. As
seen in Fig 7, the TPA2000D2 is smaller
than the popular 1/4-W LM386 IC, and
it is not much larger than my 1-W
SMALL project—my first SMT project.
Its multitude of pins make the IC much
larger than many of those I used in my
SM10 series (like the little SOT23 IC on
the lower left). The pins are very closely
spaced, presenting a challenge. Rather
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than try to make a PC board using my
Dremel-tool method, I asked FAR Cir-
cuits to make a few boards.11 We are
very fortunate to have FAR Circuits
available to us. Fred—a ham himself—
will make small quantities of PC boards
for amateur projects. Most commercial
outfits charge a hefty development fee
for the first prototype and then expect
sales of thousands of boards. Without
FAR Circuits, the projects I have de-
scribed in QST, 73 and QEX would not
have had a PC board available, and I
would not have had the opportunity to
learn about this one.

Fig 8 shows the schematic of my ste-
reo amplifier. For the ham version, I
used the same circuit, but only one of
the power amplifier sections. I did not
run any power to the right side, and I
“ac grounded” the inputs.12 The input
(or inputs if you are doing stereo) are
differential to reduce common-mode
noise. They can be driven single-sided
as I did in my application by ac ground-
ing the negative input. C7 and R2 set
an internal oscillator. To accurately

Fig 7—The TPA2000D2 compared to other
ICs. Note the very close lead spacing—
about 0.009 inches. While my hand-grinder
method of board making can make cuts
this fine using a 0.005-inch thick cutoff
wheel, my hand is not steady enough to
make 18 cuts with this degree of
precision!

Fig 8—The circuit shown in the TPA2000D2 evaluation module datasheet that I referenced when building my amplifier.

replicate the audio signal with PWM,
the sample rate (frequency of the tri-
angle) is about 10 times that of the
maximum audio-signal frequency,
250-kHz for high-fidelity work. A much
lower frequency is acceptable for ama-
teur voice work. C1 through C4 block
the dc bias on the input pins. Gain pins
0 and 1 set one of four internal gains.

The remaining capacitors reduce
power-supply noise. With the high-
fidelity oscillator rate, the speaker
signal has a 250-kHz component. Op-
tional small-value capacitors and
beads can be used on the output leads
to reduce the high-frequency response
for those applications where it is
needed. That’s about it.

Maximum power output depends on
speaker resistance; 3 Ω will permit
2 W continuous average power at less
than 1% distortion. If an 8-Ω speaker
is used at modest volume, you can ex-
pect 1 W at less than 0.08% distortion.
No wonder it sounds so good! There is
a shutdown pin on the device for
standby power savings.

To increase output power, while re-
ducing overall circuit size, the speaker
is connected in a bridged mode.13 A
bridged mode uses two amplifiers to
drive the speaker with identical signals
levels—except that the signals are 180°
out of phase. This results in twice the
ac voltage across the speaker as is
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delivered from a single-ended ampli-
fier. The power is increased fourfold,
and no large dc blocking capacitors are
needed in the output as both sides are
biased at the same Vcc/2 dc level.

With class D, the bridged mode
causes some other problems, however.
The out-of-phase pulses create a 10-V
(P-P) 250-kHz differential voltage
across the load. The inductive speaker
load permits a triangular current to
flow with a magnitude depending on
the inductance and resistance of the
circuit as Fig 9 shows. This causes
noise, and it heavily loads the speaker.
The high noise level varies as the pulses
vary in width. In earlier class-D ampli-
fier designs, a low-pass filter was used
in the output line; but inductors needed
for these filters are relatively large and
costly.

What Makes
The TPA2000D2 So Good?

According to TI the TPA2000D2’s
improvements over previous-genera-
tion devices include: lower supply cur-
rent, lower noise floor, better efficiency,
four different gain settings, smaller
packaging, and it requires fewer exter-
nal components. The IC has protection
circuitry for thermal, over-current and
under-voltage shutdown. However, the
most significant advancement is a
modulation scheme that eliminates the
need for the output filter, saving ap-
proximately 30% in system cost and
75% in PC-board area.

Like earlier generations, the
TPA2000D2 is configured as a Bridge-
Tied Load (BTL) amplifier, but TI engi-
neers have circumvented the stand-
ing-current problem by modifying the
bridge arrangement. The output sig-
nals are phased so when there is no
audio signal the pulses are in phase (not
out of phase). As the audio signal gets
larger, the two signals change phase—
as one shifts positive, the other goes
negative. Fig 10 illustrates the effects
of the TI phasing scheme. The current
flow resulting from the modulating
pulses is much lower; and TI claims the
small residual EMI noise can be
handled by the speaker, or filtered with
small beads.

Experimenting
With The TPA2000D2

Once the PC board was designed (Fig
11), and produced by FAR Circuits,
building the amplifier was straightfor-
ward surface-mount construction, as I
have described in previous projects—
except for the IC itself. While the
TPA2000DC is physically a rather large

Fig 9—Out-of-phase
pulses from a
bridged-output class-
D amplifier with no
audio input.

Fig 10—Output pulses from the TPA2000D2 with no input signal.

Fig 11—Top view of my FAR Circuits PC
board before construction.

Fig 12—The modified monophonic version
of the class-D amplifier for amateur use.
It’s mounted on the back of the speaker to
minimize output lead length.

chip, it also has many leads that are
closely spaced. This is the reason I
didn’t try making a board—but rather
had FAR Circuits etch one.14 The IC has
a metal power pad underneath it. To in-
sulate the board traces from that pad, I
used fingernail polish as a mask. To im-
prove heat sinking I used a bit of heat-
sink grease. This is not exactly the way
TI recommends doing things, but it
works for my needs.

The closely spaced leads on the IC
make it very easy to get solder bridges.
I avoided this by pre-tinning the pads
and IC leads with 0.015-inch solder
(the finest I could locate). Prior to tin-
ning, I used a flux pen to enhance sol-
der adherence. Solder bridges were
easily corrected before connecting the
IC, but if I needed to add more solder
later to get a good contact it would
invite bridges that would be hard to
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eliminate. Once everything was prop-
erly tinned, I placed the IC on its pads
and heated the pins by putting the iron
directly on the pin and pressing down
for a second. I used only the solder al-
ready on the surfaces. The iron was set
at a fairly low temperature (less than
700°F), and I was careful not to keep
the contact too long with a little cool-
ing off time between soldering pins. I
did two diagonal pins to locate the IC;
and then the others two at a time since
the iron’s tip was that wide. I checked
for bridges between the pins and traces
using both a strong magnifier and a
continuity tester. The remaining parts
were easily soldered.

The stereo amplifier has outstand-
ing audio quality when driven by my
portable CD player—as I noted ear-
lier. When I turned on the ham rig,
however, there was strong RFI about
every 250 kHz! This was due at least
in part to the current in the speaker
wires—as the music volume peaked,
so did the RFI.15

Next, I built a single-channel ham-
radio version. I did not connect the sec-
ond channel’s power input, and I ac
grounded the inputs, leaving the out-
puts open circuited. Quiescent current
was the same as for the stereo version.
I kept the speaker wires less than eight
inches as recommended, but found
strong RFI as soon as I connected the
input lines to the HF rig’s audio out-
put.16 Even my handheld VHF radio
showed a weaker received signal, indi-
cating it too was being bothered by RFI.
I tried all the standard RFI mitigating
tricks: beads, inductors, capacitors to
reduce the problem, but nothing
seemed to eliminate it. Since I had a
floating power source, I tried using a
differential audio input, but the RFI
problem remained. There was no noise
unless the leads were connected to the
radio. Even putting it in a metal box did
not help. It was soon obvious that while
my layout worked fine for non-ham use,
I had a poor circuit layout for HF work.

I considered asking FAR to make a
board exactly like the one TI uses for its
evaluation kit, but that would be diffi-
cult to assemble by hand. FAR cannot
make boards with plated vias,17 and
several were under the IC and that
negated using my via method. Also, the
parts are so closely spaced that hand
soldering would be very difficult or
impossible. I was not about to spend
several hundred dollars for a via board
done at a professional PC board shop.
In desperation, I tried modifying the
layout of the existing board. This was
small-scale work, but what the heck, I

Fig 13—(A) shows the oscillator capacitors (I used two). Notice the long lead length. In
(B), the capacitors are moved up on the narrow trace and connected to ground through a
via I added.

(A)

(B)

had nothing to lose. (See Fig 12.)
The datasheet information noted:

“there are three main areas of concern
in the layout: the ground plane, power
plane, the inputs and the outputs. … a
solid ground plane works as well as
other types…serves to assist the
PowerPAD 2 in the dissipation of heat
…can act as a shield to help isolate the
power pins from the output, reducing
the impact of EMI on the traces and
pins.” The power traces are kept short
and the decoupling capacitors placed
as close to the power pins as possible.

Terminate the capacitor ground as
close to the ground for the particular
power section as possible while paying
attention to ground-return-current
paths. This minimizes ground loops
and provides very short ground-return
paths and high-frequency loops. The
Vdd pin supplies power for sensitive
analog circuitry and is the most sensi-
tive pin of the device. It must there-
fore be kept as noise-free as possible.
Power traces should be placed directly
over the ground plane to reduce EMI
and minimize the ground return path.
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While the PC board was too small for
me to make manually, I was surprised
to discover that I was able to modify it
when it became necessary. When de-
signing the board I tried adhering to
the guidelines mentioned above while
maintaining a simple two-sided board
without any jumper wires; but obvi-
ously I had to do better. My first
change was to turn the entire backside
into a ground plane. I used braided
solder wick to connect traces to-
gether—thus shortening the paths to
the ground plane.

I found that the oscillator-capacitor
lead had a 2-V (P-P) 250-kHz triangu-
lar waveform—an obvious source for
RFI. I moved the capacitor as close to
the IC as I could,18 drilled a hole
through to ground, and grounded it
directly to the underside. Fig 13A
shows the original capacitor place-
ment and 13B the modification. I
wasn’t sure I could solder the capaci-
tor to the trace since it was so narrow
and close to adjacent runs, but I could!
The two photos show the original and
modified capacitor placement.

I also moved the oscillator resistor
closer and grounded it through the
board, although this lead had not
shown any ac. To do this, I mounted the
1206-size surface-mount resistor on its
side lest it short to the other traces. (See
Fig 14A for the original location of re-
sistor, and notice in Fig 14B how the
resistor is now on its side.) While not
recommended for new designs, I was
delighted to see how much modifying
could be done to improve the perfor-
mance. I wouldn’t have guessed it was
possible with parts this small; my skills
have come a long way! I ran separate
wires from the battery to Vcc (pin 4),
and to the analog Vcc (pin 19), to reduce
noise generated by power surges in the
traces. I moved the bypass capacitor
(pin 22) and power-lead capacitors (pin
21) closer to the IC pins, and drilled the
board permitting them to be grounded
directly to the ground plane. I lowered
the frequency of the oscillator to about
100 kHz by adding a bit more capaci-
tance at the oscillator pin in an effort to
reduce radiation. It could be lowered
even more for amateur audio work. I
moved the large 10-µF capacitor closer
to the power input (pin 4) for the output
MOSFET, and drilled holes to allow
both power grounds to connect directly
to the ground plane.

These modifications required the
use of jumpers, something I had tried
to avoid in the original design—I was
concerned they would look messy and
invite noise. All these modifications

Fig 14—In the non-ham version (A) the 10 kΩ resistor is mounted conventionally. In the
ham version (B), it’s moved closer to the IC and mounted on its side (in the center, just
below the wire). The large capacitor (marked “10 µ 16”) isn’t in the ham version because I
am powering only one side of the IC.

(A)

(B)

resulted in a major reduction of RFI. I
shortened the speaker leads to about
one inch and was rewarded with a fur-
ther noise reduction. While the noise
is still noticeable at the nodes, it is
quite low. There is no noise in between
these nodes, and the node location
could be altered with small changes in
the oscillator frequency.

I experimented with output bead
inductors and capacitors. A 68-Ω bead
and 0.01-µF capacitor increased the
quiescent current to 26 mA, but the
same bead with 0.001-µF actually re-
duced the current to about 7.7 mA.

Neither appeared to make much dif-
ference in the RFI noise level. I left
the latter in as continual soldering
and desoldering in this area was
causing the foil to detach. With such
fine traces, this is just one more
concern.

If I were to ask Fred for a new board,
I would incorporate these changes and
more. Clearly, I had everything spread
out too far. Compactness is essential
to reduce RF loops. The topside ground
plane should be modified so it extends
between inputs, outputs and power
leads for additional isolation.
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Fig 15—My killer stereo amplifier runs on
internal batteries or from a wall
transformer.

Summary
What have I learned?

• Class D can make an excellent audio
amplifier that—with modern ICs—
is as easy to build as any other.

• By keeping parts closely spaced,
routing grounds directly to a ground
plane and using very short output
leads, there is little RF noise and
amateur applications are feasible.

• Amateurs can successfully work
with small SMT parts.

• It’s possible to modify a less-than-
perfect layout and improve it—an
important factor to learning by ex-
perimentation, one of our basic ama-
teur tenets.
Rather than continue with this IC

and a revised board, I am going to look
for the “ideal” class-D amplifier IC.
When it appears I will feel quite com-
fortable producing a “hands on” project
for QST. Meanwhile, I have a killer ste-
reo amplifier (Fig 15) and I can brag
about to my friends about how I built it.

11FAR Circuits, 18N640 Field Ct, Dundee, IL
60118, tel 847-836-9148 (voice or fax);
e-mail farcir@ais.net; www.cl.ais.net/
farcir/.

12The TPA2000D2 datasheet is available
from the TI Web page at focus.ti.com/
d o c s / p r o d / p r o d u c t f o l d e r . j h t m l ?
genericPartNumber=TPA2000D2.

13My SMALL project (Note 3) uses this tech-
nique in a linear amplifier.

14It is interesting to note that nearly all the
lower power class-D amplifiers are in a
similar package. National Semiconductor
uses an even smaller one with bumps on
the bottom instead of pins. I did not
choose this package for the challenge, but
rather that it is the only way to build a
class-D amplifier of which I know.

15My ham shack is not very RFI proof, how-
ever. My radio hears my soldering iron go
on and off and even my wife grinding cof-
fee in the kitchen. I consider my rig to be a
good piece of RFI test equipment.

16I tested both the high-impedance output
from the IF stage on the rear of my IC-735
and the headphone jack. Results were
similar.

17I’ve worked around the problem on this
and other boards by having Fred provide
holes where I can solder a Z-shaped
jumper wire through the board to effect a
simple low-impedance via, or path, be-
tween the top and bottom ground areas.

18If you want to see how good class D can
be, the IC is available from Digi-Key and
Fred has corrected the error on the PC
board. Try it, you’ll like it!

Notes
1“Twenty Things that will be Obsolete in

Twenty Years,” Discovery Magazine, Oc-
tober 2000, p 86.

2S. Ulbing, N4UAU, “My All-Purpose Voltage
Booster,” QST, July 1997, pp 40-43. Before
1997, booster circuits were considered “one
of the most difficult linear circuits to design”.
Now they are often easy to design.

3S. Ulbing, N4UAU, “SMALL: A Surface-
Mount Amplifier that’s Little—and LOUD!,”
QST, June 1996, pp 41-42.

4See “RF Power Amplifiers,” Chapter 13 of
recent ARRL Handbooks.

5The 1992 ARRL Handbook, page 3-17.
6Tripath Technologies Inc, 3900 Freedom Cir,

Santa Clara, CA 95054; tel 408.567.3000,
fax 408.567.3003; e-mail techsupport
@tripath.com; www.tripath.com. AN1 is
available at www.tripath.com/downloads/
an1.pdf.

7The TI TPA2000D2 is available at Digi-Key
(#296-2467-5-ND) for $3.38 + shipping in
single-unit quantities. Digi-Key Corpora-
tion, 701 Brooks Ave S, Thief River Falls,
MN 56701-0677; tel 800-344-4539 or 218-
681-6674, fax 218-681-3380; www.digikey
.com.

8“Twenty Things that will be Obsolete in
Twenty Years,” Discovery Magazine, Oc-
tober 2000, page 85.

9If you think this TSSOP package is small look
at the LM4872, a 1-W audio amplifier by
National Semiconductor. It is in a “8-bump
micro SMD package” measuring 1.31×1.97
mm with 8 “legs,” which are bumps on the
bottom of the chip. Things are surely getting
smaller.

10S. Ulbing, “Surface Mount Technology—
You Can work with it!,” Part 1, QST, April
1999, pp 33-38.

mailto:farcir@ais.net
http://www.cl.ais.net/farcir/
http://www.cl.ais.net/farcir/
http://focus.ti.com/docs/prod/productfolder.jhtml?genericPartNumber=TPA2000D2
http://focus.ti.com/docs/prod/productfolder.jhtml?genericPartNumber=TPA2000D2
http://focus.ti.com/docs/prod/productfolder.jhtml?genericPartNumber=TPA2000D2
mailto:techsupport@tripath.com
mailto:techsupport@tripath.com
http://www.tripath.com
http://www.tripath.com/downloads/an1.pdf
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RF

An 852-MHz Local Oscillator
Using Cell-Phone Parts

The advent of cellular phone tech-
nology has resulted in cheap helical
filters around 850 MHz. Not only are
they available cheaply if you scrap
obsolete electronics, but they are
small and light. I’ve found that the

830-MHz 7HW Toko filters will tune
up to 852 MHz, with just 2.3 dB of
insertion loss. 852 MHz is quite useful
for 10-GHz work, as it is an IF between
106.5 MHz and 2556 MHz. It can also
be multiplied to 3408 MHz, which is
easily tripled to 10224 MHz. This is
the highly desirable low-side injection
frequency for a 2-meter-to-10-GHz
transverter. While I didn’t try it, this
design should also work on 828 MHz
without retuning the filters. 828 MHz

can be multiplied to 3312 MHz, for a
2-meter-IF 3456-MHz transverter.
3312 MHz can be further multiplied to
9936 MHz, which is the low side injec-
tion frequency for a 432-MHz to
10-GHz transverter.

Thus, this filter is an ideal candi-
date for replacing the somewhat large
PC-board filters used in a QST 10-GHz
transverter design.1 A complete

Fig 1—Schematic of 106.5-MHz local oscillator and amplifier.

L1—8 turns #24 AWG enameled wire
close wound over a 0.113-inch OD form.
Use the shaft of a #33 drill as temporary
form.
L2—14 turns #28 AWG enameled wire
on a T25-6 toroid core.

L3, L5—6 turns #28 AWG enameled wire
over a 0.089-inch OD form. Use the
shaft of a #43 drill as temporary form.
L4—10 turns #28 AWG enameled wire
over a 0.089-inch OD form. Use the
shaft of a #43 drill as temporary form.

Q1, Q2—2SC1424, 2N5179, BRF91 or
equivalent NPN transistor.
U1—78L05 5-V regulator.

1Notes appear on page 63.

mailto:zlau@arrl.org
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852 MHz LO, including the aluminum
shields, weighs just 1.7 oz (47 grams).
Its dimensions are 1.25×3.8×0.85
inches, including the screws and con-
nectors. In contrast, the original
639-MHz LO is roughly triple that size
and weight.

The 106.5-MHz oscillator shown in
Figs 1 and 2 is unchanged from the
original. I used 2SC1424s because I
found a large supply—2N5179s or
BRF91s would work just as well. How-
ever, the optimum frequency of oscil-
lation would be different, due to the
internal capacitance of the transis-
tors. Typically, the ’5179s would oscil-
late slightly lower in frequency, and
the BRF91s would operate higher. I
have found it useful to choose tuning
capacitors that can be tuned when the
shield in place, like most piston trim-
mer capacitors. If you need an oscilla-
tor that can be netted precisely to a
particular frequency, I suggest you
adapt the VCXO design by John
Stephensen, KD6OZH.2 This low-
noise design is voltage controlled,
which makes it suitable for phase lock-
ing to an accurate reference.

I added a low-pass filter between the
MAR-3 amplifier and the ×8 multiplier
shown in Figs 3 and 4 to increase spec-
tral purity. Without the filter, the
639-MHz ×6 multiplier product at the
852-MHz output was only 46 dB
down—adding the filter reduced it to
57 dB down, an 11-dB improvement.
We just want the ×8 product, which is
at 852 MHz. Fig 2—The local oscillator and amplifier described in Fig 1.

Fig 3—Schematic of 852-MHz ×8 multiplier and amplifier.

D1—HP5082-2835 Schottky diode.
FL1, FL2—Toko 7HW 830-MHz helical
band-pass filter retuned to 852 MHz.
L1—5 turns #28 AWG enameled wire
over a 0.113-inch OD form. Use a #33
drill as temporary form.

L2—8 turns #28 AWG enameled wire
over a 0.113-inch OD form. Use a #33
drill as temporary form.

RFC1-3—5 turns #28 AWG enameled
wire closewound over a 0.070-inch OD
form. Use a #50 drill as a temporary
form.

Ideally, you would be able to inspect
the helical filter in the original circuit,
to determine the proper input and
output connections. Otherwise, it may
take a bit of experimentation to deter-
mine the correct filter pinout. The
pinout for the filters I used is shown in
Fig 5. The one I measured had a band-
width of 34 MHz, when tuned to
852 MHz. The –1 dB bandwidth was
27 MHz.

With 10 dBm of drive, the 852-MHz
signal at the output of the first helical
filter is just –22 dBm. Thus, with 2 dB
of loss for another filter, 34 dB of gain
is needed for a 10-dBm output. I used
a pair of MAR-2s and a MAR-3 to ob-
tain a +9-dBm output. The output
could be increased by using high-qual-
ity chip capacitors instead of small
NP0 ceramic capacitors. However, the
little NP0 capacitors lend themselves
to point-to-point wiring, avoiding the

need for etching a circuit board. In
contrast, chip capacitors can be diffi-
cult to use without a circuit board, as
they can easily break if something
flexes.

I used the “Manhattan” style of con-
struction for installing the chip bypass
capacitors. I beveled the edges of little
squares of unetched double sided cir-
cuit board, and then soldered the
larger copper square to the ground
plane, as shown in Fig 6. I then sol-
dered the chip cap between the top foil
and the ground plane. This provides
structural support for the bypassed
resistor—soldering the resistor di-
rectly to the capacitor does result in
superior RF performance—until the
chip capacitor breaks.

The sharp reader may spot the short
section of UT-085 semi-rigid 50-Ω
coax used to connect the low-pass fil-
ter to the multiplier input. Better



Sept/Oct 2001  63

planning would make this jumper
unnecessary.

To reduce weight and cost, I used
thin 25-mil-thick double-sided glass
epoxy circuit board. This is often avail-
able cheaply at hamfests. The shields
are made out of 20-mil-thick alumi-
num sheet stock.

Homebrewers with limited circuit-
board-fabrication skills may wish to
study the article “A Reliable Fre-
quency Multiplier for 10 GHz,” by Dale
Clement, AF1T, pages 361 to 366, in
the Proceedings of the 25th Eastern
VHF/UHF Conference. Dale describes
a simple 568-to-10224-MHz multi-
plier using four pipe-cap filters. Dale
used ERA MMICs as multipliers and
gain blocks. Instead of etching a
board, Dale cut and peeled away the
unwanted copper foil, taking advan-
tage of the poor adhesion to Teflon that
occurs when circuit board is over-
heated.

This circuit should work just fine on
828 MHz with a 103.5-MHz crystal, for
use in a 3312-MHz local oscillator. It
may not even be necessary to retune
the filters, if you get the ones designed
for 830 MHz. There are also cell-phone
filters designed for 870 MHz. A
3312-MHz LO can either be mixed
with 144 MHz to get on 9 cm or multi-
plied by three to generate a 9936-MHz
LO. The latter is useful for getting on
10 GHz with a 432-MHz IF radio.

Notes
1Z. Lau, W1VT, “Home-Brewing a 10-GHz

SSB/CW Transverter,” Part 1, May 1993,
pp 21-28; Part 2, June, pp 29-31.

2J. Stephensen, KD6OZH, “A Stable, Low-
Noise Crystal Oscillator for Microwave
and Millimeter-Wave Transverters,” QEX,
Nov/Dec 1999, pp 11-17.

Fig 4—The 8× multiplier and amplifiers described in Fig 3.
Fig 5—Pin diagram of a Toko 7HW
helical band-pass filter.

Fig 6—“Manhattan”
style construction
is used to mount a
delicate chip
capacitor over a
ground plane.



Letters to
the  Editor

RF (Jul/Aug 2001)
Hello Doug:

I am writing to you concerning a
minor technical error that appeared
in the Jul/Aug 2001 issue of QEX
(Fig 1, p 55) regarding the manner of
stating return loss. Although you may
consider the incorrect manner of stat-
ing return loss to be insignificant, I
believe that if this error continues to
be published in high-level technical
publications such as QEX and QST, it
will be assumed to be correct by your
less-informed readers and therefore
repeated in future articles. I believe it
is imperative that we all be aware of
the need to maintain the correctness
of our technical language to prevent it
from becoming degraded.

In Zack Lau’s figure called “6-Ele-
ment Yagi Return Loss/SWR,” on the
left-hand Y axis, the return-loss mag-
nitudes are labeled: “0 dB, –10 dB,
–20 dB and –30 dB.” Please note that
return loss is almost always positive
(except in very unusual cases, one of
which I will mention later), and there-
fore the negative signs should be omit-
ted. If you want to keep the negative
signs, you have the option of specifying
the left-hand Y-axis parameter as S11,
in which case the S parameter of input
voltage reflection coefficient is speci-
fied; or you can use a non-standard
term “return signal magnitude,” which
is in negative decibels.

The fact that return loss is normally
positive is obvious from the standard
equation for return loss (dB): –10 log
(ρ2), where ρ is the reflection co-
efficient’s magnitude. For example, for
a reflection coefficient of 0.10, the re-
turn loss is: –10 log(0.12) = –10
log(0.01) = –10(–2) = 20 dB. (For confir-
mation, please see Eq 14, p 5-6 in The
ARRL UHF/Microwave Experimen-
ter’s Manual.)

Under special conditions, it is pos-
sible that a negative return loss can be
measured; that is, a device can actu-
ally return more power than was fed
into it. Because the returned power is
greater than the input power, the loss
is negative. Zack mentioned this un-
usual condition on p 27, at the top of
the third column in the January 1995
QEX. Unfortunately, he incorrectly
called the return loss “... a positive in-
put return loss...” when actually it is a
negative return loss!

We now can see how careless [inat-
tention] to terminology can really turn
things around! Negative becomes posi-
tive, positive becomes negative, black
becomes white and so forth. I would
appreciate it if the ARRL publications
staff would pay particular attention to
see that all future references to return
loss are correctly stated.

On a less technical note, but still of
interest to you as editor of QEX, I
wish to voice my objection to the use
of “gonna” instead of “going to” and
similar sloppy terms in the QEX text.
(See p 60, July/Aug 2001, third col-
umn, WA1VVH letter to the editor.) I
don’t care if “gonna” is now listed in
one of the recently published dictio-
naries. The term may be common in
speech, but in print, I feel it is unac-
ceptable and I request you to refrain
from publishing any further ex-
amples.—Ed Wetherhold, W3NQN,
ARRL Technical Advisor, Passive LC
Filters, 1426 Catlyn Place, Annapolis,
MD 21401-4208
Zack responds:

Thanks for pointing out the error—I
added the label “return loss” to the
left-hand side of plot provided to me by
Joe Riesert. I used negative numbers
to match the numbers generated by the
marker function of the analyzer.

I am not familiar with the instru-
ment—perhaps you are more familiar
with precise labeling of the different
screens. The lab needs more experi-
ence with modern network analyzers,

Among other features in the next
issue, Mark Mandelkern, K5AM, re-
turns with his promised article about
the HF “front ends” for his homebrew
transceiver. That article augments a
series about which we’ve gotten a lot
of good feedback. Check it out.

The Nov/Dec 2001 issue marks the
20th anniversary of QEX. As we pre-
pare to nestle into the holiday season,
that will be a good excuse to reminisce
a bit about the history of the maga-
zine. We’ll also take the opportunity
to comment on some outstanding
technical milestones from Amateur
Radio’s past and some of its gone-but-
not-forgotten luminaries.

Next Issue  in
QEX/Communications

Quarterly

but we have not had any luck in get-
ting a suitable donation.—73, Zack
Lau, W1VT, Contributing Editor
Doug adds:

You’re right, Ed, that “gonna” is not
good English grammar, but I hesitate
to change a writer’s voice and style too
much in letters. In fact, another corre-
spondent recently wrote me indicating
that it is more fun to read colloquial
language sometimes. Articles are an
entirely different story.—73, Doug
Smith, KF6DX, Editor
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