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Compatibility?
Are we compatible? Maybe the real question is, are we becoming more or less compat-

ible? 

Many of us have been involved in some aspect of the personal computer scene for many 
years. Perhaps you started learning about computers, as I did, by typing code statements 
on a key-punch machine that created a program deck of “IBM cards.” These were fed to a 
terminal, which then linked to a remote computer that ran the program and returned a print-
out of the results to a teleprinter machine. Eventually there were Sinclair, Commodore or 
Atari computers and cassette tape drives to store and run programs or data. Then came 
the now-famous Apple computers and the IBM Personal Computers, and some forms of 
disk operating systems with floppy disk drives. (I’m sure some readers have used floppy 
disks in all the variety of sizes, both physical and storage capability.) I guess the battle was 
on.

With any of those early “machines” you were pretty much limited to programs you wrote 
or that were designed for the particular hardware you were using. Deciding to build or buy 
a particular computer was determined mostly by what applications you wanted to run, and 
what software was available. The big choice became Apple or IBM, and while many com-
panies began to assemble Personal Computers that used the IBM standards and ran some 
version of their disk operating system, the only way to get an “Apple compatible” computer 
that I am aware of was from Apple. Among the PCs, some sense of standards and compat-
ibility began to sort out. While there were (and still are) arguments over which was better, 
more and more of the major software came with versions for either PC or Mac computers. 

I won’t claim that the two systems were becoming compatible, but graphical user inter-
faces moved us away from DOS commands and toward what for some, at least, is a more 
intuitive control system. On the Apple side, after they began using Intel processors, there 
has been a claim that Mac computers can run the Windows operating system or Windows 
(PC) programs directly. I took that into consideration recently when I had to upgrade my 
home computer and decided I liked many of the features of the iMac. What I have found so 
far, however, is that it may not be quite as simple as I was led to believe. Perhaps with some 
Apple tech support…

Of course there have been so many developments in personal computers in recent 
years. Laptops, Netbooks and various tablets (and even smart phones) have taken over 
many of the tasks that we used to depend upon our desktop computers to handle. With 
those developments come new variations. Now we have Android versus Apple and new 
Microsoft operating systems from which to choose. Will any of them play nice together? 
Certainly programmers are scrambling to write applications that will work on your choice of 
operating system, but at this point it seems to me that each requires its own version. 

I don’t know if the various systems are hardware specific, so whether each set of hard-
ware requires the different operating system. For the manufacturers, there must be some 
advantage to the proprietary systems, but I think that for consumers there would be more 
advantages to being able to choose a particular operating system (at a specific time) for our 
favorite hardware, and perhaps being able to select a different operating system for that 
same hardware under other conditions. Is there any chance we could influence the market 
to go that way? Probably not, but we can dream, can’t we?

We can follow similar progressions with our Amateur Radio equipment, where each 
manufacturer provides similar features with very different operating approaches. We learn 
to appreciate (or accept) one manufacturer’s menu system over another, and so we often 
choose a radio based on how well we can navigate the various control features of the radio. 
One manufacturer’s implementation of an operating protocol may provide features we like, 
but often to get the most out of that feature we are limited to other operators using the same 
manufacturer’s equipment. Again I have to wonder if this is best serving the needs and 
interests of all Amateur Radio operators.

When we build our own equipment and program the microprocessors that control that 
equipment, we may be able to make our homemade equipment “play nice” with the com-
mercial manufacturer’s radios. I guess I am thinking here about APRS applications and the 
way several manufacturers have implemented features to use advanced features of the 
protocol, or with digital voice systems that would be compatible with D-Star, for example. 

What do you think? Can we become more compatible?
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Garth Swanson, G3NPC

garth@swansons.org.uk

A 21 MHz Four Square 
Beam Antenna

Achieving gain on 15 meters within a relatively small space. 

The four square beam antenna is a 
square array of four vertical elements whose 
radiation pattern can be rapidly switched in 
direction by altering the relative phases of 
the four driving currents. The main beam 
relies on constructive interference of the 
signals from the elements where the relative 
phase of each is made up of the phase shift 
of the driving signal and the phase shift 
associated with the additional path length 
due to its spatial separation from the lead 
element. 

At low frequencies where mechanical 
rotation is difficult for large structures 
phase control is an attractive possibility 
and is sometimes used on 80 meters. 
Typically, though not necessarily, the 
elements are positioned at the corners of 
a quarter wavelength square. At 21 MHz 
the antenna proves to be compact and can 
be easily accommodated in smaller yards 
and does not require a tower or a rotator. 
The array maintains the low angle radiation 
characteristic of a simple quarter wave 
vertical monopole but is able to manifest 
forward gain and reject noise and unwanted 
transmissions that would otherwise be 
received outside the main lobe.

This article considers design choices 
and explains how to design a practical feed 
system that takes into account the measured 
interactions between the four elements. The 
direction control system is also described. 
Far field measurements are presented that 
show the switched polar patterns to allow 
the actual performance to be compared with 
a theoretical model. A companion article in 
the September 2013 issue of QST presents 
a practical description of a 21 MHz four 
square antenna. That article can be found at 
www.arrl.org/this-month-in-qex.

Design Choices
A design requires a basic decision as 

to whether the array is to be broadside or 
diagonally firing; each requires a different set 
of driving currents. A first order comparison 
can be made by considering the simple 
summation of four unit-amplitude plane 
waves launched with the specified phases 
from the element locations. See Table 1.

Figure 1 shows the expected polar 
variations of power gain for broadside and 

Table 1
Element Driving Current Phasings 
Required for Broadside and Diagonal 
Firing 

 NW NE SW SE
Broadside
(S Firing) 0 0 –90 –90
Diagonal 
(NE Firing) –90 –180 0 –90
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Figure 1 — A simplified comparison of the energy density (P) polar patterns of broadside 
and diagonally firing four square antennas based on a quarter wavelength square, showing 

the effect of dilation by a factor of 2.
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diagonal firing from a quarter-wave square 
array. Diagonal firing gives about 10% more 
gain than broadside, but with a half power 
beamwidth of 90°, wider by 6°. Dilating the 
square by a factor of 2 makes the diagonal 
length an exact half wavelength and allows 
waves in that direction to perfectly reinforce.
The dashed-line plot shows that this leads to 
a further increase of gain of about 10% and 
narrowing of the beamwidth to 84°.

In view of the limited space available, 
the extra space taken by the enlarged array 
and it’s slightly poorer reverse response, 
I decided to base a design on the smaller 
diagonally firing array bounded by a quarter-
wave square.

The Antenna Array
The array was formed of four quarter 

wave vertical monopoles, each connected 
to its own set of quarter wavelength radials 
lying on the ground. See Figure 2. This 
basic element of the array was thoroughly 
characterized and reported in an article in 
the July 2011 issue of RadCom.1 That study 
showed that a maximum radiation efficiency 
of 80% could be achieved with 13 or more 
ground radials. Purely for convenience, eight 
radials per monopole were selected for this 
design, reducing the radiation efficiency to 
65%, equivalent to a small eventual loss of 
0.9 dB. Figure 3 shows the parallel electrical 
response of one of the elements in isolation, 
with no coupling to its neighbors — this was 
ensured by open circuiting the neighboring 
driving points.

The design was centered on a frequency 
of approximately 21.2 MHz using monopole 

1Notes appear on page 12.
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Figure 2 — The disposition of the elements, feeders and sets of eight quarter wavelength radials.
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Figure 3 — The parallel electrical response of one of the elements 
with eight ground level radials when its three neighboring elements 

were open circuited. 
Figure 4 — Averaged measured components of the mutual 
impedance between pairs of diagonally opposite elements.

elements adjusted to be resonant in isolation 
with a length of 3.34 meters. The side length 
of the array was 3.55 meters, a quarter 
wavelength in free space. In order to ensure 
as far as possible that the coupling between 
the elements was only electromagnetic, their 
radial systems were not connected directly to 
each other; each radial set was returned to its 
own ground mounting. 

It is important to emphasize that 
because elements in an array interact 
electromagnetically their properties cannot be 

considered to be independent of each other. 
Currents flowing in a particular element will 
induce voltages in its neighbors, causing 
components of current to flow in them 
and modifying any previously established 
terminal currents. The coupling between a 
pair of elements A and B can be expressed 
through a mutual impedance, ZABm. Equation 
1 calculates the mutual impedance, ZABm, in 
terms of the measurements described below.

mAB BB AB AAZ Z Z Z                 [Eq 1]
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The inference of mutual impedances 
makes use of the principle of superposition, 
which permits its determination for a 
particular pair of elements in the absence 
of the others. As an example, if the mutual 
impedance between an element A and 
another element B is to be inferred, the 
driving point impedance of element A is first 
measured in isolation with all other driving 
points open circuited; this gives the value ZAA. 
Likewise for ZBB. Then ZAB is the impedance 
of A in the presence of B alone, when the 
latter is short circuited at its driving point and 
all other elements are open circuited.

Clearly, coupling to an element A in an 
array of four requires the determination of 
ZABm, ZACm and ZADm. A similar statement 
can be made when element B is considered, 
and in turn three more values have to be 
ascertained when each of elements C and 
D are considered. Three mutual impedance 
values must be ascertained for each element, 
a total of 12.

These parameters vary with frequency 
so the procedure has to be repeated at every 
frequency at which the mutual impedance 
is required. Actually the determination of 
the necessary values is less laborious than it 
sounds. If the four elements are identical in 
structure and tested at the same location then 
ZAA = ZBB = ZCC = ZDD and if pairs A and C 
and B and D are diagonally opposite, their 
mutual impedances will be the same. The 
same reasoning is applicable to the side pairs. 
So one only needs to measure the isolated 
impedance values and ascertain the mutual 
impedances for an edge pair and a diagonally 
opposite pair. Of course this must be done at 
each frequency of interest. 

The measurements were made with 
an MFJ-269 Antenna Analyzer remotely 
connected to the antenna by a length of 
RG58 coaxial cable, allowing the observer 
to stand well away from the antenna. The 
transforming effect of the coaxial cable 
was removed mathematically by taking into 
account its characteristic impedance, length, 
velocity factor and specific attenuation, all of 
which had been measured independently and 
found to be: 46 , 10.52 meters, 0.657 and 
0.06 dB/m respectively.

A spreadsheet allowed the raw data 
to be converted into the series elements 
of driving point impedance. Care was 
required in order to differentiate between 
positive(inductive) and negative(capacitive) 
reactance observations. Measurements were 
made point by point with frequencies set 
with an accuracy of ±10 kHz. Figures 4 and 5 
show the inferred components of the mutual 
impedances for diagonally opposite and edge 
pairs of elements. These are presented as 
averaged values; there were relatively small 
differences between the values obtained for 

particular pairs, perhaps because of small 
differences in their local environment. I used 
these averaged values in the design of the RF 
feed system.

The Feed System
A prerequisite for the design of the feed 

system of any antenna array is to know the 
driving point impedance of each element 
at the frequency of interest when every 
element is energized. The driving impedance 
of a particular element is affected by the 
mutual coupling with all other elements 
and is related to the mutual impedances by 
Equation 2, written here for element A.

m m m

CB D
A AA AB AC AD

A A A

ii iZ Z Z Z Z
i i i

 

[Eq 2]

Thus the impedance of an element is 
controlled by the currents in its neighbors, 
which are set by the required radiation pattern 
of the array. The problem then becomes how 
to deliver these currents into the four driving 
point impedances.

Systems for driving arrays have been 
reviewed by John Devoldere, ON4UN, 
in Low Band DXing.2 A particularly 
straightforward method that has been chosen 
here is to make use of a transmission line 
of an appropriate length to transform the 
current feeding an antenna element into a 
voltage that can be preset at the feeder input. 
The method is sometimes called “current 
forcing,” because the length of the feeder, the 

load impedance and the feeder input voltage 
completely define the voltage distribution 
along the feeder and at its termination. It 
is this terminating voltage that forces the 
required current to flow into the element 
driving point. The first step is to calculate 
the driving point impedances using the four 
complex currents necessary for a particular 
radiation pattern. 

The four elements have to be individually 
driven and four separate feeders are needed 
to provide the transformations that deliver 
the complex currents required at the driving 
points. The necessary feeder input voltage 
will depend on its length. Al Christman, 
KB8I (now K3LC), pointed out that the 
feeders, having different lengths, could only 
be brought together at a common node if 
the four voltages were equal in magnitude 
and phase.3 In order to apply the Christman 
method, we need to be certain that points 
fulfilling these conditions will actually exist.

Based on the measured impedance 
parameters at 21.2 MHz, calculations of 
the four line voltage distributions have been 
made. Unit currents with the required phase 
shifts for diagonal firing will have defined 
the driving point impedances. The complex 
variations of line voltage are shown in Table 
2. It is clear that in this case the magnitude 
and phase do not match simultaneously at 
any point. Having applied this method to 
a broadside firing four square array and a 
simple two element beam, the Christman 
method failed in those cases, too. John 
Devoldere also noted occasional failures of 

QX1305-Swanson05
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Figure 5 — Averaged measured components of the mutual impedance between pairs of 
elements at adjacent corners of the array.
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the Christman method in Low Band DXing. 
See Note 2.

Nevertheless, the method provides a 
useful basis since points do exist here where 
the phases match well. These locations along 
the feeders are highlighted with bold type 
in Table 2. It requires only transforming 
the voltages at these equi-phase points to a 
unique voltage to be able to drive the four 
feeders from the same source. In this way 
the equi-phase and equi-voltage conditions 
would be met. This elaboration of the 
Christman method is novel and that is what I 
successfully implemented with my antenna. 

Notice that the range of lower feeder 
lengths, up to 2.4 meters, is not useful 
because the cables would be too short to 
reach the four elements from a central 
point. Notice also that the two central, off 
axis, feeders require the same current, so 
only three feeder types are shown in this 
tabulation. 

Table 2 shows the lengths of RG58 
feeders that are required to establish the 
driving point current magnitudes and phase 
shifts for diagonal firing: they are 3.0 meters 
for the rear element, 5.2 meters for each 
of the central elements and 6.9 meters for 
the leading element. They will deliver the 
required complex currents to the element 
driving point impedances, which of course 
embody the mutual components arising from 
inter-element coupling. These impedances 
are shown in Table 3.

This design procedure is a key step in the 
design of this four square array. The modified 
Christman method has also been applied 
successfully to a practical two element 
design and theoretically to a broadside-firing 
four square array.

Arranging an Array Common Feed 
Point

Each element therefore has its own feeder 
with a length chosen so that it delivers the 
appropriate complex current to its element 
and has an input voltage that is in phase with 
the three other feeder input voltages. Because 
the feeder input voltage magnitudes differ, it 
is necessary to transform them to the same 
voltage, maintaining the same phase so that 
the array can be fed at a common node. The 
extent of the voltage adjustment is shown by 
Table 4.

There is a 3% difference in voltage 
between the required feeder input voltages for 
the rear and lead elements. The discrepancy 
is comparable with the accuracy of the 
calculations, so these feeder inputs could be 
simply paralleled. The two central element 
feeders have the same voltage and phase 
distributions, so their inputs can be paralleled 
together. These require a voltage about 20% 
larger, so scaling down was necessary and an 

RF transformer was constructed to do this.
The combined impedance looking into 

the common feed-point must provide an 
acceptable match to the 50  line from the 
transmitter, so not only was voltage scaling 
required but impedances needed to be scaled 
too.

An initial attempt to accomplish this 
using a transformer with two secondary 
windings was abandoned because it proved 

very difficult to neutralize the inductive 
leakage reactances that were reflected from 
the secondaries to the primary winding to 
add to its leakage reactance. Because the two 
secondary windings shared the same primary 
winding there was an awkward interaction 
between the two neutralization steps. 

It proved preferable to construct 
two transformers and to parallel their 
primary windings. The global leakage 

Table 2
Voltage and Phase Along the Three Types of Feeder Showing the Locations of 
the Equal Phase Points in Bold Type.
 Lead Central Rear
 Element Elements Element
 Feeder Feeder Feeder
Length(meters) Mag Phase Mag Phase Mag Phase
0 108.7 –135.5 68.8 –105.8 31.2 –88.2
0.2 112.2 –133.2 66.8 –100.6 24.7 –87.6
0.4 113.8 –131.0 64.1 –95.1 17.8 –86.5
0.6 113.5 –128.9 61.0 –89.0 10.5 –83.9
0.8 111.3 –126.6 57.5 –82.2 3.2 –69.4
1 107.2 –124.3 53.9 –74.4 4.6 75.8
1.2 101.4 –121.6 50.5 –65.6 12.0 84.7
1.4 94.0 –118.6 47.5 –55.5 19.1 86.8
1.6 85.1 –114.9 45.3 –44.2 26.0 87.8
1.8 75.2 –110.4 44.1 –32.0 32.4 88.4
2 64.5 –104.3 44.3 –19.5 38.2 88.8
2.2 53.7 –95.8 45.7 –7.4 43.3 89.2
2.4 43.6 –83.0 48.1 3.7 47.6 89.5
2.6 36.1 –63.9 51.3 13.6 51.0 89.7
2.8 33.5 –38.7 54.9 22.3 53.5 90.0
3 37.2 –14.2 58.6 30.0 55.0 90.3
3.2 45.3 3.7 62.2 36.7 55.6 90.5
3.4 55.6 15.6 65.4 42.8 55.1 90.8
3.6 66.6 23.7 68.0 48.3 53.6 91.2
3.8 77.2 29.5 70.1 53.6 51.2 91.5
4 87.1 33.9 71.4 58.5 47.8 92.0
4.2 95.8 37.6 71.9 63.4 43.5 92.5
4.4 103.1 40.6 71.6 68.3 38.5 93.2
4.6 108.7 43.4 70.6 73.3 32.7 94.2
4.8 112.6 45.9 68.8 78.5 26.4 95.6
5 114.7 48.3 66.4 84.1 19.6 98.0
5.2 114.8 50.7 63.4 90.2 12.6 103.1
5.4 113.1 53.1 60.1 96.9 5.6 121.2
5.6 109.5 55.7 56.6 104.5 4.0 –137.1
5.8 104.2 58.5 53.2 113.1 10.6 –105.8
6 97.2 61.7 50.2 122.8 17.7 –99.0
6.2 88.8 65.5 47.9 133.6 24.6 –96.1
6.4 79.3 70.2 46.6 145.3 31.0 –94.4
6.7 63.7 80.0 46.8 163.4 39.7 –92.9
6.8 58.5 84.4 47.5 169.3 42.2 –92.5
7 48.6 96.1 49.6 –179.5 46.7 –91.8
7.2 40.9 113.1 52.5 –169.4 50.4 –91.2
7.4 37.3 135.4 55.9 –160.5 53.1 –90.6
7.6 39.3 158.7 59.5 –152.6 54.9 –90.1
7.8 46.1 177.4 63.0 –145.6 55.6 –89.6
8 55.5 –169.4 66.3 –139.2 55.4 –89.0
8.2 66.0 –160.2 69.0 –133.4 54.2 –88.5
8.4 76.5 –153.6 71.2 –128.0 51.9 –87.8
8.6 86.4 –148.5 72.6 –122.8 48.8 –87.1
8.8 95.3 –144.4 73.3 –117.8 44.7 –86.2
9 102.8 –140.9 73.2 –112.7 39.9 –85.1
9.2 108.8 –137.9 72.4 –107.6 34.3 –83.7
9.4 113.1 –135.1 70.8 –102.3 28.2 –81.7
9.6 115.5 –132.4 68.6 –96.7 21.6 –78.3
9.8 116.2 –129.8 65.9 –90.6 14.7 –72.0
10 114.9 –127.2 62.7 –84.0 8.1 –54.7
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reactance of each could be independently 
neutralized, ensuring that phase shifts in 
both transformers were zero. The ratio of 
their secondary turns was determined by the 
required voltage scaling ratio, in this case, 
nominally, 0.84. The absolute number of 
turns in the secondary windings was then 
determined by the number of primary turns. 
In practice 20 turns were selected for each 
transformer because these fit conveniently 
onto the chosen ferrite toroids. The numbers 
of secondary turns for the two transformers 
were then adjusted mathematically to achieve 
a suitable value for the paralleled primary 
reflected impedances, always preserving the 
required ratio between the two secondaries. 
This procedure led to a common node input 
impedance of (51 –j29) .The details of the 
transformers are shown in Table 5.

The transformers were constructed on 
Type 61 ferrite toroids having an outside 
diameter of 6 cm and an inside diameter of 
4 cm. The primary windings were formed 
from a single strand of 22 SWG enameled 
copper wire and the secondaries were of 
four plaited strands of the same wire wound 
compactly onto the toroid in the same sense 
and interleaved with the primary turns. [Note 
that SWG is British Standard Wire Gauge, 
with a wire diameter of 0.028 inch. This is 
roughly equivalent to number 21 American 
Wire Gauge (AWG), with a diameter of 
0.0285 inch. — Ed.] Care was taken to begin 
the ground ends of the two windings at the 
same position. This helped to minimize 
the local potential differences between the 
windings, ensuring that capacitive currents 
between the windings were minimized. 
The table shows that more primary turns 
were required than had been anticipated by 
a simple view of transformer design. This 
could be due to winding end effects where 
the end turns coupled inefficiently to the 
core. Careful adjustment of the number of 
turns was made as measurements checked 
the open circuit voltage ratio. Small errors 
in achieving the specification are due to an 
inability to realize fractional turns.

Figure 6 shows the interconnection of 
the two transformers and the placement of 
series preset 150 pF neutralizing capacitors. 
With the secondary short circuited, an 
oscilloscope was used to observe the primary 
voltage and current waveforms, and the 
neutralizing capacitor was adjusted until they 

were in phase. The procedure was repeated 
for the second transformer; there was no 
interaction between these adjustments. The 
attenuation of each transformer was about 
1.2 dB, equivalent to an efficiency of 76%. 
The paralleled connection of their primaries 
provided the driving point of the array. 

The actual complex currents flowing into 
the four elements for the four different beam 
headings are shown below in Table 7 and 
discussed later.

The Direction Control System
Figure 7 shows the topology of a switching 

matrix for routing the three possible phase-
shifted feeds to the appropriate elements for 
a particular direction of fire. The switches 
used were RF latching reed relays with 

Table 7
The Actual Drive Currents.
 Measured Elemental Drive Currents
 (Normalized Magnitude and Phase Angle With Respect to 
 the Rear Element)
Beam Heading NE SE SW NW
NE 1.0, –180° 0.67, –90° 1.0, 0° 0.77, –90°
SE 0.93, –105° 1.04, –165° 0.89, –90° 1.0, 0°
SW 1.0, 0° 0.69, –97° 0.97, –192° 0.70, –90°
NW 0.86, –90° 1.0, 0° 0.71,–90° 1.07, –180°

Table 3
Calculated Driving Point Impedances 
for Diagonal Firing.

Element           Driving Point Impedance ( )
Leading 77.5 + j76.2
Central(off–axis) 66.2 – j18.7
Rear 1.0 – j31.1

Table 4
Electrical Parameters at the Equal Phase Points.
Position of Feed Point Lead Feeder Central Feeder Rear Feeder
(meters) (V) (degs) (V) (degs) (V) (degs)
3.0     55.0 90.3
5.2   63.4 90.2
6.9 53.5 90.3

Input Z of feeder ( ) 16.6 – j15.5 46.3 – j21.3 21.0 – j161.6

Table 5 
Details of the Two Transformers Used for Voltage Scaling and Impedance 
Matching.
 Theoretical Designs Actual Designs
 Lead/Rear Center Lead/Rear Center
Primary Turns 20 20 23 23
Secondary Turns 8.4 10 8 10
Combined Input Z  51–j29 
OC Voltage Ratio 2.4 2.0 2.3 2.0
 Required Required Measured Measured

Table 6
The Hybrid Ground Electrical Parameters Used for Simulation.

 Relative Permittivity Electrical Conductivity (S/m)
Inner zone 73 0.75
Outer zone 42 0.088

a carry current of 1.5 A and a switching 
time of 2 ms. They were chosen because of 
their ability to maintain a particular setting 
without being continuously energized and 
because they were hermetically sealed and 
suitable for operation outside. The switches 
had an actuation current of 16 mA, suitable 
for control by TTL pull-down devices. This 
matrix was built on glass-epoxy strip board.

The switch module required five control 
lines, one to reset the entire switch array 
and four to select the directions of fire. The 
direction control lines were routed to the 
inputs of 2-input NOR gates that energized 
the appropriate switches for a chosen firing 
direction. Energy for the switches and NOR 
gates was supplied by a 9 V battery from a 
hand held remote controller.



8   QEX – September/October

QX1305-Swanson06

Paralleled
Center Element
Feeders

ZL1

Paralleled
Lead and
Rear Element
Feeders

ZL2

X p1

X s2

Neutralizing
Capacitor

X p2TX/RX

Reflected Secondary Components = n 2 ( X S + Z L )

n1 : 1

n2 : 1

X s1

Figure 8 — Measured polar radiation patterns for the four diagonal beam headings.
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The antenna design depends critically on 
transmission lines that have definite lengths, 
3.0 meters, 5.2 meters and 6.9 meters. 
Locating the switching module centrally 
required that the lengths of the feeders 
connecting the switch module to the 
elements should be no less than 2.5 meters, 
leaving lengths of 0.5 meters, 2.7 meters 
and 4.0 meters between the module and the 
common driving point. The latter lengths of 
feed line were housed with the switch matrix 
and transformer power splitter modules in 
a weather-proof box located on the ground 
centrally between the elements.

The beam is steered by resetting the 
switches and then briefly energizing the 
appropriate direction control line to set the 
required switch configuration. All switching 
is carried out in the absence of RF excitation 
to avoid the possibility of contact damage 
caused by arcing. The system has been in 
use for two years without any degradation. 
In principle, the direction of fire could be 
changed in as little as 4 ms.

The overall measured RF loss from the 
power splitter output to the elements via 
the switching matrix was no greater than 
0.8 dB and depends slightly on the selected 
direction. Thus, from the power splitter 
input to the element inputs there is a loss of 
about 2 dB, a feed system efficiency of 63%. 
Since the elements each have a radiation 
efficiency of about 70% the effective 
radiation efficiency of the antenna array 
measured at its feed point is 42%. 

Directional Behavior 
Polar radiation patterns of an antenna 

should be measured in the far field of the 
antenna so that phase differences between 
signals arriving from parts of the antenna 
that are off axis are small compared with 
the phase shifts that would have occurred 
had they been on the axis. If  is the off-axis 
deviation and R is the range, the phase error 
in degrees is given by Equation 3.

2180Phase Error (Degrees)
R

 [Eq 3]

The site available for these measurements 
allowed a range of 38 meters. For this four 
square array at 21.2 MHz, the maximum 
phase error at this distance would be no 
more than 2°. Distortions in the pattern to be 
measured would therefore be negligible.

Stations were established at 22.5° 
intervals at a radius of 38 meters from the 
array center. Measurements were made using 
a tripod mounted field strength meter with a 
dynamic range of 90 dB. At each location in 
turn the received signal — a relative measure 
of the signal strength — was recorded for 
each of the four beam headings, with good 
reproducibility.
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Figure 9 — The four measured patterns overlayed for comparison.

Figure 10 — Computed ideal radiation patterns on the hybrid ground with perfectly defined 
driving currents.
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Figure 8 shows the observed polar patterns 
for each beam heading. Each is formed from 
sixteen measured points and data smoothing 
has been used to help visualize the patterns. 
Caution is required in interpreting some of 
the finer angular detail. They are very similar 
and show clear evidence that switching 
occurred as intended. They are plots of 
relative field strength and do not reveal 

that the maximum signal strength at each 
diagonal angle was actually the same, ±1 dB. 
The front to back ratio for each pattern was 
at least 20 dB. These are logarithmic plots, 
which intrinsically exaggerate detail in the 
rear sectors; remember that these features are 
about a hundred times smaller than the main 
lobes. The half-power beamwidths were 
about 90° in each case, very close to that 
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anticipated from a first order analysis earlier 
in this article. See Figure 1.

Figure 9 represents the superimposed 
data on rectilinear axes to aid comparison. 
There is significant and consistent detail in 
the rear sector. The overall impression is of 
similarity in the main lobes for the four beam 
headings.

Figure 11 — Computed radiation patterns with the actual driving currents using the hybrid ground. These are all horizontal plane 
radiation patterns.
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Figure 12 — Computed vertical radiation pattern with the actual driving currents using the 
hybrid ground.

Simulation and Modeling 
A valid computer model allows 

experiment and refinement without the effort 
and time involved in making alterations 
and new measurements. The 4NEC2 
package based on the NEC2 electromagnetic 
modeling code offers the advantage of setting 
current as well as voltage excitations, and is 
freely available. 

The model of the four square antenna 
that is used here is built on the behavior of 
independent monopoles, each with their own 
set of radial wires lying on the ground. This 
basic unit has been thoroughly characterized 
and was described in my July 2011 RadCom 
article. See Note 1. Because the NEC2 code 
cannot model structures with ground based 
radial conductors, the ground system has 
been modeled as a hybrid ground with two 
concentric ground regions, each with defined 
electrical parameters. It is convenient that 
modeling of hybrid concentric grounds is a 
feature of 4NEC2. 

The electrical parameters of the outer 
zone, extending to infinity, were obtained 
by measuring the terminal parameters and 
resonance frequency of one of the monopoles 
without any radials at all. Optimization was 
carried out using the simulator to adjust the 
ground parameters until the required terminal 
parameters were obtained. See Note 1.

The central region, a quarter wavelength 
in radius, is made quasi-metallic by the 
radials. The optimizer was used again, in 
this case with the two-zone model, to adjust 
the parameters of this inner zone until 
the measured terminal impedance of the 
element with its eight radials was obtained, 
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Figure 13 — The computed horizontal radiation patterns at the extremities of the 21 MHz band using the hybrid ground.

the outer zone parameters being set at the 
values that had already been determined. 
The appropriate two-zone parameters for the 
hybrid ground are stated in Table 6. They 
represent the behavior of the monopole with 
eight radials operating at 21.2 MHz on the 
imperfect ground. 

Figure 10 shows the computed behavior 
of the antenna on the hybrid ground when 
driven with a perfectly defined set of drive 

currents. It provides a basis for comparison 
when the actual currents were used. The 
actual complex drive current for each element 
was measured at each directional setting and 
used in the simulation to arrive at calculated 
polar patterns for the four directions, again on 
the hybrid ground. The normalized currents, 
which sometimes deviated from the intended 
values, are listed in Table 7. 

The modeled polar patterns using the 
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actual drive currents are shown in Figure 
11. There is good agreement between these 
and the measured plots shown in Figure 8. 
The front to back ratios span the range from 
20.6 to 14.7 and are somewhat smaller and 
less consistent than the actual values. See 
Figure 8. The beamwidths are in very good 
agreement with the measurements. Predicted, 
but not measured, are the forward gains; 
these are very similar for the four directions, 
ranging between 7.00 and 7.36 dBi. 

The simulation also provides the elevation 
of the main lobe above the horizon. Although 
the only pattern presented here — Figure 
12 — is for the NE direction the elevation is 
close to 20° for all beam headings, with a half 
power vertical beamwidth of 35°. 

A very useful indication of the insensitivity 
to frequency as the 21 MHz band was 
traversed is provided by the two NE polar 
patterns shown in Figure 13. This 2% change 
of frequency caused a change of only 0.5 dB 
in the front to back ratio and a negligible 
change in gain of only 0.05 dB. 

Discussion
The antenna behavior on the hybrid 

ground, but with a perfect set of drive 
currents, provides a basis for discussion. 
See Figure 10, which shows that the forward 
gain is 7.32 dB, the highest attainable value 
on this practical ground. The behavior in 
the rear section is determined by the degree 
of cancellation of the fields from the four 
elements. It is here that small differences 
between the field components become 
apparent and reflect imperfections in the 
array and its feed system that result in errors 
in the drive currents.

Despite the discrepancies between the 
actual drive currents and those intended, 
they were used in the simulation and the 
predicted gain values come close to the 
maximum attainable on the hybrid ground. 
Compare Figures 10 and 11. The observed 
front to back ratios were at least 20 dB 
on this ground and Figure 10 suggests 
that an improvement by 3 to 4 dB might 
be achievable. Although appreciable, it is 
questionable if this improvement would have 
practical value when the ratio was already 
20 dB. It is interesting to note that with a 
perfectly defined set of drive currents and 
a perfect ground the best possible gain and 
front to back ratio would be 10.8 dBi and 
29.8 dB. 

In Table 5 the off-axis element drive 
currents are highlighted. They are invariably 
low compared with the on-axis elements. It 
should be relatively easy to correct this by 
increasing the number of secondary turns of 

the appropriate transformer and should lead 
to an improved front to back ratio. This will 
undoubtedly disturb the transformation of the 
central element feeder impedances, however, 
and measures will be needed to ensure that 
the transformed impedances combine in 
parallel to approach 50 . 

Harder to understand are the off-axis 
current asymmetries. These elements are 
driven from the same secondary winding 
through two feeders that have the same 
lengths and should deliver very similar 
drive currents. The asymmetries are not 
reversed or replicated when the beam 
heading is oppositely directed. Had they 
been due to different local environments 
for the pair of axis elements the asymmetry 
would have persisted when the feeders were 
interchanged, but this did not occur. 

No account was taken in the design of the 
delays introduced by the switching matrix. 
Although they would be relatively small, 
the path lengths through the matrix were not 
equal for the four signals and depended on 
the pattern of switch closures. It is possible 
that this is a source of asymmetry and a 
careful study of these pathways is needed.

There are strong indications from 
modeling on a practical ground that the 
forward gain is between 7 and 8 dBi, but this 
needs to be confirmed by measurement and 
will require reference to a standard antenna.

 
Conclusions

An electronically steerable four square 
phased array antenna has been realized for 
use at 21 MHz. The antenna has a diagonal 
fire configuration with a main beam that can 
be switched rapidly to one of four orthogonal 
directions. The antenna makes use of a novel 
feed system that uses two RF transformers 
to ensure that the element feeders are driven 
with the same voltage and phase. The 
overall loss from the array feed point to the 
element inputs was 2 dB. This elaboration 
of the Christman method allows it to be used 
universally in situations where only equi-
phase points exist on the set of feeders. 

On an imperfect practical ground the 
antenna achieved a measured front to back 
ratio in excess of 20 dB — a value consistent 
with listening and on-air use that showed 
differences of between 3 and 4 S units. I 
have not yet  measured the forward gain; 
however, based upon computer modeling 
using a hybrid model to represent the 
practical ground, its gain is estimated to 
be 7 to 8 dBi. The horizontal and vertical 
half power beamwidths are 90° and 35° 
respectively with a vertical beam elevation 
of 20°. Modeling has also predicted that the 

antenna characteristics vary only slightly 
across the operating bandwidth of 0.45 MHz 
at 21 MHz. The directional properties of 
the antenna accorded well with computer 
modeling, which points the way to further 
improvement.

The performance of another four element 
beam, the four-element Yagi, provides an 
interesting comparison. Modeling of the 
Yagi indicates a gain of 11 dBi, a front-to-
back ratio of 20 to 25 dB and a half power 
beamwidth of 60°.4 Practical corresponding 
values claimed for the four element 21 MHz 
SteppIR antenna are 10.2 dBi, 27 dB and 
60°.5

In comparison with the Yagi, the 
diagonally firing four square antenna at 
21 MHz is likely to have a gain 2 to 3 dB 
lower; it has a similar FB ratio and a 
half power main beamwidth that is 30° 
wider. While there is scope for further 
refinement of this implementation of the four 
square antenna it is doubtful if the resulting 
improvements would significantly affect the 
gain and beamwidth but could improve the 
observed front-to-back ratio by 3 to 4 dB.
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Frequency Synthesis and Impacts 
on Receiver Performance 
— Reciprocal Mixing and 
Blocking Dynamic Range

A top expert in the field of receiver design performance explains 
some important receiver performance measurements. 

The topic of reciprocal mixing and 
phase-noise-limited minimum discernible 
signal (MDS) has been a confusing and 
controversial subject for many years. 
Analysis in this area has been very limited. 
Most of what has been reported is “test 
results” rather than a complete design 
approach to the problem.

In this article, we will attempt to explain 
how synthesizer composite phase noise 
and spurious problems affect the dynamic 
range performance of receivers from a 
designer’s point of view. We will begin with 
the reciprocal mixing, which is caused by 
the phase noise impacts on the minimum 
discernible signal and will conclude with a 
brief discussion on the blocking dynamic 
range (BDR). I hope that this material will be 
beneficial to amateur receiver and transceiver 
builders, as well as to professional RF 
engineers involved in commercial or military 
receiver or transceiver design.

Introduction
If you ever looked at a modern 

superheterodyne receiver test report, you 
probably noticed on occasion the statement: 
“MDS — phase noise limited.” This means 
that the minimum discernible signal cannot 
be tested because the phase noise of the 
receiver overwhelms the sensitivity of the 
radio. You probably questioned how one 
can prevent this from happening before 

a receiver design becomes a reality. The 
answer is rather complex and it depends 
on the particular implementation of the 
receiver, but especially its synthesizer. The 
final results will depend on how much 
phase noise (PN) performance is delivered 
by each of the local oscillators (LO) in the 
synthesizer. This phase noise is injected into 
the mixers, and is then translated into the 
IF (or IFs) bandwidth of interest. In a well 
designed receiver, it is essential that all LOs 

be equal in their phase noise performance 
otherwise the worst one will prevail, 
blocking signals at the MDS. 

To combat the above problem, certain 
topologies and design choices have to be 
considered early in the planning stages of 
designing the receiver and its synthesizer. 
The phase noise requirements for any LO 
have to be such that MDS signals would 
be above their level when translated into 
baseband and as seen through the receiver’s 
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conversions. This would improve on the 
receiver “reciprocal mixing” performance. 

Setting design requirements for phase 
noise performance in receiver design is not 
an easy task. The problem becomes more 
complicated as phase noise, intermodulation 
distortion (IMD) and the five kinds of dynamic 
range are not treated in concert.1 There 
is no real connection between their basic 
definitions and an accurate mathematical 
model of the phase noise requirements as a 
function of all other dynamic range factors. 

Instead, defacto technological limitations 
have dictated current synthesizer design and 
performance. This, in turn has produced 
radios with “phase-noise-limited minimum 
discernible signal” due to the phenomenon 
called “reciprocal mixing.”

Reciprocal Mixing
So, what is reciprocal mixing? Reciprocal 

mixing occurs in a superheterodyne receiver 
or in a direct sampling software defined 
radio (SDR) when the noise sidebands 
of any local oscillator mix with a strong 
adjacent signal and its noise sidebands. This 
creates unwanted noise products in-band 
of the last intermediate frequency (IF), 
and/or an equivalent DSP filter, blocking 
the receiver’s minimum discernible signal 
(MDS). This is different than the single-tone 
blocking dynamic range phenomenon which 
is compression driven as offset in frequency 
from the center of a received signal. We will 
discuss blocking dynamic range later on in 
this article. Figure 1 shows how reciprocal 
mixing happens.

In other words, reciprocal mixing occurs 
when the resulting intermodulation distortion 
products produced by mixing the noise 
sidebands of the LO(s) with the blocking 
signal obscure a desired signal at the 
receiver’s MDS level. In a modern receiver, 
the noise sidebands of the synthesized local 
oscillator(s) are usually the main culprit, as 
we do not have control over the interferer’s 
(jammer) radio performance. Consequently, 
the reciprocal mixing impacts a receiver’s 
dynamic range at the MDS as a function 
of multiple noises, jitter and spurs created 
mainly by the synthesized LOs as mixed 
with external carrier and anomalies from an 
adjacent channel.

Phase Noise
In order to understand the problem 

better, let’s now take a more in-depth look 
at phase noise. Any local oscillator exhibits 
a finite amount of instability that can be 
characterized by two components; long term 
and short term. It is short term instability 

that produces phase noise. Much more on 
this subject can be found in Chapter 16 of 
Modern Communications Receiver Design 
and Technology.1 

Any practical local oscillator signal 
is not a perfect pure sine-wave; instead 
it has noise sidebands known as phase 
noise. Several factors govern the amount 
of phase noise generated. For an open loop 
resonant oscillator, the Q, or quality factor 
of the resonating tank circuit is the most 
important contributing factor to its phase 
noise performance. 

In the context of resonators, Q is defined 
in terms of the ratio of the energy stored 
in the resonator to the energy supplied by 
a generator, per cycle, in order to keep 
signal amplitude constant, at the resonant 
frequency (fr), where the stored energy is 
constant with time. This is shown in Equation 
1.2 The 2  factor in the equation allows Q 
to be expressed easier as a second-order 
differential equation, which describes most 
electrical or mechanical resonant systems.

 
Energy Stored = 2

Energy dissipated per cycle
Energy Stored   = 2

Power Lossr

Q

f Eq 1]

Leeson’s equation is used to anticipate 
a tuned resonant oscillator phase noise as 
shown in Figure 2. As can be seen in the figure, 
an oscillator’s phase noise performance is 
governed by three independent criteria:

1) Closest to the center frequency of a 
signal, flicker noise with a 1/f characteristic 
is combined with the resonator’s noise to 
produce a tapered response as shown. 

2) Further away from the center frequency, 
the Q of the resonator dictates the noise floor. 
The response shown in Figure 2 results from 
the filtering affect of the resonating tank 
circuit. 

3) Far away from the center frequency, 
the noise remains constant as shown. This 
represents the broadband noise floor of the 
oscillator. 

Today, state-of-the-art receivers no longer 
use free running oscillators. They use a variety 
of closed loop synthesis to generate frequency 
multiples of a master reference oscillator. 
Synthesizers using phase-locked loops reduce 
the phase noise produced by a tuned oscillator 
close to the carrier within the loop bandwidth 
to a level approaching that of the phase noise 
of a multiplied reference oscillator. Farther 
away from the carrier, however, and beyond 
the loop’s bandwidth corner frequency, 
the PLL synthesizer usually adds a minute 
amount of additional noise. Depending on 
how tight the loop bandwidth is positioned, 
the intersection of the two phase noise levels 
creates the so-called “hump” sometimes seen 
in phase noise performance plots. The hump 
can be cured by widening the loop bandwidth 
of the PLL at the cost of decreasing the 
close-in phase noise performance. A new 
form of synthesizer which will be discussed 
later in this article, the DDS-driven PLL does 
remedy the problem through using a high 
granularity DDS running at a high frequency 
to steer a PLL.

The problem is more complicated than 
this, however. All analog elements of a 
receiver such as amplifiers, mixers, and active 
filters exhibit some nonlinearity because 
there is a maximum signal they can process. 
These introduce distortion to both the wanted 
and any unwanted signals. This can lead to 
the creation of new interfering distortion 
products occurring at new frequencies. 
If these occur at critical frequency points 
within the receiver’s IF, it will affect the SNR 
needed for an adequate carrier to noise (C/N) 
advantage at the demodulator. 

In a real receiver, multiple stages are 
cascaded, and intermodulation products 
developed in one stage are fed to the next 1Notes appear on page 23.

Figure 2 — Local oscillator phase noise 
according to Leeson.

Figure 3 — How phase noise is measured. 
The single sideband (SSB) phase noise is 

observed in one of the LO’s sidebands. It is 
measured in dBc/Hz (in a 1 Hz bandwidth) at 

a delta offset from the carrier center.
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stage, adding cumulatively at each stage. 
Consequently, the later stages must be able to 
handle these larger signals. This can be seen 
clearly through a chain analysis of the system, 
which accounts for IMD. The earlier stages, 
which are intended to handle small and large 
RF input signals from the antenna also have 
to employ strong components by definition. 
The net result is that the entire receiver has 
to employ high dynamic range components 
throughout, such as class A amplifiers and 
class III mixers. (See Note 1.) This requires 
high DC power consumption and also 
the means to remove the additional heat 
produced. A practical balance of power usage 
has to be maintained throughout the design, 
which is usually a compromise dictated by 
the particular application and cost. Before any 
circuit design begins, it is the system designer 
who must take all these factors into account.

 
How Does Phase Noise Enter the 
Receiver

At this point, we need to stop and briefly 
refresh our phase noise definitions. As is well 
known, single sideband (SSB) phase noise 
is observed in one of the LO’s sidebands as 
shown in Figure 3. It is measured in dBc/Hz 
(in a 1 Hz bandwidth) at a delta offset from 
the center corresponding to its frequency 
response of interest, translated in the ultimate 
bandwidth of a receiver’s baseband response. 

To better understand how a coherent 
multiple LO synthesizer can impact the 
MDS of a receiver, let’s now look at Figure 
4. These show how phase noise from a LO 
transfers directly into a receiver’s IF, dB per 
dB, impacting the receiver’s MDS.1, 3 

This means that in a multiple conversion 
superheterodyne receiver, the phase noise 
performance of all coherently synthesized 
LOs have to be compatible with each other. 
Otherwise the worst performing LO in the 
scheme will spoil the MDS of the receiver.

Designing for a similar phase noise 
performance at several synthesizer ports 
in a multiple conversion receiver is not 
a trivial thing to achieve. Disregarding 
this fundamental rule will result in phase 
noise limited minimum discernible signal 
at a point of no return in the design cycle. 
Providing equal phase noise performance at 
all LOs in a synthesizer involves complex 
mathematical calculations and considerable 
design intuition.

Shown in Figure 5 is the coherent system 
design of the Star-10 transceiver depicting 
the impact of its synthesizer at every LO 
port of the double conversion approach and 
its baseband conversion (LO1, LO2, LO3).9, 

10, 11 As previously stated, the phase noise 
performance of each LO source has to be 
compatible with all the other LOs in order 
for the receiver to avoid reciprocal mixing. 

Consequently, all LOs have almost identical 
phase noise performance (–137 dBc/Hz).

To achieve good performance, the system 
and/or circuit designer starts out with the 
design of the master reference unit (MRU) 
shown at the bottom right of Figure 5. 
The MRU serves as the reference for LO2 
and LO3 and determines the phase noise 
performance of these LOs. This design 
takes in consideration the degradation of 
phase noise performance through multipliers 
such as DDS-driven phase-locked loop 
and dividers as impacted only by the 
devices’ noise floor. (See Note 1.) Thus, the 
improvement or degradation in phase noise 
performance is estimated through the use of 
the ± 20 log N equation. 

The process of ensuring equal phase noise 
performance in a coherent system is tedious 
work and should be followed rigorously with 
tests of every LO port of a brassboarded 
system. Only then can one proceed to the 
final version of the design and its actual 
implementation.

 
Complex Synthesizers and 
Composite Phase Noise

Although the performance of a high 

probability of intercept receiver depends on 
a good noise figure, the proper frequency 
planning, and low distortion circuits, it 
is mainly affected by synthesizer phase 
noise and spurious performance interacting 
directly with the “weakly nonlinear behavior 
of linear circuits.” (See Notes 1 and 2.) In 
addition, jitter — the timing aspect of the 
phase noise can also impact digital signal 
processing (DSP) in superheterodyne and 
especially in direct sampling software 
defined radios. Jitter is very important to 
sampling digital signals. Designers use 
complex mathematical analysis tools to 
determine how much phase noise is required 
in DSP processing.

To better understand the subject, we will 
now briefly recap solutions to frequency 
synthesis previously presented. For a more 
in-depth reading on synthesis, please refer to 
Modern Communications Receiver Design 
and Technology.1 In addition, the reader is 
also directed to the many other references 
listed at the end of this article.

Today’s superheterodyne and direct 
sampling software defined radios use a 
combination of several synthesizer forms to 
achieve a fully coherent approach to tunability 
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and demodulation.1, 4, 5, 6, 8, 9,10, 11 They follow 
a judicious mathematical implementation 
of a combination of several “brute force” 
and “non-brute force” synthesizer forms 
as explained in Note 1. Choosing and 
combining the technologies and obeying 
strict intermodulation distortion rules is a 
complex and not always successful design 
process. If not done correctly, synthesizers 
can cause phase noise limited receiver 
dynamic range situations or worse. They can 
also produce systems with accidental in-band 
self jamming signals.

For optimum performance, one must pay 
full attention to phase noise degradation all 
the way from the system’s master reference 
unit to the receiver’s baseband output. This 
gets more complicated when designing 
high resolution complex synthesizers. 
Phase Noise degradation in these systems 
is not always predictable because of the fine 
granularity of the step resolution and also the 
unknown characteristics of some of the parts 
used in the design.

Using Multiplication Versus Division 
in Synthesizers

Another cause for inferior phase noise 
performance in synthesizers is the utilization 
of multipliers at frequencies where 
frequency division is totally possible. Some 
manufacturers today use multipliers in their 
synthesizers, which in turn degrade receiver 
performance by increasing phase noise. 
Frequency multiplication in LOs is justifiable 
only at microwave frequencies where digital 
division is not achievable. Despite this, it 
is not unusual to see frequency multipliers 
(doublers, tripplers, or quadruplers) used in 
frequency synthesizers of modern HF radios. 
One of the reasons for using multipliers is 
that they are relatively easy to implement and 
are perceived as low cost. For instance, some 
master reference units in modern transceivers 
use quartz based oscillators operating at 
~15 or ~32 MHz. These frequencies are 
being doubled, sometimes several times 
to provide fixed and/or variable references 
to PLLs, DDSs or DDS-driven PLLs. 
The idea is that by using lower frequency 
parts and multiplying up, a design is more 
economically produced. If a synthesizer uses 
frequency multipliers, however, the resulting 
phase noise is degraded in dB by the equation 

20 log N where N is the multiplication factor.
(See Note 1.) 

Conversely, if a synthesizer contains 
digital dividers and division is performed 
from a higher frequency, the phase noise can 
be reduced according to the same equation. 
Obviously, this is the preferred method and 
consequently, multipliers should be avoided 
in HF or VHF synthesizer designs. They 
should be used only at microwave frequencies 
where divider technology is not yet available 
or is too expensive. Today, at least one 
radio company has adopted the divider 
methodology in its synthesizer designs, while 
others continue to use multipliers. The Ten-
Tec model 599 (Eagle) transceiver uses a 
divided down VCO in its PLL synthesizer, 
which runs as high as 1.4 GHz.

Contrary to popular belief, the final cost 
of using multipliers in manufacturing can 
often be higher than that of dividers using 
digital techniques. Various digital dividers 
as well as IC PLL integrated circuits offer 
phase noise floor performance, which is not 
always evident in their specification sheets. 
In particular, IC phase locked loop integrated 
circuits have different noise floor capabilities 
ranging from unspecified to better than a 
measured –160 dBc/Hz at a 5 kHz offset. 
Some manufacturers claim a theoretical 
phase noise floor of better than –200 dBc/
Hz. Usually referred to as the L1 Hz figure-
of-merit (FOM) for the phase detector and 
charge pump, which is used to figure out 
the best in-band phase noise floor. For the 
ADF4111 (Analog Devices Single integer-N 
1.2 GHz PLL), the L1 Hz figure of merit 
for the phase detector and charge pump is 

–213 dBc/Hz, then the L(fm) In band noise 
floor (dBc/Hz) = L1 Hz + [10 Log10(PFD 
frequency)] + [20 Log10(N division)].

Knowing which PLL or divider integrated 
circuit chip to use can make the difference 
between success and failure. Because 
today’s technology is changing so rapidly, 
a comprehensive study of the currently 
available devices and their performance 
backed by test data is always recommended 
before committing to a design. In addition, 
MRU technologies have to be carefully 
considered at microwave frequencies where 
quartz and surface acoustic wave (SAW) 
oscillator technologies present limitations. In 
the case of quartz, fundamental and overtone 
SC cut technologies stop at ~150 MHz 
while SAW technologies are limited to a 
maximum of ~1.5 GHz. MRU designs at 
these frequencies, should always be built 
into ovens.

At the start of a design, rather than venture 
on an unsure path, a conscientious designer 
needs to complete a thorough analysis of 
the topology and the candidate parts, backed 
by actual phase noise data. Although this 
is seldom considered because of schedule 
limitations, it can indeed pay off in the long 
run. Investing in a study of alternative paths 
(Plan B) using a decision making engineering 
matrix can pay for itself by making quality 
design decisions at the beginning rather than 
having to repair a poor performing product 
after the fact. Depending on how successful 
the designer is in coming up with a “best of 
the worst” frequency plan compatible with 
the synthesizer’s topology, the phase noise 
impact on dynamic range can be minimized.

Figure 5 — Double conversion Star-10 
transceiver’s coherent synthesizer provides 

three LOs (LO1, LO2 and LO3) with near 
identical phase noise performance (–137 
dBc/Hz) for equal signal processing of the 
receiver’s MDS throughout all mixers. The 

receiver’s MDS is therefore guaranteed (not 
phase noise limited) ensuring the entire 

processing gain for the receiver. 
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How Much Phase Noise
To further understand the reciprocal 

mixing process and its design limitations, let’s 
now look in some detail at how much phase 
noise is permissible in a communications 
receiver.

In the case of data communications 
over radio, a question often asked by an 
RF designer is how much phase noise is 
acceptable to reproduce a signal with a 
certain signal to noise ratio (SNR) in order 
to achieve a reasonable bit error ratio or rate 
(BER). The BER has been briefly discussed 
in relation to various modulation schemes 
in Chapter 11 of Modern Communications 
Receiver Design and Technology. (See 
Note 1.) In digital RF communications, the 
number of bit errors is usually the number 
of received bits of a data stream over a 
communication link that have been changed 
from their original transmitted format due to 
various forms of noise interference, distortion 
or bit synchronization errors. It is the number 
of bit errors divided by the total number of 
transferred bits during a pre determined time 
interval (usually 24 hours). An acceptable 
BER rate for an RF communications link is 
a ratio of 1 in 1,000,000, or 1 in 1 × 106 over 
a 24 hour test. 

The same is true in the case of voice 
communications over RF, however, the 
measurements are performed in SNR and 
in dB over the MDS of the receiver for best 
intelligibility. Today’s military or commercial 
radio transceivers using DDS-driven PLL 
synthesizers are limited in their performance 

to –100 dBc/Hz through –120 dBc/Hz 
at 1 kHz offset (or in the baseband of 
interest) despite the fact that multiple VCOs 
are often used for tight Q tolerance. The 
Star-10 receiver phase noise approaches 
–140 dBc/Hz. (See Notes 9, 10 and 11.) A 
few examples of phase noise performance 
in actual commercial transceivers/receivers 
against the Star-10 transceiver are shown 
in Figure 6. This data was obtained from 
past ARRL Product Reviews. Often, the 
in-band phase noise of an LO only impacts 
the modulation determining the ultimate S/N 
ratio in the case of analogue modulations and 
the BER floor for digital modulations.

The phase noise further out, say in an 
adjacent channel, impacts the adjacent 
channel selectivity limit by reciprocal 
mixing. Figure 6 shows the impact to the 
baseband modulation. The integration of 
this phase noise over the bandwidth reveals 
the ultimate S/N in that bandwidth. If phase 
noise was flat over the BW, then S/N = PN + 
10Log10(BW).

Obtaining the best frequency synthesis 
which yields spur and noise free performance 
in this range is a multi dimensional challenge. 
While the problem is much simpler in a 
single conversion superheterodyne radio, a 
coherent receiver, with several conversions, 
has the above dependencies affected by all 
the synthesized LOs which are driven by the 
master reference unit. In a direct sampled 
software defined radio, the dependencies 
are the result of the master reference unit 
and its jitter, as the sampling/conversion is 

accomplished digitally.

State-of-the-Art Synthesis
In the 1980s, the high resolution frequency 

tuning requirement of new synthesized 
HF radios demanded new techniques to 
combat the basic integer phase locked loop 
law of “step resolution equals the reference 
frequency” which could not cope with the 
high granularity step resolution requirement 
of modern HF radios. (See Notes 1, 5 and 6.) 

Since then, radio engineers have overcome 
this problem and its associated reference 
feed through consequence by inventing 
new ways of obtaining high resolution with 
relatively high reference frequencies. One 
such approach was introduced in 1984 
by John Wells at Marconi Instruments. 
This method is the Fractional-N or Dual 
Modulus Phase-Locked Loop which used 
programmable digital divider components. 
It allowed the use of a higher reference 
frequency while satisfying the fine step 
resolution requirement. Marconi Instruments 
made extensive use of this Fractional-N 
Synthesizer following the introduction of 
their programmable signal generators, the 
2030 and 2031. In April 1995 Marconi 
Instruments was awarded the Queens Award 
for Technological Achievement for work 
on Fractional-N Synthesizer systems. Since 
the merging of Marconi Instruments with 
IFR, the company has had continued success 
with this approach in its new products. The 
technology has been licensed to a number of 
companies and has been used extensively in 
radios to this day. 

A fractional-N PLL block diagram is 
shown in Figure 7. The fractional-N PLL 
violates the classic ground rule of the integer 
PLL (Step resolution equals reference 
frequency) by means of mathematical 
manipulation. While the integer PLL can 
divide only by integers, the fractional-N 
PLL can divide by two consecutive numbers 
(N and N + 1). Consequently, frequency 
resolution can be a fraction of the reference 
frequency. This, in turn allows the use of a 
relatively high frequency reference and a 
wider loop bandwidth which facilitates faster 
frequency switching and better suppression 
of the reference feedthrough problem 
associated with low frequency references. 
This also improves on the “hump” phase noise 
phenomenon. On the other hand, because the 
divide ratio is periodically changed from N, 
to N+1, it can generate fractional spurs which 
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Figure 7 — Block diagram of a basic Fractional-N PLL system using a single accumulator.

Figure 8 — The Star-10 implementation 
of a DDS-only synthesizer using three 

AD-9912A and a 1 GHz master reference. All 
DDS-LOs have nearly identical phase noise 
performance fulfilling the reciprocal mixing 

requirement for multiple conversion receivers. 
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show up in the in the PLL’s output. Running 
these PLL’s at higher frequencies (1.5 GHz, 
for example) and dividing down as well as 
using modern Delta-Sigma modulators as 
noise cancellation filters, can improve this 
situation. This approach was used in the 
Ten-Tec Eagle’s fractional-N PLL. More 
information on the fractional-N PLL can be 
found in Notes 1, 5, 6, 7, 8 and 12.

The  f r ac t i ona l -N  PLL can  be 
noisier because it has built-in fractional 
compensation within its charge pump output. 
Switching between the two numbers (N and 
N+1) can cause additional phase noise and 
spurious problems which cannot be fully 
predicted. This problem becomes more 
complex when using more than one dual 
modulus fractional-N phase-locked loop in 
the system. This can occur when mixing the 
output of two or more fractional-N PLLs via a 
brute force synthesis approach. (See Notes 1, 
5, 6, 7 and 8.) This relationship is sometimes 
empirically determined and has unpredicted 
effects on a transceiver’s dynamic range 
unless established through laboratory testing 
and cured. Using a high VCO frequency 
(such as 1.4 GHz) and dividing down to 
obtain the LO frequencies, however, can 
ameliorate this problem. The fractional-N is 
generally noisier in a particular application 
due to the spurious tones. The fractional 
division process accumulates errors that 
cyclically repeat, resulting in tones (spurs). 
Fractional compensation approaches are 
used to counter the accumulating phase 
errors, and are useful. They reduce the spurs, 
but have numerous limitations. Newer (all 
digital) devices with delta sigma modulators 
achieve better results. 

Several attempts have been made to 
quantify the theoretical digital switched phase 
noise performance of a fractional-N PLL as 
computed at the composite phase detector 
output. Among them, is a method described 
in Note 14. The extended rationale is based 
on a previous work performed by National 
Semiconductor. (See Note 12.) The noise 
analysis is validated through a condition that 
the total jitter is uncorrelated from sample-to-
sample. This is another theoretical assumption 
that guaranties the removal of fractional spurs, 
leaving only the white noise.

The Direct Digital Synthesizer 
(DDS)-Driven PLL

By far the most popular synthesis method 
used today is the DDS-driven PLL. Initial 
publication of the DDS-driven PLL concept 
can be found in the 1987 book entitled, 
Single-Sideband Systems & Circuits by W. 
Sabin and E. Schoenike. (See Note 3.) The 
first practical implementation of a DDS-
driven PLL has been reported on behalf of 
the Honeywell Corporation by this writer at 
the 1988 RF Technology-Expo Frequency 

Synthesis Session B1 (Dr. Ulrich Rohde, 
Chair), in Anaheim, California on February 
12, 1988. (See Note 4.) About 500 engineers 
were present in the audience and a year later, 
almost every HF radio on the market used 
this concept. A patent was granted in October 
1990, following the two publications, to R. 
Gilmore of Qualcomm Inc, (Direct Digital 
Synthesizer Driven Phase Locked Loop 
Frequency Synthesizer Application — Patent 
# 4,965,533).13 

Instead of manipulating the PLL N, and 
N + 1, as in a fractional-N PLL, the new 
synthesis method takes advantage of the fact 
that the DDS is a perfect fractional divider. 
A synthesizer’s step resolution can then be 
addressed through the DDS as a variable 
reference to a PLL. The design of the PLL 
is greatly simplified using the DDS as a 
variable reference. This is due to the fact 
that the DDS’s output frequency remains 
relatively high (for example ~10 MHz) 
while its resolution can be in the order of 
a milihertz. This minimizes the close-in 
reference feedthrough phase noise problems 
associated with low frequency references.

Modern HF transceivers today utilize this 
relatively new form of synthesizer to generate 
fine local oscillator (LO) frequency step 
increments derived from a single reference 
frequency standard, usually a temperature 
compensated quartz crystal oscillator 
(TCXO) or an oven controlled quartz crystal 
oscillator (OCXO). More information about 
DDS-driven PLL implementations can be 
found in Note 1.

We now see how the DDS-driven 
PLL, combined with various “brute force” 
synthesizer forms, simplifies complex 
synthesizer design. It utilizes direct digital 
synthesis as a variable high resolution 
fractional reference source running at 
relatively high frequencies, steering a fixed 
integer N, phase-locked loop with a low N 
multiplying number.

DDS-Only Synthesis
Recently, direct digital synthesizer (DDS) 

chips have been used alone as frequency 
synthesizers. I published an article series 
entitled “Beyond Fractional-N” in the Mar/
Apr and May/June 2001 issues of QEX. (See 
Notes 5 and 6.) This work introduced the 
DDS-Driven PLL concept as the ultimate 
fractional divider and a replacement for the 
Fractional-N approach. In part two of that 
article, I went a step further and presented 
a practical DDS-Driven PLL synthesizer 
operating at ten times the frequency required 
by the LOs and divided by 10 for an 
improved phase noise performance due 
to percentage bandwidth improvements 
at the higher frequencies. This method 
was later used in the design of my Star-10 
transceiver, as described in QEX in Notes 9, 

10 and 11. It put the actual PLL operational 
frequencies at around 1 GHz, thus presenting 
a certain percentage bandwidth advantage 
and reducing the number of VCOs from 
four to one. This also achieved a 6 to 10 dB 
improved phase noise performance over the 
conventional multiplying methods. At least 
one manufacturer (Ten-Tec, Orion) followed 
this design idea in their new products while 
others continue to use multipliers.

My 2001 article series also introduced 
the DDS-only synthesizer method (no PLL) 
as a possible future of synthesizer design 
in radios. At that time, this idea attracted 
several negative letters of protest because 
of spurious problems associated with glitch 
energy, which was a characteristic of that 
DDS technology. 

Over the past ten years, new noise 
canceling techniques have been implemented 
by the industry in DDS design and synthesizer 
costs have been cut by almost entirely 
eliminating the PLL. With the introduction 
by Analog Devices of new 14-bit GHz DDS 
devices, it is now possible to design complete 
digital synthesizers using no PLLs. While 
an argument can still be made in favor of 
the DDS-Driven PLL using the PLL loop 
filter as a spur reducing mechanism, today’s 
new radios have been using DDS-only 
technology, which can greatly simplify the 
problem of obtaining similar phase noise 
performance from multiple LOs. Almost 
all new transceivers today use DDS-only 
technology, fulfilling the prediction of my 
2001 article.

A new DDS-only brassboard synthesizer 
was recently created for the Star-10 
transceiver. This replaced the DDS-driven 
PLL synthesizer with an AD-9912A. Several 
tests were performed by Constantin Popescu, 
KG6NK, regarding phase noise, spurs and 
MDS levels. An HP-3048A phase noise 
analyzer was used in these tests. The two 
oscillators correlation method was also 
used. A 1 GHz master reference unit was 
created by multiplying a 100 MHz OCXO 
(manufactured by PTI) by 10 (×5 and ×2). 
This design produced excellent phase noise 
performance. Figure 8 shows a block diagram 
of a complete DDS-only synthesizer, which 
could be used in the Star-10 transceiver. A 
1 GHz phase-locked SAW oscillator (built 
into an oven) could also be used as a reference 
instead of the multiplied 100 MHz OCXO. 

Typical phase noise performance of each 
DDS-LO as demonstrated through the actual 
tests is shown in Figure 8. All LOs have 
nearly identical performance of –140 dBc/
Hz at 2 kHz, fulfilling the equal phase noise 
performance LOs requirement for combating 
the reciprocal mixing problem discussed at 
the beginning of this article. Figure 9 shows 
Constantin Popescu (KG6NK) and his new 
phase noise setup using the HP-3048A phase 
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Figure 9 — The left photo shows Constantin Popescu (KG6NK) performing the phase noise and spurious tests for the Star-10 DDS-only 
synthesizer.  The right photo is Constantin’s workbench and test equipment.

Figure 10 — Comparative phase noise performance tests of three DDS-only LOs in the Star-10 transceiver. See Figure 9. (Courtesy of KG6NK). 
Part A is the noise floor of the HP-3048 Phase Noise Instrument used in the tests. Part B shows the typical phase noise performance of the 77 
– 107 DDS LO1 (measured at 84 MHz). Part C shows the typical phase noise performance of the 84 MHz DDS LO2. D is the typical phase noise 

performance of the 9 MHz DDS LO3. 

noise analyzer used in these tests.
Figure 10 shows the actual phase noise 

characteristics of the three AD-9912A 
DDSs configured for the Star-10 transceiver 
using a common 1 GHz master reference 
oscillator. Figure 11 shows typical spurious 
performance of the AD-9912A as used in the 
brassboard.

Conclusions
Whether you are a home brewer or a 

design engineer, the same attention to a 
complex system design is necessary before 
starting on the circuit design. The right mix of 
technologies and synthesis methods have to 
be considered. Using the proper mixer ratios 
in the “brute force” sections of synthesizers is 

just as important as the receiver ratios for best 
intermodulation distortion performance. See 
Note 1. As seen from the above tests, the new 
DDS technology simplifies the challenge of 
obtaining similar phase noise performance 
at several LO ports in a coherent synthesizer 
design. Combating spurs in these DDSs 
continues to be challenging, but future 
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improvements should be expected. Still, 
making an entire system coherent while 
using proper ratios remains an art rather than 
a science and no computer program by itself 
can replace good engineering judgment.

Blocking Dynamic Range
The above discussion would not be 

complete without also discussing the 
blocking dynamic range phenomenon in 
receivers. We must differentiate between 
the two seemingly identical phenomena. 
Blocking dynamic range is considered to be 
a different problem than reciprocal mixing, 
although some common grounds exist. 
Blocking Dynamic range is usually treated 
as a system compression problem at an offset 
frequency from the center of the receiving 
frequency. Reciprocal mixing is a phase 
noise problem caused by mixing with an 
adjacent signal and creating intermodulation 
products. The two overlap in some hard to 
predict ways. While it is relatively simple to 
find the cascaded noise figure (NF) and the 1 
dB compression point (P1dB) of a receiver 
using standard equations, it is usually not 
very clear how to use these numbers to 
predict the actual performance of a receiver 
in the presence of an adjacent blocking large 
signal. See Note 1.

As previously indicated, BDR is only one 
of several kinds of dynamic range, none of 
which entirely describes the performance of 
a receiver. It is for this reason that blocking 
dynamic range is usually determined 
empirically through tests. This is done by 
ramping up a jammer (blocker) signal at the 
RF input of a receiver and listening at some 

Figure 11 — Typical spurious performance of the AD-9912A. A few spurs exist at –85 dBc or less. 
For best spurious performance, the DDS reference should be no less than 8 times the Nyquist 

limit, in this case 1 GHz for 105 MHz maximum frequency out. (Test courtesy of KG6NK).

predetermined offset frequency from the 
desired received MDS signal and finding at 
what level the jammer causes the received 
signal to be muted.

Then, the difference between the blocker 
signal level and the MDS level determines 
the blocking dynamic range at that offset 
frequency. The test is usually performed with 
the receiver’s narrowest filter switched in and 
at an arbitrarily chosen offset which usually 
relates to the channel spacing as determined 
by the channelization allocations of spectrum 
to be received. In the high-frequency (HF) 
Amateur Radio Service, this number is just 
outside of the receiver’s ultimate bandwidth 
as there is no predetermined channelization 
of these bands. This makes for stringent 
receiver requirements otherwise seen only in 
radar receivers that have to cope with severe 
clutter situations where a small Doppler 
modified signature of a flying object has 
to be detected against a large reflecting 
background such as a mountain. 

For this reason, blocking dynamic range 
is usually considered to be the toughest test 
for a receiver. It encompasses a multitude of 
design parameters including, but not limited 
to, the linearity of many design elements 
such as front end and IF filters (including 
their shape factor effects), their switching 
mechanisms, the low-noise amplifier (LNA), 
the conversion mixers (dictated by their 
class and LO drives). Modeling for such a 
complex environment can be difficult. The 
problem can be even more complicated in 
direct sampling software defined radios.

Another suggested method for measuring 
BDR is to establish a predetermined large 

level jammer signal and move its frequency 
closer and closer to the desired signal at the 
MDS. Then measure the delta frequency 
in hertz at which point the desired signal 
is muted. The smaller the delta frequency 
number is at the blocking point (closer 
to the desired signal at the MDS), the 
better the receiver is. This quantity is then 
compared with the channel spacing at hand 
to ensure immunity to adjacent interference. 
Again, In the case of Amateur Radio HF 
communications, this spacing is determined 
by an adjacent signal located just outside 
the narrowest bandwidth of the IF filter, 
considering its shape factor. 

Final Conclusions
This article was written in response to 

requests from several ham operators asking 
to define some of the more elusive receiver 
parameters, such as reciprocal mixing 
and blocking dynamic range to help them 
and clarify some of their misconceptions. 
My motivation for this paper has been the 
clarification of these topics as they are 
continually presented in radio test reports. 
Although the topics are theoretically and 
mathematically very complex, I have 
described them in simple and practical design 
terms so that the article could be understood 
by both the Amateur Radio enthusiast as 
well as the professional RF engineer. We 
have learned that the design of a receiver’s 
synthesizer and particularly its phase noise 
performance are two of the most important 
design considerations that we make. The two 
cannot be viewed as separate fields, however, 
because synthesizer phase noise directly 
impacts an entire receiver’s performance, dB 
per dB. We also learned about the history of 
synthesizer design and the impact on phase 
noise performance by using multipliers or 
dividers in their designs. Finally, we learned 
about the current trends of direct digital 
synthesis using DDS-only synthesizers, 
which are now replacing Fractional-N PLL 
and DDS-driven PLL designs of the past.

Many thanks go to Stephen Heald of Tait 
Communications (New Zealand), Robert 
Zavrel, W7SX, Mike Lindsay, AD7RZ, Jason 
Cooper, KN7AZ, Bob Allison, WB1GCM, 
and Constantin Popescu, KG6NK, for their 
encouragements and contributions to these hard 
to explain topics. I hope this material inspires 
anyone involved in transceiver and receiver 
design, including home builders/enthusiasts as 
well as professional RF designers.
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Frequency Dependence 
of Equivalent Series 

Resistance Measurement
With a little encouragement from his friends, the author finds a better way to test 

the equivalent series resistance of capacitors in or out of a circuit.

Doug is one of the experts behind 
the counter at Gateway Electronics in St 
Louis, MO.1 Folks from a wide area seek 
his advice on repairing electronic stuff, so 
Doug has seen a lot of failed electrolytic 
capacitors in the past several years. (It 
seems that some Chinese manufacturers 
used inferior materials in the capacitors they 
manufactured.) 

Doug had Mark Kreske build an equivalent 
series resistance (ESR) meter to check out 
suspect capacitors. Mark is a college student 
pursuing a degree in electronics. Mark and 
I are two of Doug’s “groupies.” Doug was 
troubled that Mark’s meter identified some 
but not all bad capacitors. In particular, Doug 
had some known bad devices on a computer 
motherboard that checked okay with Mark’s 
meter. 

Doug set out to interest me in this 
problem and gave me some bad capacitors 
to evaluate. I measured the transmission of 
signals through the capacitor under test as a 
function of frequency with my DDS Sweep 
Measurement System and saw the behavior 
in Figure 1.2 A good electrolytic capacitor 
of moderate value behaves like the short 
circuit baseline reference over most of the 
frequency range. 

The results clearly show small differences 
between good and bad capacitors around 
100 kHz, and a substantial difference at low 
audio frequencies. Strangely, all the ESR 
meter designs I find on the Internet operate in 

1Notes appear on page 27.

Figure 1 — Transmission through good and bad electrolytic capacitors versus frequency.

the neighborhood of 100 kHz.3, 4, 5, 6, 7, 8, 9 This 
has to be wrong! 

Mark used the schematic diagram shown 
in Figure 2 to build his ESR meter. This 
circuit came from a meter described at 
Note 3. I built the same meter, with some 
simplifications, and modified it to work at 
two frequencies to enable comparisons.

The first simplification is to use three 
AAA cells for power rather than a regulated 
5 V supply. 

The second simplification is to tie 
the five buffer outputs together and use a 

single 130  resistor in place of five 680  
resistors. 

The dual frequency modification involves 
changing R1 from 1 k  to 1 M  to lower 
the operating frequency below 100 Hz. 
Then I switch a 1 k  resistor in parallel with 
the 1 M  resistor to operate at the higher 
frequency. 

I increased capacitors C2 and C3 from 
0.01 F to 10 F and C6 from 0.1 F to 
1 F in order to enable operation at the 
lower frequency. C5 (0.47 F at 400 V) is 
difficult to increase. Instead, I omitted C5 
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by replacing it with a short circuit. The intent 
of C5 is to protect the circuitry from rapidly 
discharging a charged capacitor. I discharge 
my capacitors prior to testing. 

Figure 3 shows my final circuit. I used a 
DPDT center-OFF switch to connect three 
AAA cells to provide the +4.5 V supply. One 
ON position selects the 1 M  timing resistor 
for 65 Hz operation. The other ON position 
shunts the 1 M  timing resistor with the 
1 k  timing resistor for 85 kHz operation. 
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Figure 2 — ESR Meter schematic diagram from the Electronics DIY website, as listed in Note 3.
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Figure 3 — ESR Meter with modifications for dual frequency operation. 

This circuit, in low frequency mode, 
correctly identified the known bad capacitors 
on Doug’s motherboard. I suggest that ESR 
meter users modify their instruments in this 
manner to improve their ability to identify 
bad components. 
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Notes
1The Gateway Electronics web site is www.

gatewayelectronics.com/.
2Sam Green, WØPCE, “A Full Automated 

DDS Sweep Generator Measurement 
System — Take 2,” Sep/Oct 2012 QEX, pp 
14-24.

3The ESR meter that we started with is 
described by Lawrence Glaister, VE7IT, on 
the Electronics_DIY website at: 
electronics-diy.com/electronic_ 
schematic.php?id=949

4An ESR meter that was first described by 
Manfred Mornhinweg, XQ6FOD, is pre-
sented on the MZ Entertainment website at: 
www.mzentertainment.com/studio_ 
workshop_test_equipment_esr_meter.
html.

5Lee Davison describes a similar ESR meter 
at mycorner.no-ip.org/misc/esr/esr_04.

6For a description of a five transistor ESR 
meter, see: www.eevblog.com/forum/
projects/5-transistor-esr-meter-
design/.

7For information about an ESR meter kit see: 
www.users.on.net/~endsodds/.

8There is an ESR meter that uses a 555 timer 
IC described at: koti.mbnet.fi/hsahko/
elek/kv/esr/index.en.shtml.

9For an ESR meter circuit that uses a resis-
tor bridge design, go to: kakopa.com/
ESR_meter/.
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Line-of-Sight Signal Path 
Analysis using Google Earth

The author shows us how to use this powerful new tool to check 
the coverage areas of our repeaters or simplex operation. 

As operating frequencies increase into 
the UHF and gigahertz range the importance 
of clear line-of-site paths between operating 
points becomes a major concern. The use 
of directional antennas and lower power at 
these frequencies requires a direct and un-
interrupted signal path. Determining if com-
munication is possible along a selected path 
or attempting to discover why a signal can-
not reach a desired location requires knowl-
edge and analysis of the terrain along the 
path. Tools that can analyze a path between 
two communication points are a necessity 
especially for long distances and uneven ter-
rain, but these prove cost prohibitive for the 
Amateur Radio community.1

Fortunately there is an available solu-
tion incorporating the resources and pro-
gramming language of Google Earth that 
provides a method to visualize line-of-site 
signal paths and analyze the paths to deter-
mine if restrictions exist that could block 
signal propagation. This article will show 
how Google Earth, accompanied by a small 
bit of ingenuity can be incorporated to create 
a zero cost signal path analysis tool.

Figure 1 illustrates the classic line-of-site 
path view where the line of site is deter-
mined by a line from the antenna height to 
the horizon. Unless the area covered by the 
antenna is on a large body of water or flat 
plains this view is largely theoretical. Fig-
ure 2 illustrates the problems encountered 
in mountainous or uneven terrain where the 
line-of-site path can be obstructed by terrain 
features between the antenna sites that inter-
rupt the direct signal path. The problem in 
determining if a clear line-of-site path exists 

above sea level. Often, a signal path between 
two hilltop peaks will cross one or more 
ridge tops even along short paths. The nu-
merous peaks offer many excellent venues 
for locating communication facilities, but the 
uneven terrain creates problems in obtaining 
clear line-of-site paths. Additionally, the 
steep terrain changes create problems with 
signals in valleys sheltered by the peaks. It 
is not uncommon to find locations where 
a small change in either height or location 
can make a difference in communicating. 
Multi-path problems and signal dropout are 
persistent problems for amateur, commercial 
two-way and broadcast services.

The Birmingham Amateur Radio Club 
(BARC) operates multiple repeaters, both 
analog and D-STAR, providing coverage for 
a multi-county area.2 Attempting to provide 
adequate coverage given the features of the 
local terrain is difficult. In 2010 an interfer-
ence problem resulting from close spacing 
of an antenna to a newly installed strobe 
beacon at an analog 2 meter repeater site re-
quired temporarily swapping to a borrowed 
antenna at a slightly lower level on the tower. 
Complaints soon began to flow in describing 
reduced coverage, and in several instances 
loss of coverage, some within relative short 
distances from the repeater site. 

During the “What?” analysis phase, the 
process of visualizing the problematic signal 
paths proved unsuccessful, primarily due 
to the terrain changes between the repeater 
site and the reporting locations. At the same 
time, plans were being made to add D-STAR 
repeaters at other sites. It was desirable to 
know if communication would be possible 
between the repeater sites. For both situ-
ations, tools were needed to visualize and 
analyze the signal paths.1Notes appear on page 40.

Figure 1 — Classic view of line-of-site path.

Figure 2 — Line-of-site path illustrating 
terrain obstructions.

between two points is discovering the re-
strictions that exist along the path that could 
block a signal. It is difficult to examine ter-
rain between two points to determine if natu-
ral features such as hilltops could disrupt the 
signal path. This is a particular problem in 
areas of uneven terrain where the constantly 
changing terrain increases the difficulty in 
recognizing and locating specific features.

Birmingham Alabama is an example of 
this environment. Located in the foothills 
of the Appalachian Mountains in the north 
central part of the state, Birmingham is in 
an area of rolling hills with peaks exceed-
ing 1200 feet and valleys averaging 500 feet 
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Aware that the FCC was replacing drawn 
maps of broadcast coverage contour plots 
with maps based on Google Maps, I decided 
to explore the mechanism used to draw 
the plots.3 Figure 3 shows an FCC contour 
plot for a local FM broadcast station. [For 
color versions of the Google Earth screen 
shots from this article, go to www.arrl. 
org/qexfiles and look for the file 9x13_ 
McCullers_Images.zip.4 — Ed.] Examin-
ing the plotting data for the contour map 
revealed the plot was drawn using KML, 
the programming language of Google Earth. 
I was familiar with the use of Keyhole 
Markup Language (KML) with Google 
Earth to plot three-dimensional paths of 
high-altitude balloon flights and the use of 
KML by the FM Fool and TV Fool sites 
to plot broadcast coverage area using the 
Longley-Rice Irregular Terrain model.5 With 
these uses of Google Earth as examples, the 
next step was to create a plot of a signal path 
that allowed for visual inspection of the path. 
This proved interesting but time consuming 
and cumbersome because it was necessary 
to survey the entire path searching for po-
tential trouble spots. When Google Earth 
introduced Elevation Profile, which displays 
a terrain slice between two points, the com-
bination of terrain profiling and a visual view 
combined to make Google Earth an excel-
lent signal path analysis tool.

Figure 3 — FCC FM Broadcast 60 dBu Service Contour plotted by using KML.

Becoming Familiar with Google Earth
First introduced in 2005, Google Earth 

is available free for Windows, Apple Mac 
OS and Linux.6 For best result, Google Earth 
should be run on a fast processor with ample 
memory. A good video/graphics card greatly 
improves 3D rendering and a fast internet 
connection assures smoother transitions 
when scrolling the map image. Google Earth 
is also available for free for the Apple iPhone, 
iPad and Android based devices. These ver-
sions are not useful for analyzing signal 
paths, however, because they can only access 
KML files from web sites. 

It is important to download the latest ver-
sion of Google Earth before experimenting 
with the examples in this article, because 
earlier releases of the Elevation Profile con-
tained minor problems, in which elevations 
were not always displayed correctly. The 
examples in this article have been tested on 
Windows XP, Windows 7 and Mac OS 10.8 
using Google Earth 6.6.2 and 7.1.1. All im-
ages included in this article are the property 
of Google and its providers and are used by 
permission.7

Google Earth is simple to use but re-
quires a bit of practice and experience to 
make manipulation of the imagery smooth 
and effortless. Three basic controls are in-
cluded in the upper right hand quadrant of 
the image display. They are normally semi-

transparent and are activated when the mouse 
cursor hovers over them. The controls from 
top to bottom are Rotation, Movement and 
Zoom. Movement is also available by hold-
ing down the left mouse button and mov-
ing the mouse across the map image. If the 
mouse is equipped with a scroll wheel, the 
wheel allows zooming on the image, which 
is smoother to use than the zoom slider. An 
image tilt function is activated by holding 
down the space key on the keyboard and 
using either vertical movement of the mouse 
or operation of the mouse scroll wheel to tilt 
the image from 0° to 90° where 0° is a verti-
cal, downward view and 90° is a horizontal, 
perpendicular view. If mouse movement is 
used to control tilt, the image can also be ro-
tated at the same time with horizontal move-
ment of the mouse. The tilt function is useful 
when viewing signal paths as well as while 
examining terrain changes in 3D.

Individual preferences are set on the Op-
tions dialog found on the Windows version 
by clicking “Tools” on Google Earth’s menu 
bar, then “Options”. On Mac OS X, Options 
is found by clicking “Google Earth” on the 
menu bar followed by “Preferences.” Op-
tions allow Google Earth to be optimized 
based on computer speed, memory and 
graphic capabilities. Other options allow for 
tailoring Google Earth to individual likes as 
well as activating features that support signal 
path analysis. The options required to use 
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Table 1 
Options set in Google Earth to 
Produce the Images and Examples 
for This Article. 
The Options dialog is found on the 
Windows version by clicking “Tools” 
on Google Earth’s menu bar, then 
“Options”. On Mac OS X, Options is 
found by clicking “Google Earth” on 
the menu bar followed by “Prefer-
ences”.

Map coordinates expressed in Decimal 
Degrees as selected in “Show Lat/Long” 
on the Option 3D tab.
“Terrain” selected in the Terrain Quality 
Box.
“Terrain Quality” set to optimize the avail-
able computer resources.
“Do not automatically tilt while zooming” 
set in the Navigation box on the Options 
Navigation tab.
Elevation Exaggeration is interesting and 
allows changes in terrain elevations to be 
more or less visible.  The default is 1.0.  
The images in this article were created 
with a setting of 1.5.  The highest setting 
3.0 allows very small elevation changes 
to be highlighted but over exaggerates 
large changes making them appear 
unrealistic.
The Options Navigation tab contains 
sliders to set the Fly-To-Speed Rate and 
the Mouse Wheel rate.  Fly-To-Speed 
determines the rate of movement when a 
destination is selected in the left sidebar 
Places and Search boxes.  Fly-To-Speed 
also determines the rate of movement 
on the global view when Google Earth is 
started.

Google Earth as a signal path tool are listed 
in Table 1.

An Introduction to KML
KML is an abbreviation for Keyhole 

Markup Language. Keyhole, Inc. created 
the software that became Google Earth, and 
was purchased by Google in 2004. KML is 
an XML (Extensible Markup Language) de-
rived language used to draw images and pro-
vide notations on Google Earth map images. 
XML is a markup language created to allow 
a common basis for information exchange 
between computing systems that is both 
human and machine readable. A markup 
language differs from a procedural language 
such as BASIC, C or Java in that it describes 
an object as opposed to performing an action 
such as calculating or controlling an activity. 
A program written in a procedural language 
such as C or Java interprets a document writ-
ten with a markup language, and based on 
predetermined definitions completes an ac-
tivity. XML provides a basic structure and set 
of rules a markup language must adhere to.

Markup languages are extensively used 
in Business-To-Business transactions to 
describe documents such as order informa-
tion, banking request and health information. 
Markup languages grew out of GML (Gener-
alized Markup Language) invented by IBM 
in the 1960s to allow document formatting 
control information to be included in text 
based documents. The most widely known 
markup language is HTML (Hypertext 
Markup Language), the basis for browser 
screen formatting on the World Wide Web.

This article is not intended to be a KML 
reference, but will demonstrate how KML 
can be used to produce a signal path image 
that allows visual analysis of the path and 
provides input to Elevation Profile. KML 
is feature rich and well documented. The 
complete KML reference can be found at the 
Google web site.8 

KML Tags and Elements
In KML, text enclosed in angle brackets 

<like this> are markup instructions known as 
Tags. Tags are written in pairs, a start or open 
tag <tag> followed by an end or close tag </
tag>. Each start tag must have a correspond-
ing end tag or the document will be declared 
in error. The text between the start and end 
tag is known as an element, which describes 
the content of the element. Elements in 
KML may contain text or other elements. 
Elements may be nested where each nested 
level further describes the preceding higher 
level element. A third tag type is known as 
an empty-element tag or empty tag. As the 
name implies, an empty tag does not contain 
an element but performs a set function with 
no modifiers. Empty tags are represented 

<Placemark>
  <name>Red Mountain Repeater</name>
  <Point>
   <coordinates> -86.870192,33.475133,0</coordinates>
  </Point>
</Placemark>

by a start tag immediately followed by an 
end tag <tag></tag> or more commonly, a 
special empty-tag of the form <tag />. KML 
elements are case sensitive and mixed cases 
are used within the specification. KML ele-
ments beginning in upper case are features 
while lower case elements describe the fea-
ture in greater detail. Nesting of feature ele-
ments and reuse of descriptive elements are 
allowed. The KML reference for a feature 
describes the feature elements that can be 
internally nested along with the appropriate 
descriptive elements.

The following is a simplified illustration 
of a nested element describing a “Placemark” 
that will be used later:

The information describing the Place-
mark is contained between the starting and 
ending Placemark tags. The name element 
provides a name for the Placemark, while 
the Point element provides the geographic 
coordinates of the Placemark using the <co-
ordinates> element.

Note the use of indentation in the Place-
mark description. Indentation and white 
space make the KML document more human 
readable and should be used for clarity even 
though indentation requires more horizon-
tal space. Indentation and white space are 
ignored during computer processing of the 
document.

Listing 1 shows a basic KML document, 
which illustrates the minimum elements 
required to build a KML document. Again, 
note that white space is allowed and recom-
mended for reading clarity. The first and 
second lines are required and describe the 
document as XML based and supplies text 
encoding information to the XML parser. 
The “<?xml” start tag must begin in column 
one on the first line The specifics of these 
lines are not important but they must begin 
each KML document. [The Listing text files 
for this article are available for download 
from the ARRL QEX files website. We have 
printed the first 4 listings here for your refer-
ence, but to save page space we did not print 
listings 5 through 10.9 — Ed.] 

Building a Signal Path File using KML
With an understanding of markup lan-

guage basics and KLM, it is time to show 
how to use KML elements to construct the 
visual elements needed to use Google Earth 
as a signal path analysis tool.

If a picture is worth a thousand words, a 
demonstration is worth 10,000 words, and 
an interactive demonstration has to be worth 
100,000 words. Doing an interactive dem-
onstration is easy with Google Earth. The 
examples referenced in this article can be 
downloaded from the QEX files web site and 
unzipped into an empty file directory.10 Dou-
ble-clicking an example file name will start 
Google Earth and open the KML document. 
It is possible to open multiple files simulta-
neously with the resulting KML-generated 
images merged. A separate entry will appear 
in “Temporary Places” on the left side panel 
for each open KML document and an entry 
can be deleted to remove its contents from 
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Listing 1 — Basic KML Document Structure

<?xml version=”1.0” encoding=”UTF-8”?>
<kml xmlns=”http://www.opengis.net/kml/2.2”>

<!--                -->   
<!--   QEX   -->   
<!--                -->  
<!--   Basic KML Document Structure -->                
                              
<Document>

<!--   Insert KML Tags Here    -->   
 

<!--   End of KML Tags      -->                 
 
</Document>
</kml>

the map image.
If a document is changed, re-saving the 

document and double-clicking on the file 
name in the appropriate file directory will 
signal Google Earth to reload the document. 
Google Earth will then ask if the previous 
document should be reloaded. Click “Yes” to 
load the replaced document. When Google 
Earth is shutdown, the option to discard or 
save any loaded documents is presented. 
Reply “No” for this demonstration.

KML documents containing errors will 
either be rejected or possibly result in unex-
pected outcomes. Google Earth provides the 
ability to notify the user if a KML document 
error occurs and presents options to handle 
the error. This feature is activated from the 
toolbar by clicking “Tools/Options/General” 
(“Google Earth/Preferences/General” on OS 
X) and clicking “Show prompts for all errors” 
under “KML Error Handling.” Any detected 
error is displayed in a prompt that gives the 
document line number of the error. For de-
bugging KML documents, a text editor with 
line numbering is helpful.

The example files contain several differ-
ences from the code listings that accompany 
this article. In the examples, the ground 
path is plotted in green and the signal path 
in red using a narrower line width than the 
published images, which were modified for 
black and white printing. Included in the 
examples and referenced in the article are 
“LookAt” elements (discussed later) that 
provide visual references to match the article 
text. They are not required for normal use.

The various KML elements making up 
a signal path description document may be 
defined in any order in the document as cre-

ation of the visual elements occur after docu-
ment parsing is complete. For programming 
clarity and readability, however, it is best that 
like elements be grouped together by name 
or function. It is preferable to place basic 
elements at the beginning of the document 
and increasingly add complexity by building 
on previously defined elements in a building 
block fashion.

Visual elements defined by a KML 
document appear in the left side panel of 
the Google Earth window under “Tempo-
rary Places”. To aid in maintaining order, 
“Folder” elements can be used to group 
elements that describe a series of visual 
ele ments in a tree directory structure. Each 
folder contains a name which identifies the 
folder. If a description is provided the name 
field is highlighted to indicate it is a link that 
can be clicked, at which time the folder de-
scription is displayed on the Google Earth 
image. Folders can be expanded or collapsed 
by clicking the box with a plus or minus sign.

Listing 2 adds fundamental building 
blocks that define the drawing styles used 
to paint visual line elements. Three styles 
are defined, ground path, signal path and 
tower. These elements are defined with the 
“Style” tag where the “id” attribute provides 
a unique identifier for the Style and are fur-
ther defined with the “LineStyle” element 
that defines the color and width of the line. 
The “color” element requires explanation 
as it is in reverse order from the standard 
Red-Green-Blue-Alpha (RGBA) sequence 
where the three colors combine to produce a 
final color and the Alpha component defines 
the transparency of the color from clear to 
opaque. The order used by the KML “color” 

element is Alpha-Blue-Green-Red expressed 
as hexadecimal (aabbggrr) values between 
x’00’ — no color or for Alpha, fully trans-
parent to x’ff’ — full color or fully opaque. 
The line element width is expressed in pixels. 
The style “tower” defines a tower image that 
defaults to a yellow pushpin as an identifying 
marker and the “LineStyle” element defines 
the image to be drawn. Style elements that 
are to be used throughout a document cannot 
be defined within a Folder.

Before creating folders to contain the 
tower and repeater definitions the “Camera” 
element is inserted to provide an opening 
viewpoint to the generated map. Listing 3 
shows a “Camera” element. Four defining 
elements control the camera position and 
range. The elements “longitude” and “lati-
tude” provide the coordinates for the cam-
era’s view point and are expressed in decimal 
degrees (dd.dddddd). Altitude (“altitude”) 
is the distance from the map surface to the 
camera position, expressed in meters. The 
angle of the camera view (“tilt”) can be set 
between 0 and 90 where 0 is directly above 
and 90 is perpendicular to the surface at the 
given altitude.

Listing 4 contains the elements to draw 
a tower image. Towers are defined using the 
“Placemark” element, which as the name 
implies marks a place on the map. To iden-
tify the tower the “name” element is included 
while “styleUrl” provides a link to the style 
definition used to draw the tower. Note the 
required “#” before the tower style, which 
identifies the preceding text as a style identi-
fier. 

“LineString” provides the coordinates 
where the tower image is to be drawn on 
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Listing 2 — Defining KML image Styles

<name>Example 2</name>
 <description>KI4SBB-WA4CWI Signal Path Analysis</description>
 <open>1</open>
 

   <color>ff00ff00</color>
   <width>3</width> 

   </Style>

   <Style id=’signal’>

   <color>ff0000ff</color>
        <width>3</width> 

   </Style>

   <Style id=’tower’>

   <color>ffc5c6be</color>
   <width>7</width> 

   </Style>

Listing 3 — Camera element which will focus view when KML file runs.

<Camera>

 <tilt>0</tilt>
</Camera>

the map and the length of the line to be 
drawn representing the tower’s height above 
ground. “Tessellate” specifies that the 
“Line String” will follow terrain changes 
and for the tower image is set to “0” or no. 
The tower height is specified relative to the 
ground at the given coordinates by using set-
ting “relativeToGround” as the element of 
the “altitudeMode” tag. The “coordinates” 
tag performs double duty, defining the loca-
tion coordinates of the tower and establishing 
the tower height above the ground terrain. 
Each coordinate pair gives the longitude, 

latitude and height of the drawn image above 
ground, expressed in meters, with the three 
components separated by commas and the 
start and end coordinates separated by at least 
one space. No spaces can occur between the 
components in each coordinate. For a tower 
or signal path image that seems to be drawn 
incorrectly, this is the first item to check. If 
the location coordinates are not identical the 
tower image will be drawn as a diagonal.

Definitions for the repeater as well as the 
author’s location are shown in Listing 5 in a 
folder similar to the towers folder. [Listing 

5 and subsequent Listings are available for 
download from the ARRL QEX files web-
site. See Note 8. — Ed.] To form these defini-
tions, a “Placemark” element defines a name 
for the point and the nested “Point” element 
describes the location of the point on the map 
image. By default, the point will be marked 
on the map image with a yellow pushpin.

The contents of Listings 2 through 5 can 
be enclosed between the Document elements 
of Listing 1, saved as a “.kml” suffix file 
then double-clicked to open Google Earth. 
The location entries in the left sidebar can 
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be individually double-clicked to move the 
map focus to the clicked image. Adding the 
contents of Listing 6 completes the definition 
process needed to analyze a signal path. In 
the QEX file, 9x13_McCullers_Examples.
zip, this is Example 1. A Folder named 
“WA4CWI Signal Paths” is defined to hold 
the path definitions. All definitions required 
to draw the path images have been previ-
ously described and are combined differently 
to define the signal paths. Two images are 
drawn for each signal path, a ground image 
and a signal image using the ground and 
signal styles.

When a tower entry is double-clicked, 
the map flies to the designated location and 
looks down with bird’s eye view (0 tilt). To 
provide a better view, a “LookAt” element 
can be included in the definition. “LookAt” 
provides a similar function as “Camera”, 
establishing a view of a given location. 
Listing 7 illustrates a “LookAt” element, 
which can be compared to the “Camera” ele-
ment in Listing 3. The differences between 
“Camera” and “LookAt” are that instead of 
“altitude” “LookAt” uses “range” in meters 

Listing 4 — KML statements to define a tower image.

<Folder>
 <name>Towers</name>
 <open>1</open>

 <Placemark>
  <name>Red Mountain Tower</name>
  <styleUrl>#tower</styleUrl>
    
  <!-- Draw Tower Image -->
  <LineString>
   <tessellate>0</tessellate>
   <altitudeMode>relativeToGround</altitudeMode>
   <coordinates> -86.809722,33.484167,0 
-86.809722,33.484167,94</coordinates>
       </LineString>

  <!-- Set Camera to open view when tower selected -->  
      <LookAt>
   <latitude>33.48424</latitude>
   <longitude>-86.80955</longitude>
   <range>500</range>
   <tilt>80</tilt>
   <heading>0</heading>
  </LookAt> 
 </Placemark>   
</Folder>

from the target location coordinates to the 
designated view point and adds “heading,” 
which is the compass heading (0-360) the 
view is facing, where 90 is East, 180 South, 
270 West and 0 or 360 North.

The ground path definition creates a line 
that follows the terrain changes along the path. 
The combination of <tessellate>1</tessel-
late> and <altitudeMode>clampToGround</
altitudeMode> causes the drawing engine to 
draw the line following the ground terrain. In 
“coordinates” the altitude component is set to 
“0” for each coordinate.

The signal path definition changes 
“ t e s s e l l a t e ”  a n d  “ a l t i t u d e M o d e ” 
to  < tesse l la te>0</ tesse l la te>  and 
<altitudeMode>relativeToGround</altitude-
Mode>, which instructs the drawing engine 
to draw a straight line between the points de-
fined by the combination of coordinates and 
altitude. In our use, this represents the signal 
path between the antennas. The altitude com-
ponent in each “coordinates” element is the 
antenna height expressed in meters relative 
to the ground.

Having completed a description of the 

basic mechanics for producing graphic im-
agery with Google Earth, the next step is to 
demonstrate how these design elements are 
combined to visually represent a line-of-site 
path and how to analyze these paths using the 
Elevation Profile function.

A Broken Path
The author l ives approximately 

3.79 miles (6.1 km) from the KI4SBB 
D-STAR repeater, which uses a triband 
omnidirectional antenna side mounted at an 
elevation of 1259 feet (384 meters) above 
sea level. The author has a similar triband 
antenna located approximately 807 feet (246 
meters) above sea level. Power levels for the 
2 meter and 70 cm repeaters at this site are 
double that of the 23 cm repeater, resulting 
in a 3 dB difference in effective radiated 
power. Communication is possible on the 
2 meter and 70 cm bands, but impossible on 
the 23 cm band. 

Using a signal path drawn with Google 
Earth, we will determine if terrain changes 
are preventing 23 cm communication. Fig-
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Figure 4 — Four mile 23 cm signal path interrupted twice by terrain peaks from Example 1.

Figure 5 — Tilted view of 23 cm signal path interruption from Example 1 accompanied by Elevation Profile showing signal path 
drawn from antenna to antenna with cursor pointing to first interruption point.
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ure 4 shows the signal path with the “Cam-
era” view focused approximately halfway 
between the two coordinates with the re-
peater site at the top of the image and the 
author’s site positioned lower in the image. 
Figure 4 was produced by Example 1 in the 
QEX files. The signal path is drawn in red 
while the underlying ground path is green 
(white and black in the images printed here). 
Looking at the map image, two sizeable gaps 
in the signal path occur toward the lower end 
of the path, indicating an incomplete path. 

The next step is to determine the cause of 
these gaps in the signal path. Using a combi-
nation of tilt, compass rotation, and the range 
function, the image can be rotated to view 
the signal path along its “edge” as shown in 
Figure 5. It is easier to manipulate an image 
by first tilting the image, then rotating and 
moving the view point and finally changing 
the view range to highlight all or a portion 
of the path.

Looking at the image in Figure 4, it is ap-
parent the two signal path interruptions are 
the result of two terrain peaks visible in the 
image, and the possibility of an uninterrupted 
line-of-site path between the repeater and the 
author’s location does not exist. To better ex-
amine the details, the image can be manipu-
lated to move closer to the first interruption 
point as can be seen in Figure 5. 

Testing using a mobile 23 cm radio 
showed the path interruption caused by the 
first terrain peak effectively eliminated com-
munication along this path even at the second 
terrain peak on the image. This highlights the 
contribution of multi-path to signal propaga-
tion at lower frequencies and the possible 
contribution of the higher power output of 
the repeaters on the 2 meter and 70 cm bands.

We might conclude from the image in 
Figure 4 that the laws of physics have been 
circumvented by Google Earth and signals 
can disappear into the ground and later mys-
teriously reappear. This simply illustrates 
how Google Earth draws a line that is defined 
to be relative-to-ground. If the line height at 
a given point exceeds the terrain height the 
line is drawn, otherwise it is hidden. It is this 
drawing action that enables us to discover 
possible interruptions in the line-of-site path.

Using the Elevation Profile
While creating a visual path, then pan-

ning and scanning to locate possible terrain 
or structural interruptions is useful, doing it 
over long distances and with precision is dif-
ficult. Fortunately, Google Earth has added 
the Elevation Profile function, which greatly 
reduces the work required to analyze a path 
and at the same time allows a visual view of 

the path. Analyzing a path is simple. Right 
click on the ground path entry, in this ex-
ample “KI4SBB – WA4CWI Ground Path”, 
then double-click “Show Elevation Profile” 
in the pop-up dialog box. The elevation pro-
file, showing the terrain between the two co-
ordinate points appears in Figure 6 with the 
first coordinate shown on the left (repeater) 
and the second coordinate on the right (the 
author’s location). The distance of a particu-
lar terrain feature from the first coordinate 
can be determined from the “X-Axis” scale 
expressed in meters while the terrain height 
can be determined from the “Y-Axis” scale, 
also in meters. 

One negative result of opening an eleva-
tion profile is that Google Earth re-orients 
the image to an overhead view (0 tilt) cen-
tered between the coordinate points. It can be 
frustrating to watch a carefully panned and 
scanned view suddenly disappear after the 
decision is made to view the elevation profile 
but this is a minor problem given the useful-
ness of the profile. Once the Elevation Profile 
is displayed, the image can be manipulated 
once again and will not be disturbed again. It 
is simpler to first open the Elevation Profile 
for a path then double-click on the path name 
to view and manipulate the path image.

A feature of Elevation Profile is matching 
cursors between the profile and the image 

Figure 6 — Close up image of 23 cm signal path interruption. Double-click “KI4SBB – WA4CWI Signal Path” in left side panel in 
Example 1 to view.
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Figure 7 — Side view of clear 23 cm path showing Elevation Path with drawn signal path. Double-click on “WA4CWI – K4DSO 
Ground Path” in Example 3 to view.

path shown in Figure 6. As the mouse cur-
sor is moved within the Elevation Profile 
window, data boxes follow the cursor, giving 
distance from the left coordinate, height at 
the intersection point of the cursor and terrain 
grade slope. Simultaneously an arrow cursor 
traces the path on the map surface giving the 
same information. As the cursor moves, the 
position coordinates and altitude of the map 
cursor are updated providing a means of de-
termining the coordinates of any point along 
the path. In Figure 6, the cursor is positioned 
to point to the initial interruption of the line-
of-site path shown in the close-up view of 
Figure 5.

Trust the Ground Path
When selecting a path as input to Eleva-

tion Profile, only the ground path should be 
selected because using the signal path will 
result in a false elevation profile. Unlike 
drawing a straight line between two points, 
Elevation Profile creates a terrain slice based 
on the given three dimensional coordinates. 
If a signal path is selected, the antenna 
heights become the terrain reference points 
and the created terrain slice will be in a 
sense an amplified representation of the true 
ground terrain between the points. Nothing 
is wasted, however, because the signal path 

Elevation Profiles can be used to determine 
the spacing between the ground and signal 
path at any location along the path. With the 
Elevation Profile active for the signal path, 
move the cursor to locate a reference point to 
be analyzed and note the signal height at that 
point. Then, open the Elevation Profile for 
the ground path, move the cursor to the same 
reference point and read the ground height. 
The difference between the two values is the 
signal path height above ground at that point.

Looking at the Elevation Profile in Fig-
ure 6 the ridge interfering with the line-of-
site signal path is obvious. Determination of 
potential path interference is not often this 
simple especially over longer distances, and 
some form of visual line representing the sig-
nal path as it crosses the terrain slice is help-
ful. It would be nice to draw on the Elevation 
Profile using KML but this is not possible. 
Here is where ‘ingenuity” becomes impor-
tant. The Google Earth image including the 
Elevation Profile can be captured and saved. 
Then, using either a paint or photo program 
or by manual drawing, the legend at each end 
of the path can be extended to account for the 
antenna height above ground level followed 
by drawing the line-of-site path between the 
antenna points.

Capturing the Google Earth image is ac-
complished by clicking “File” on the Toolbar 

followed by “Save” then “Save Image” or 
“File/Save Image” if running Mac OS X. A 
dialog box opens allowing the image to be 
saved as a JPEG file. If the desire is to capture 
the Elevation Profile cursor at a given point 
along the path, the process just described will 
not work as moving the cursor to the Toolbar 
also moves the Elevation Profile cursor. To 
capture the image, keyboard shortcut com-
binations must be used to open the file save 
dialog. For Windows the combination is Con-
trol-Alt-S and for Mac OS X the combination 
is Command-Option-S. The next step is to 
open the resulting JPEG file using an image 
editor, extend the legend at both path ends 
by extrapolating the antenna height using the 
ground height legend scale as a reference, 
then draw the line-of-site path between the 
extended antenna height points. Any terrain 
feature that intersects with the drawn line-
of-site path can be assumed to be a potential 
signal interference point. 

The signal path line in Figure 6 demon-
strates this technique. While this technique is 
not absolutely accurate due to the judgments 
required to interpret the antenna height and 
add the antenna heights to the vertical scale, it 
is accurate enough to make observations con-
cerning terrain interference along the path. A 
note of warning here: The Elevation Profile 
height scale is not fixed and can vary based 
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on the relative height and height difference 
between the end points. The scale height, 
measured between the horizontal grid lines 
should be checked for each image and a scale 
factor determined. Since the vertical scale is 
given in meters, it is easy to measure the grid 
line difference in millimeters and create a 
meter scale factor as (grid line difference in 
millimeters / scale division units in meters).

If access to an image editor is not avail-
able or if there is a desire for a more ac-
curate rendering of the path, the image can 
be printed, the antenna height interpolated 
against the elevation scale and that measure-
ment used to extend the legend to account 
for the antenna height above ground and the 
line-of-sight path manually dawn.

While using an image editing program to 
draw the signal path line is fast and provides a 
permanent copy, if accuracy is important, the 
hand drawn approach is preferred.

A Path to Perfection
One of the advantages of having multiple 

repeater locations is the potential that if a 
path to a particular repeater is unusable, a 
path to another repeater may be available. 
Although the path length is double that of the 
previous example, a direct line-of-site path 
exists from the author’s location to another 
23 cm D-STAR repeater with power output 

equal to that of the previous example. Fig-
ure 7 illustrates this path with accompanying 
Elevation Profile and plotted signal path. The 
KML source for this image is found in Ex-
ample 2 in the QEX files, which replaces the 
tower, repeater and path definitions to create 
a new view. The Elevation Profile cursor in 
Figure 7 points to the closest intersection 
point between the ground and signal paths. 
Communication is excellent along this path 
as would be expected from the path analysis.

Path Planning
Having the ability to visualize and explain 

signal path problems resulting from terrain 
interference is a valuable tool for the experi-
menter as well as for the repeater manager 
who is constantly asked about areas with 
weak or non-existent signal coverage. Even 
more valuable is a tool that can provide as-
sistance in determining if a line-of-site path 
is possible between two locations.

Figure 8 demonstrates an analysis of the 
repeaters used by BARC covering the Bir-
mingham, Alabama area. The source code 
for this view is Example 3 in the QEX files. 
The image reveals that all three paths are in-
tact, which should result in excellent line-of-
sight communication between repeater pairs.

The closest intersection point between 
ground and signal occurs on the right side 

of the foreground path in Figure 8 pointed 
to by the Elevation Profile cursor showing a 
ground height of 338 meters. A close up view 
of this point is shown in Figure 9.

This peak is interesting because it almost 
interrupts the signal path. This raised the 
question of whether communication would 
be possible on a path from the ground level 
of one of the repeater sites to the antenna 
height of the other. A 23 cm test was made 
from the access road of the KI4SBB repeater, 
which is situated about two meters below the 
base of the tower. The antenna was a mobile 
tri-band vertical mounted on an SUV ap-
proximately two meters above ground level. 
The KML source code for the path illustrated 
in Figure 10 is found in Example 4 in the 
QEX files. Figure 10 shows the signal path 
intersecting the ridge peak slightly below 
the top. Communication was possible along 
this path but marginal, and movement of the 
vehicle short distances made the differences 
between working and not working. Without 
a directional antenna, it was impossible to 
determine if the working and not working 
points were the result of “knife-edge diffrac-
tion” propagation over the interfering peak 
or multi-path propagation from a large water 
tower adjacent to the tower, the tower itself or 
other surrounding structures.

Figure 10 demonstrates two anomalies 
with Elevation Profile. The Elevation Profile 

Figure 8 — Birmingham Amateur Radio Club repeater arrangement, showing clear signal paths between all repeaters. Elevation 
Profile cursor points to location where ground and signal paths almost intersect. In Example 3 double-click “Ground Path” 

under K4DSO – KI4SBB Path Analysis to view.
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Figure 9 — Close-up view of signal and ground path intersection from Example 3. Double-click “Signal path” under “K4DSO – 
KI4SBB Path Analysis” to view.

Figure 10 — Limited 23 cm mobile to repeater signal path resulting from signal path interference near the top of a mountain peak..
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should begin at the first coordinate address 
in the path definition and end at the second. 
From Figure 10 one would conclude that the 
terrain peak on the right side of the profile is 
directly in front of the tower, which is not the 
case. The peak is the actual location of the 
tower. This anomaly is also visible on the 
Google Earth image by moving the cursor 
around the tower site and noting the elevation 
notation on the image. Three-dimensional 
imagery is created in Google Earth by com-
bining aerial photography with topographic 
maps using contour lines to map the terrain 
in a given area. Variations in the coordinate 
to topographic map contour combine to pro-
duce the anomalies displayed in Figure 10. 
Having some knowledge of the coordinate 
location is a plus in understanding problems 
of this type.

Also notice the slight location difference 
between the peak in the plotted ground path 
peak, which is an averaged value, and the Ele-
vation Profile cursor which was positioned 
to the highest elevation point in the viewing 
area. This is a combination of the explanation 
presented in the last paragraph and the com-
bination of viewing position and tilt. Neither 
anomaly affects the effectiveness of using 
these techniques to analyze signal paths.

A Practical Application
Proper planning is always a requirement 

for any RF installation and more so for 

Figure 11 — Four signal plots at 5, 15, 30 and 112 meters to estimate minimum antenna height for remote receiver link antenna.

amateur repeater installations, which must 
provide adequate coverage at the lowest 
possible cost. Not only must the cost of the 
repeater, controller and antenna be included 
but consideration must be given to the cost of 
feed line, tower rigging, as well as the cost to 
install both the feed line and the antenna. Any 
solution that provides the required coverage 
for low cost must be considered.

Figure 11 demonstrates using KML to 
provide analysis of optimum antenna loca-
tions to meet the requirement detailed above. 
The study involves providing a backup re-
peater site that in normal conditions provides 
remote receiver input to extend the coverage 
area of the primary repeater. This study is 
based on the availability of prepared antenna 
space at one tower site and a determination 
of the lowest possible antenna height on the 
second tower that will proved the coverage 
needed for the link between the sites.

Figure 11 was created by Example 5 in 
the QEX files and is a modification of the 
KML statement used to produce the three-
site image in Figure 8. The third tower and 
path definitions were removed and three 
additional signal paths added, terminating 
at heights of five, fifteen and thirty meters 
on the second tower. As can be determined 
from running the example and viewing the 
paths, all four paths are more than adequate 
theoretically. Practically, due to foliage sur-
rounding the tower site, the five and fifteen 
meter heights can be eliminated and the as-

sumption made that the optimum antenna 
height is somewhere between fifteen and 
thirty meters. All four signal paths have been 
drawn on the elevation profile at the bottom 
of Figure 11 to further illustrate the antenna 
height possibilities and resulting signal paths.

Conclusion
Whether a repeater manager is attempt-

ing to show an amateur why they cannot 
communicate with a particular repeater or a 
microwave group is preparing a mountain top 
to mountain top attempt, good path visualiza-
tion and analysis tools are a necessity. Hope-
fully, this article demonstrates the usefulness 
of using Google Earth and KML as a tool to 
assist in predicting the possibility for suc-
cessful communication using line-of-sight 
paths over any terrain. Once the technique is 
understood and a basic KML document cre-
ated, changes in location and antenna height 
can be quickly and easily modeled, visual-
ized and analyzed, all for the cost of a bit of 
time to download and learn Google Earth 
and KML.

Acknowledgments
Many thanks to Ken Adkisson, WB-

4FAY, who chairs the Birmingham Amateur 
Radio Club Repeater Committee; for his 
contribution to the club over many years, his 
encouragement and assistance in preparing 
this article.



40   QEX – September/October

Jim McCullers, WA4CWI, is an ARRL 
Member and was first licensed in 1962 as 
WN4CWI and currently hold an Extra Class 
license. His primary Amateur Radio interests 
are homebrewing of any type and problem solv-
ing, which he does more than operate. He still 
enjoys working HF DX.
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Notes
1One example of a software package that can 

analyze a signal path over varied terrain 
is the Terrain Analysis Package (TAP®) by 
Softwright. For more information, see www.
softwright.com/.

2To learn more about BARC, visit their web-
site at http://w4cue.com/.

3Visit the FCC website at http://www.fcc.gov.
4Color versions of the Google Earth screen 

shots for this article are available for down-
load from the ARRL QEX files website. Go 
to www.arrl.org/qexfiles and look for the 
file 9x13_McCullers_Images.zip.

5You can learn more about local TV and FM 
radio broadcast coverage, including maps at 
www.tvfool.com and www.fmfool.com.

6Learn more about Google Earth and down-
load the program at www.google.com/earth.

7All images used in this article are the prop-
erty of Google and providers TerraMetrics 
and the USDA Farm Services Agency.

8Complete details about Keyhole Markup 
Language (KLM) are available at https://
developers.google.com/kml/ 
documentation/kmlreference.

9The KLM code listings for this article are 
available for download from the ARRL QEX 
files website. Go to www.arrl.org/qexfiles 
and look for the file 9x13_McCullers_
Listings.zip.

10The example files for this article are avail-
able for download from the ARRL QEX 
files website. Go to www.arrl.org/qexfiles 
and look for the file 9x13_McCullers_
Examples.zip. 
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Blood Lead Levels in 
Australian Amateur Radio 
Operators—A Pilot Study

Dr. Heinzle describes an informal study that he did with 
members of two Australian Amateur Radio clubs. 

The 2006 Restriction of Hazardous 
Substances (RoHS) directive in the European 
Union required consumer electronics 
manufacturers to replace traditional 63/37 
eutectic lead-tin solder (ELTS) with lead 
free solder (LFS) alternatives. This was 
prompted by concerns relating to electronic 
waste in landfills ultimately leaching lead 
into groundwater.1

ELTS is an old but effective technology, 
in use for at least 2000 years. The elder 
Pliny described the importance of a eutectic 
mixture for effective soldering around AD 
78 in Naturalis Historia.2, 3 ELTS, being a 
eutectic alloy, occupies the metallurgical 
“sweet spot” of the lead/tin binary phase 
diagram, at which molten solder of minimal 
viscosity quickly solidifies on cooling 
with little or no intermediate pasty phase. 
The eutectic mix also melts at a lower 
temperature than other lead/tin compositions 
(183°C or 361.4°F).4 

In contrast, LFS is usually either pure 
tin, or a binary, tertiary or quaternary alloy 
of tin, with added silver, copper, bismuth, 
antimony, zinc, indium or germanium, 
potentially posing new ecological hazards in 
their own right.1, 5

Although formulated to mimic as closely 
as possible the desirable characteristics 
of ELTS, the use of LFS can result in 
thermal, mechanical and metallurgical 
incompatibilities with existing components. 
Higher melting points can be incompatible 

with existing soldering equipment, the 
components being soldered, and existing 
ELTS joints, as well as ELTS coatings on 
components and circuit boards. See Notes 
1 and 5. 

The absence of lead can make LFS 
more prone to tin whisker growth, whereby 
dendrites of tin can grow, altering circuit 
characteristics, short circuiting adjacent 
circuit traces, or breaking off and causing 
short circuits elsewhere.6 The absence of 
lead can also make soldered joints less 
resistant to mechanical failure from shock, 
and from “tin pest,” caused by temperature 
dependent allotropic transformation of tin 
with thermal cycling. See Note 4.

Concerns about LFS reliability in safety-
critical and high-reliability devices in 
aviation, telecommunications, military and 
medical applications have led to continued 
RoHS exemptions in these areas.7, 8

These concerns about reliability, the 
difficulties in reworking defective LFS 
joints, the need to maintain or restore older 
electronic equipment, the need to terminate 
heat sensitive cables, the fabrication of RF 
tight enclosures, as well as continued use 
of existing soldering equipment, have led 
to a continued preference for ELTS among 
electronic hobbyists.

In addition to ongoing promotion of 
construction activities among Amateur 
Radio operators, there is similar promotion 
in Scouting and school environments. 
The rise of the “Maker” movement has 
also encouraged hands on electronic 
experimentation among budding scientists, 

engineers and programmers, with cheap and 
flexible development platforms such as the 
Arduino, PICaxe, and Stellaris Launchpad.

This ongoing use of ELTS among 
Amateur Radio operators and the potential 
for lead exposure while soldering by 
Amateur Radio operators and electronic 
hobbyists generally, was the motivation for 
this pilot study.

A literature review found that electronic 
soldering has not been associated with 
geometric mean blood lead levels (BLL) 
in excess of 10 mcg/dL in the occupational 
context,  although hypersensitivity 
to soldering flux constituents and other 
pyrolysis products such as isocyanates 
from nearby plastics is well described.9-17 
No published studies of BLLs in electronic 
hobbyists were found. 

[Note that the abbreviation “mcg/dL” 
1Notes appear on page 43.
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Figure 1 — Distribution of blood lead levels 
in the 27 test subjects.
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would be read as “microgram per deciliter.” 
Many readers would expect that to be written 
as g/dL, which would follow standard 
usage of the Metric System prefixes. We 
have left it as mcg/dL in this article because 
that seems to be the way it is specified in the 
medical community. — Ed.] 

This is in contrast to the elevated BLLs 
frequently found with ELTS use in radiator 
repair work, which typically employs 
far higher temperatures, using oxygen-
acetylene or oxygen-propane torches, with 
the potential for metal vaporization, along 
with grinding, grit blasting or brushing of the 
ELTS joints.18, 19

Amateur Radio operators, particularly 
those of the homebrewing persuasion, 
were thought to be representative of the 
most avid recreational users of ELTS. In 
contrast to commercial premises, the typical 
environment in which Amateur Radio 
operators solder is without engineered 
exposure controls such as local exhaust 
extraction, and no formal safety management 
systems bringing attention to and managing 
the lead hazard. Amateur Radio operators 
were therefore considered to reflect a worst 
case recreational exposure to ELTS in 
electronics.

The current study aimed to establish if 
radio amateurs in the home environment 
using ELTS were likely to have a BLL at or 
above the World Health Organization (WHO) 
recommended exposure limit of 10 mcg/dL, 
thereby helping to inform routine hygiene 
practices when soldering, and as an aside, 
determine the likelihood of hobby electronics 
influencing the results of occupational BLL 
monitoring in lead industry workers. 

Methods
I approached the organizing committees 

of two metropolitan Amateur Radio clubs 
in Adelaide, South Australia, to see if the 
clubs would be interested in participating 
in the proposed pilot study. Both clubs, 
the Adelaide Hills Amateur Radio Society 
(AHARS) and the North Eastern Radio Club 
(NERC), expressed interest in participation. 

Participation of members was voluntary, 
and the research adhered to the principles 
espoused in the Declaration of Helsinki 
(2008 revision). Results of the research 
were shared with the participants to foster 
understanding among club members of the 
lead hazards associated with soldering.

In order to select the most active solder-
using subgroup of the Amateur Radio 
community, 16 AHARS members were 
sampled at a construction night attended 
by members intending to construct a club 
project that evening. Similarly, 11 NERC 
members were sampled at a technical 
meeting attended by members who often 

engage in project construction on these 
technical meeting nights.

At each of the radio club meetings, I 
obtained informed consent from interested 
members, after which blood was taken in 
4 ml K-EDTA tubes, stored at ambient 
temperature overnight, and couriered the 
morning after the respective meetings to the 
Institute of Medical and Veterinary Science 
(IMVS) in Adelaide, South Australia. All 
samples were tested using inductively 
coupled plasma mass spectrometry (ICPMS) 
on a PerkinElmer ELAN DRC II.

Results
The statistical analysis of environmental 

or biological variables in the field of 
occupational hygiene is often complicated 
by log-normal data distributions, detection 
limits for contaminants that may cause zero 
values among data sets, and small sample 
sizes.20, 21

In addition, approaches usually employed 
for large log-normally distributed datasets, 
such as the generalized confidence interval 
(GCI) method, or modified Cox method, can 
be computationally complex, yet can over 
or under estimate confidence intervals in 
smaller datasets.22

The method described by Zou and others 
was chosen to determine a 99% confidence 
interval (CI) for the geometric mean of the 
BLL data, which was found to range from 
2.18 mcg/dL to 2.32 mcg/dL.22

At the 99.9% confidence level, this 
resulted in a left tail error, demonstrating 
some of the statistical difficulties associated 
with the interpretation of log normal data 
distributions in similar contexts.

Discussion
In  keeping  wi th  screening  for 

environmental and occupational exposures 
generally, the results of this study were in the 
form of a small, log-normally distributed data 
set. Despite the small sample size, analysis 
of the results using the method described by 
Zou suggests that ELTS use among active 

radio amateurs is associated at a 99% level 
of confidence with a geometric mean BLL 
of between 2.18 mcg/dL and 2.32 mcg/dL. 
This is well below the WHO recommended 
threshold of 10 mcg/dL.

Interpretation of the results was simplified 
by the absence of BLLs below the detection 
limit and by the study group coming from a 
wider population with low BLLs generally, 
thereby allowing meaningful conclusions 
to be made without requiring statistical 
comparison with a non ELTS using control 
group.

Conclusions
Based on the results of this study, 

recreational use of ELTS in electronics can be 
considered unlikely to cause geometric mean 
BLLs at or above the WHO recommended 
exposure threshold of 10 mcg/dL (99% CI: 
2.18 mcg/dL to 2.32 mcg/dL).

By extension, activities encouraging 
electronic construction in schools or 
Scouting can be considered unlikely to pose 
a significant risk of lead exposure.

Recommendations
The study results suggest that recreational 

use of ELTS in electronics can be considered 
unlikely to significantly confound 
interpretation of BLL results in workers 
undergoing routine BLL surveillance for 
occupational exposure, where exposure 
thresholds are typically greater than 10 mcg/
dL.

If the traditional hierarchy of controls is 
applied to the risk of lead toxicity posed by 
ELTS use among Amateur Radio operators 
and electronic hobbyists generally, the 
metallurgical and thermal issues affecting 
LFS at present make outright prohibition or 
replacement of ELTS impractical. 

Given that the risk of lead toxicity in 
Amateur Radio operators from electronic 
ELTS use appears to be low, ongoing 
attention to simple ventilation and hand 
washing would appear to be proportionate 
and sufficient controls for electronic 
hobbyists using ELTS.

Table 1
Summary of Results

Parameter AHARS NERC Pooled
Sample Size (n) 16 11 27
Minimum BLL (mcg/dL) 1.04 1.04 1.04
Geometric Mean 2.39 2.09 2.26
Median BLL (mcg/dL) 2.28 2.28 2.28
Arithmetic Mean BLL (mcg/dL) 2.77 2.53 2.68
Maximum BLL (mcg/dL) 8.07 3.73 8.07
Standard Deviation (SD) 1.77 1.00 1.50
Geometric SD 1.70 1.60 1.65
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A Model for Sporadic E: Meteors+ 
Wind Shear+Lorentz Force

The author describes a possible explanation for sporadic E propagation conditions. 

At the moment the most accepted theory 
to explain the formation of the sporadic E 
(ES) region of the ionosphere is wind shear, 
but this theory does not fully explain the 
formation of the ES region. I have conducted 
further studies and hypothesized another 
model, always connected to wind shear, but 
that introduces the contribution of meteors 
that ionize at the 100 km altitude, with the 
electrons concentrated in a dense layer 
by Lorentz Forces. I will call this model 
“Wind Shear and Lorentz Force.” The 
previous models and theories considered 
an accumulation of ions. How is this 
theory different? The change concerns the 
concentration of free electrons, not positive 
ions, because the electrons are responsible 
for ionospheric refraction, as we will see.

[Others have described similar or related 
explanations of enhanced ES propagation. 
See, for example, the articles by Jim Kennedy, 
KH6/K6MIO, and Gene Zimmerman, 
W3ZZ (SK), in DUBUS.1 — Ed.]

The Zonal Winds
The key to understanding Sporadic E is 

given by meteorology, and specifically the 
mesospheric winds. The “raw material” 
is provided from meteorites entering the 
atmosphere and burning due to friction 
caused by their very high speed as they 
enter the atmosphere. The result of this 
vaporization is both ions and oxidized ions, 
by combination with oxygen ions present at 
that altitude (created by UV rays). A metal 
atom from the meteorite loses an electron 
and becomes a positive ion. In the short 
term, wind speed varies the most, but it is 
also the most difficult parameter to predict 

and control. It shows significant variations 
in amplitude on a local scale. There is a 
significant seasonal trend, due to a complex 
mechanism of large-scale atmospheric 
circulations, (Consider that the Polar Vortex 
is the system that virtually governs the 
weather in middle latitudes). These winds 
in summer months show a clear trend, with 
a trend from west to east, on top (about 
110 km) and an opposite direction to the 
lowest height (90 km), in other words, from 
east to west. See Figure 1.

 
Meteor Stream

In the E Region of the ionosphere, 
in addition to the gas composing the 
atmosphere, there is a continuous flow 
of particles of various sizes (meteor dust, 
mostly metal) from outer space with high 
kinetic energy, which collide with the 
particles in the atmosphere. The collisions 
cause the transformation of their kinetic 
energy into heat energy, consequently we 
have their vaporization and ionization

The gas present in these areas, has been 
enriched with metal ions and their electrons. 
In the case of pressure differences, all the 
component particles move like the wind, 
electrons included.

Lorentz Force
In physics the force acting on an 

electrically charged object that moves in a 
magnetic field is called the Lorentz Force. 
The main feature of the Lorentz Force is 
that it is always directed perpendicularly to 
the direction of motion and perpendicular to 
the magnetic field. Therefore it does not do 
mechanical work (change of kinetic energy), 
but it only affects the trajectory of the 
charged particle, since it is a deflecting force. 

The Lorentz Force is the force, F, exerted 
by the electric field, E, and the magnetic 
field, B, on the charge, q. It is proportional to 
the vector product between velocity, v, and 
magnetic field, B, according to the equation:

F = q(E + V × B)
where:
F = Lorentz Force
q = electric charge
V = instantaneous velocity
E = electric field
B = magnetic field
× is the vector cross product
All boldface variables are vector 

quantities

The Lorentz Force Applied to the 
Ionosphere and to the Direction of the 
Zonal Winds

The rule of the force acting on an 
electric current immersed in a magnetic 
field is very clear and has no exceptions, 
if electrons and positive ions move in the 
same direction, the forces on them are of 
opposite sense. The Earth’s magnetic field, 
oriented South-North, is orthogonal to the 
direction of the reverse winds. The Lorentz 
Force separates the positive ions from the 
electrons, accumulating electrons in the 
central region and dispersing the positive 
ions outward. 

During the winter months, the wind 
circulation is reversed and this case is the 
reverse phenomenon, where the electrons 
are scattered and the positive ions focused. 
The refraction of the electromagnetic wave 
is due to electrons. This factor, combined 
with the higher contribution of meteors in 
summer, is the cause of the pronounced 
summer occurrence. Then, when the upper 
wind goes in one direction (and the lower one 

1Notes appear on page 48.
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Figure 1 – The general circulation of winds: The zonal currents in the stratosphere 
(below) and in the Mesosphere (above) are subject to a seasonal reversal process. From 
the graph we can see that in the summer hemisphere, the prevailing winds have a trend 

from west to east, above 100 km of altitude, and from east to west, below. (W = Winds 
from the west, E = winds from the east). Image source : Department of Atmospheric 

Sciences and Climate – CNR, Italy. 

Figure 2 — Schematic model of Wind Shear and Lorentz Force, responsible for the 
concentration of the layer of electrons.This scheme applies to the summer months, where 
the dominant trend is eastward winds (above) and westward (below). The accumulation of 

free electrons is possible only with this composition of the zonal wind. The refraction of radio 
waves in the ionosphere is due to the concentration of free electrons, N.

Figure 3 — This diagram describes what happens at an altitude of around 100 km. The 
Lorentz Force is associated with the winds and with the force lines of magnetic field, B, 

which flow from south to north.
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in the other), positive ions are concentrated; 
when it goes in the opposite direction (and 
vice versa for the lower one), the electrons 
are concentrated. Since the electrons are the 
cause of refraction of the electromagnetic 
wave, we have ES layer formation when there 
is accumulation of electrons, and this occurs 
with a specific condition of Zonal winds, as 
shown in Figure 1. In practice, the combined 
action of winds and the Lorentz Force creates 
a separation between the positive ions and 
electrons. Figure 2 shows a model of how the 
Lorentz Force acts on the positive ions and 
the free electrons in the ionosphere.

The Ionospheric Refraction Depends on 
the Electron

When an electromagnetic wave enters 
the ionosphere, the electric field of the wave 
produces a displacement of the electrons and 
positive ions; the displacement of the ions 
is much more limited than the electrons, 
because the electrons weigh much less 
than the ions ( about 2000 times less in the 
case of hydrogen, the lighter gas), thus we 
consider only the movement of electrons. 

Figure 5 — These graphs illustrate the probability of ES, with one maximum and minimum per day in equatorial regions and two maxima and minima 
per day for midlatitudes during the summer (northern latitudes shown here). Image courtesy of GFZ German Research Centre for Geosciences.

Figure 4 — A comparison of the probability 
of Sporadic E (upper panel) with the daily ft 
ES— top frequency for ES (lower panel). The 
graphs reveal a significant correspondence 
between the curve of ES of Rome Ionosonde 

and probabilistic graph above. (Source: 
IK3XTV elaboration on data of GFZ German 
Research Centre for Geosciences and INGV 

Rome Ionosonde.)
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The refractive index is proportional to the 
density of free electrons expressed as N. The 
wave is refracted as a result of interaction with 
free electrons.

1) If an ion is dragged away by the wind, 
this represents an electric current. If there 
is a magnetic field perpendicular to this 
current, and it creates a force that acts on 
the ions in the direction perpendicular to the 
plane containing the velocity vector, v, and 
the magnetic field vector, B. If this plane is 
horizontal, the force is vertical.

2) Since there are periodic winds at an 
altitude of about 80-90 km in one direction, 
and winds in the opposite direction at an 
altitude of about 110-120 km, electrons 
(negative charges) present in these altitudes 
are concentrated in a layer at an altitude of 
about 100 km because those electrons in the 
lower wind current undergo an upward force, 
and the electrons of the upper wind current 
are subject to a force in the opposite direction. 
See Figure 3. Positive ions (positive charges) 
undergo the reverse process.

3) At this altitude you can see some of 
the electrons and ions, especially metal ones, 
which burn at an altitude of about 80 km; in the 
summer months a minimum ES layer is always 
there. This is also confirmed by recent studies 
at the University of Crete, that with very 
sensitive instruments detected the presence 
of ES layer that is not detected by Ionosonde 
(less sensitive). The density of the layer is 
proportional to the velocity, magnetic field and 
ion density, which may help explain why the 
phenomenon varies so much from day to day.

The daily wind variations have distinctly 
stronger amplitudes. Daily variations result 
from atmospheric tides with periods that are 
equal to, or multiples of a solar day. While the 
magnetic field is influenced by solar events, 
and the number of meteorites varies over 
time. One possible explanation is that of these 
three variables (wind velocity, magnetic field, 
presence of ions) the only one that varies more 
in a short time is the speed of the wind.

Some Observations
A) When the winds create a shear, a certain 

concentration arises in the middle. When 
the winds have the opposite shear, thinning 
occurs instead of concentration, because the 
forces are reversed. This is consistent with the 
observed temporal duration of the layer.

B) The wind blows in the same direction 
on the electrons and positive ions, but the 
force due to the magnetic field that acts on the 
positive ions has the opposite direction to that 
which acts on the electrons. So, the electrical 
balance is valid not only locally but also for 
a global scale. In the sense that the dense ES 
layer is formed only by electrons, while the 
positive ions are moved above and below. 
This is also the most logical explanation of the 
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Figure 6 — This is an example of practical use with meteor radar Collm that records the 
speeds of the zonal winds at high altitude. The height is listed on the right of the diagram. 

Image elaborated by IK3XTV on data from meteorologic radar of Collm. http://www.uni-leipzig.
de/~meteo/de/wetterdaten/radar_wind.php.

long time of recombination. 
In the normal ionospheric layers, for 

example (the highest layers), which are 
formed as a result of UV radiation, there is 
no separation of positive ions and electrons, 
and in fact, given the proximity, there is a 
continuous process of recombination, slowed 
only by the intense solar ionization process. 
When the sun sets the recombination is fast, 
no matter what type the ions are. Also, if 
they were metallic, recombination would be 
quick, since the force of attraction between an 
electron and a positive ion depends only on the 
square of the distance between both particles, 
independent of the nature of the ions.

Forecasting Model
A reliable prediction is currently not 

possible because we cannot have real-
time data on the amplitude and phase of 
the winds at high altitude. It is possible to 
create a probabilistic model starting from 
the crucial fact that the time of possible 
openings is governed by atmospheric tides, 
or the amplitude of the diurnal variation 
of winds. Figure 4 shows the Sporadic E 
occurrence rate at 40-45° Latitude. The wind 

shear exhibits two daily peaks. Near these 
peaks, there is the best chance of sporadic 
E (Semidiurnal Tides). We highlight two 
maxima and two minima per day (24 hours).

Sporadic E Expectation Model
Figure 5 illustrates the probability of ES 

on local time. These graphs are divided by 
latitude. 

Therefore, the atmospheric tides are 
the important thing, since their amplitudes 
can be larger than the mean wind, they will 
form negative (from eastward to westward) 
shear also, and then ES can form. In fact, if 
one could predict the tidal shear correctly 
it would be possible to predict the diurnal 
ES maximum. With some uncertainty this 
is already possible, but there is no good 
model for the intensity (mean foES or critcial 
frequency for ES propagation) and also for 
the exact time since tides are variable from 
day to day. A comparison was published in 
Annales Geophysicae 2009.2 

Figure 6 is an example of the practical use 
of the meteor radar Collm, which records the 
speeds of the zonal winds at high altitude.

Variation of Meteor Stream
The Meteor stream is not constant but 

has some variation. There is a seasonal 
variation (the mean meteor stream is about 
6 times higher in summer months) and there 
is a diurnal variation (peak in the morning 
followed by gradual decrease) and an hourly 
variation.

Figure 7 shows the flow curve of the 
meteors from the Meteor Radar-Collm 
Germany. The peak flow occurs early 
in the morning followed by a gradual 
decrease during the day. Note the time 
difference between the arrival of the larger 
amount of mass weathering and the hours 

Figure 7 — Flow curve of the meteors from 
the Meteor Radar-Collm Germany. 
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of occurrence of ES due to migration 
by the Lorentz Force. The dispersion of 
meteoric material depends on size. There is 
a wide dispersion of particles, because the 
dimensions are very different. The larger 
particles vaporize at lower altitudes, while 
the smaller particles vaporize at higher 
altitudes. The accumulation is subsequently 
created by the Lorentz Force.

Some Considerations
The Lorentz Force deflects the electron 

trajectory until it moves horizontally; when 
an electron moves vertically the Lorentz 
Force ceases to act and the electron continues 
to coast with the speed reached. The fewer 
the positive ions in its path, the greater the 
probability that the wind will be reversed, 
and again the Lorentz Force will act to 
slow down the electron. Since the central 
area that will vaporize the meteoric dust is 
about 90 km, and this coincides with the 
inversion region of the winds, the bulk of 
the contribution by meteors remains neutral. 
If we consider that the larger corpuscles 
vaporize farther down, in the lower level 
of the winds, there is a possibility that the 
formation of the ES layer is predominantly 
a phenomenon from the bottom upwards. In 

this case the electrons will cross the back-
end neutral reversal of the winds and would 
be concentrated by slowing down within the 
upper band of wind. This could explain the 
difference in height between the ES layer and 
the neutral band inversion.

Conclusion
This model is well suited to explain the 

pronounced summer seasonal occurrence of 
the ES phenomenon, and the slow process 
of ion recombination. It also shows that we 
can have occurrence of ES only when the 
reverse winds exhibit a precise vector (the 
winds above moving to east and winds below 
moving to west). If these vectors change 
direction, we have a dispersion of electrons 
and then ES formation is not possible. In the 
summer hemisphere, the prevailing direction 
of the mesospheric winds is favorable to the 
accumulation of free electrons. During the 
winter months, the prevailing wind direction 
is reversed. The difficulty at the moment 
is to predict the amplitude and direction of 
the winds, and this is a big problem for the 
prediction. 

Note: Hypotheses and models are valid 
for the middle latitudes.

1) Formation of the Winds.
The local heating causes a decrease 

in density because the increased thermal 
agitation causes increased distance between 
the particles, in other words there is a 
decrease of the local pressure (tide). Particles 
of lower density, being immersed in the 
Earth’s gravitational field, rise to higher 
altitudes and cool for expansion.

A lower central area of low pressure and 
an upper central of high pressure is formed. 
This causes a flow of particles towards the 
centre of low pressure (lower zonal wind) 
and an increased distance between particles 
in the center of the high pressure area (zonal 
wind above).

2) Hypothesis of Asymmetric ES Layer
The hypothesis discussed so far provides 

a symmetrical pattern with winds above 
and below. Also, an asymmetric formation 
is possible. Even this case depends on the 
meteorological day and particle size. In fact, 
even in the “symmetrical ES” case, electrons 
must be stopped by an opposite wind, 
otherwise they would be lost to dispersion. In 
the symmetric case, I think they are stopped 
by electrostatic forces of repulsion, but 
especially for braking by the opposite wind. 
It is not necessary, for the formation of an 
ES layer, that the electrons must come from 
above and below together. They could be 
lifted up by the lower wind and then stopped 
by the opposite upper wind.
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