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Tuck Choy, MØTCC

18 Rue de L'Arnede, Montagnac 34530, France; tuckvk3cca@gmail.com

Pi Networks With or Without 
Inductor Loss — Part 2

Network analysis — a tale with fewer Qs.

In this final part, I discuss the T-matrix 
formulation, its use to develop the response 
functions for the Pi network and an analy-
sis of the exact and approximate results 
for bandwidth and harmonics suppression 
predictions. Some preliminary experimen-
tal measurements will be shown using an 
Arduino based VNA system.

1. Introduction 
In the previous article1 I developed the 

formulas for the design or synthesis of Pi 
networks with several design options. In this 
article I shall conclude by looking at the net-
work characteristics once a design has been 
made, with consideration of several termina-
tion conditions. This plays a significant part 
in determining the network response charac-
teristics. I will show two ways to present the 
formulas, either in the minimal parameters 
Q format or in component values format. 
However, please note that these formulas 
agree only if the solutions are exact, and for 
experiments the latter is more appropriate but 
they do contain more parameters.

2. T Matrix Formulation for Transfer 
Functions 

In this Section I shall first set up the 
T-matrix formulas for the calculation of the 
various response and impedance functions 
over all frequencies. Although one can in 
principle obtain some of these response 
functions by direct circuit analysis, the use of 
the T-matrix method is by far more elegant 
and systematic. It is in fact indispensable 
for calculating the impedance functions 

under iterative or image impedance opera-
tion conditions as required here. For details 
of the method see for example Terman2, 
Valkenberg3 and Skilling4, or for an intro-
duction see Hayward5. In general, it is by no 
means a simple task in calculations to ensure 
that iterative or image conditions are satisfied 
without the T-matrix formulation, see Figure 
1. In general A ≠ D  except for a symmetric 
network.

With the T matrix as defined in Figure 1, 
the network equations are:

  
  

in out out

in out out

V AV B I
I CV D I

= +
= +

  (1)

For an output terminated with a load resis-
tance RL Eqn (1) shows that:

  

     .

out
in out

L

out
in out

L

VV AV B
R
VI CV D
R

= +

= +

  (2)

In this case, we can immediately write 
down the various impedance functions:

11

  

  
in L

in

L

BA
V RZ DI C

R

+
= =

+

  (3a)

12
in

L
out

VZ AR B
I

= = +   (3b)

21
1

  
out

in

L

VZ DI C
R

= =
+

  (3c)

22
out

L
out

VZ R
I

= =   (3d)

Note that these impedances Zij are not 
all independent because Z12Z21 = Z11Z22 due 
to the fact that for a linear passive network 
the determinant ∆ = (AD – BC) = 1, see for 
example [op. cit.4, 5]. I shall give my proof in 
Appendix 1. To obtain the gain transfer func-
tions we need to specify input conditions. 
For a constant ideal voltage generator input, 
it follows that the generic voltage transfer 
function HT is given by:

 
1  .
 

out
T

in

L

VH BV A
R

= =
+

  (4)

However, for a constant ideal current 
generator input, the generic current transfer 
function HI is now given by:

1  .
  

out
I

in L

IH
I C R D

= =
+

  (5)

QX1909-Choy01

BA
+ +

C

Iin

Vin RL

D

Iout

Vout

Figure 1 — A two port network terminated 
in a load resistance RL, with the voltage and 

current conventions for defining the 
T matrix. 
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Neither of these input conditions are satisfied in practice with-
out special experimental arrangements and for connecting to power 
amplifier outputs, the constant current generator is a useful approxi-
mation as mentioned in Part 1, being a match for maximum power 
output. Nevertheless from the T-matrix formulation we can conclude 
that for purely reactive networks, the gain transfer functions Eqns (4) 
and (5) are of an all-pole type whereas the impedance functions Eqn 
(3) can have both poles and zeros in accordance with Forster’s theo-
rem as mentioned in Part 1. For linear passive networks, we also have 
the useful condition that the determinant ∆ = 1 mentioned above. This 
is often a useful check that we got things written down correctly. In 
the next section we will commence the task of finding the T matrix for 
the Pi network from which all the quantities above can be evaluated.

3. Basic T Matrices for the Pi Network
The power of the T-matrix method is that for cascaded networks 

the resultant T matrix is the matrix product of the T matrices of the 
individual networks, see for example Hayward [op. cit.5]. So, we shall 
start with the two basic building blocks, see Figures 2 and 3, which 
are the left-handed and right-handed L networks. From either of these 
networks we can get the T matrix for a single series impedance by tak-
ing Y = 0, or a shunt admittance by taking Z = 0 so these are special 
limits. Figure 2 and Figure 3 are standard text book results that will be 
useful to us, see for example [op. cit.3,4,5]. However, for the benefit of 
the reader, I have also provided a sketch of the proofs in Appendix 1.

With the above results as given we can now write down immedi-
ately the T matrix for the Pi network of Figure 4

1 1 2

2

1 2

2

1 2 1 2 1

 
1 0 1

1 1

1
 .

1

T T T
ZY Z

Y Y

ZY Z
Y Y ZYY ZY

π =

+  
=   
  

+ 
=  + + + 

  (6)

Now we are in business to obtain all the impedance and transfer 
functions for the singly terminated network of Figure 4. However, we 
must also consider the case of double termination, see Figure 5. In this 
case the Pi-network T matrix can be easily obtained from the T matrix 
of a series terminating resistance Rin from Figure 2 multiplied by the 
T matrix of Eqn (6). Thus, we have for Figure 5:

 1 2

2

1 2 1 2 1

2 1

1

 
11

10 1

1     
 

1

term

in

in in in

T T T
ZY ZR

Y Y ZYY ZY

ZY R Y Z R Z R Y
Y ZY

π

π

π

=

+  
=    + + +  

+ + + + 
= + 

  (7)

1 2 1 2where   .Y Y Y ZYYπ = + +  

Note the power of the T-matrix method and the complexity intro-
duced by the extra termination. The partitioning may be done differ-
ently but this seems to be the most straightforward.

4. Impedance and Voltage Transfer functions
We can now write down the general formulas for impedance and 

voltage transfer functions of these Pi networks by substituting their 
appropriate ABCD coefficients in the defining Eqns (3) – (5). For the 
rest of this article I shall not pay much attention to the impedance 
functions so I shall just show that Z11 is indeed given by Eqn (14) of 
Part 1. Given the ABCD coefficients of Eqn (6), we can immediate 
write down Z11 from Eqn (3) as:

( )

11

2

1
1 2 1 2

 
 

 

1  
 .

1

L

L

L

L

BA
RZ DC
R

ZZY
R

ZY
Y Y ZYY

R

+
=

+

+ +
=

+
+ + +

 (8)

QX1909-Choy02

Y

Z

A = 1 + ZY
B = Z
C = Y
D = 1

QX1909-Choy03

Y

Z

A = 1
B = Z
C = Y
D = 1 + ZY

QX1909-Choy04

Y1

Z

RLT1 T2 Y2

Figure 2 — The left-
handed L network 
with its T matrix 

components. Z is the 
series impedance 
and Y is the shunt 

admittance.

Figure 4 — Pi network (singly terminated) whose T matrix can 
be obtained from that of Figure 2 and Figure 3 by matrix product 
T = T1T2 see Eqn (6). The vertical dash lines show my choice of 

partitioning, which is one of several choices. 

Figure 3 — The right-
handed L network 
with its T matrix 

components. Z is the 
series impedance 
and Y is the shunt 

admittance.

QX1909-Choy05

Y1

Z

RLT1 T2 Y2Vin

Rin

Figure 5 — Doubly terminated Pi network whose T matrix can be 
obtained from that of Figure 2 and Figure 4 by matrix product T = T1T2 

see Eqn (7). The vertical dash lines show my choice of partitioning, 
which in this case consists of a series resistance Rin cascaded with the 
Pi network of Figure 4. Rin could represent the internal resistance of a 

voltage generator connected to the input as in this example.
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Now, we have the following values for impedance Z = pL and 
admittances: Y1 = pC1 and Y2 = pC2 where I have changed the Laplace 
complex frequency to p instead of z as used in Eqn (14) of Part 1 to 
avoid confusion. Now Eqn (8) becomes:

( )
( )

2
2

11 2
31

1 2 1 2

1   
 

1   

L

L L

pL p LC
RZ p

p LCp C C p LC C
R R

+ +
=

+ + + +

 .  (9)

From here the reader can easily verify that Eqn (9) and Eqn (14) of 
Part 1 are identical, by using the definitions given after Eqn (14), dem-
onstrating the power of the T-matrix method. Let me now concentrate 
on the transfer functions Eqns (4) and (5). There are in fact three such 
functions that I shall be looking at: Eqn (4) which is the generic sin-
gly terminated voltage transfer function HT valid when the network is 
connected directly to an ideal voltage source of zero or infinitely low 
internal resistance. Then we have the constant current transfer func-
tion Eqn (5): HI also singly terminated and finally the doubly termi-
nated voltage transfer function Hterm which is based on the T matrix of 
Figure 5. The first one is in fact the simplest, and we can get a lot out 
of it analytically. From Eqns (4) and (6) we have:

( )0

2

2
2

1

 

1 
1  

1 .
1   

T

L

L

L

H p BA
R

ZZY
R

pL p LC
R

=
+

=
+ +

=
+ +

  (10)

Notice immediately that the poles of these function are the zeros 
of Z11 and I have now followed the convention in Part 1 to put a super-
script 0 for the lossless case. Replacing Z = pL + rL in the above Eqn 
(10), we get the voltage transfer function for the lossy inductor case, 
now dropping the superscript 0:

( )
2

2 2

1  .
1   

T
L

L
L L

H p
r Lp r C p LC
R R

=
 

+ + + + 
 

  (11)

Eqns (10) and (11) can be used as they are for our analysis, but we 
must bear in mind that the reactive component values differ in the two 
cases — I have refrained from putting too many superscript 0’s in Eqn 
(10) to avoid clutter. To rewrite these response functions in terms of 
the design parameters, we must first normalize the frequency to w0 the 
design resonance frequency so that: p = sw0 then using the following 
expressions in Part 1, which are still valid in the lossy inductor case 

0
2
21

UL

L L

L QX
R R Q
w

= =
+

 and 2 2
0 2 2

2

 
1

UQ QLC
Q

w =
+

. We now have: 

( ) 2

2
2

2

22
2

2

1

1   

1  

T
L L L

L L L

L

L

H s
r r X ss Q
R R R

r qs s
R Q

α
α

α

=
 

+ + + + 
 

=
 
+ + + 

 

  (12)

where

2
2

2
2

1

U

Q
Q Q

α +
=  , 2

2 1
L

Qq
Q

= +  

and we have used: QL = XL/rL. This equation can be further simplified 
by judicious use of expressions for the Q parameters given in Part 1, 
and we then have:

( ) ( )
( )

2
2

2 2
2 1 2 2

1
1T

U

Q
H s

Q s Q Q s Q Q
e

e e

+
=

+ + + +
  (13)

Similarly, using Eqns (4)-(7), I can also derive the constant cur-
rent transfer function HI(s) and the doubly-terminated voltage transfer 
function Hterm(s) in the same way for the general lossy case. For con-
venience, I shall express these generic functions as:

( ) 2 3

á  .
 

H
XH s

a sb s c s d
=

+ + +
  (14) 

The coefficients αH, a, b, c and d are now tabulated in Table 1 and 
the subscript x is used to indicate the specific transfer function, for 
example x is T, I or term. 

We can also write eQU = QNet = Q1 + eQ2, which follows from 
Eqns (26) and (39) of Part 1 if we so desire. I found this relation 
invaluable to prove that all the power transfer functions have the 
same value e at resonance, see below. To obtain Hterm(s), the last row 
of Table 1, I have used Eqns (4) and (7) with Rin = Rs the input image 
resistance. To recover the lossless inductor case, we can just take e→1 
and replace the Qs to those for the lossless components, namely, with 
superscript 0. As you can see, both HI(s) and Hterm(s) contain cubic 
poles, which means more work is needed to calculate the bandwidth 
exactly, see later. From these equations I can now write down the 
power gain transfer functions. These are given by the relations:

( ) ( ) 2
 s

T T
L

RG j H j
R

w w=   (15a)

( ) ( ) 2
 L

I I
s

RG j H j
R

w w=   (15b)

and

( ) ( ) 24  s
term term

L

RG j H j
R

w w=   (15c)

Here I have moved from the complex s plane to the jw frequency 
axis. For the expression Rs/RL see Eqn (29) in Part 1. Again, for con-
venience, I have tabulated the parameters for these equations in Table 
2 for easy reference. These power-gain functions are defined so that 
at resonance w = 1 we get GT(j) = GI(j) = Gterm(j) = e as mentioned. 
These results can be algebraically proven from the formulas in Table 
2, for an example, see below. The generic formula for Gx(jw) from 
Eqns (14) and (15) is given by:

( )
( ) ( ) 222 2 2

 .
1

G
x

G G G G

G j
a b c d

αw
w w w

=
 − + + − 

  (16)

Coefficients αG, aG, bG, cG and dG are given in Table 2. As can 
be seen, the power transfer functions are all functions of only three 
design parameters, namely and Q1, Q2 , and QL, since the quantities 
e and QU in Table 2 are functions of just these three parameters, see 
Eqns (30) and (39) in Part 1. At this point I shall use Eqn (12) to prove 
the very important voltage phase relation Eqn (42) in Part 1. First, I 

α
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shall show an example of how the power gain function reduces to e at 
the design frequency. From Eqn (16) we have GT(jω) for ω = 1 thus:

( ) ( )( )
( ) [ ]

2 2
1 2

2 22
2 2 1 2

1 1

1 ,
T

U

Q Q
G j

Q Q Q Q Q

e

e e

e

+ +
=

+ − + +

=

  (17)

where use is made of the useful relation eQU = QNet = Q1 + eQ2, as 
mentioned earlier. In a similar way, the reader can also derive the 
other important normalization results: GI(j) = Gterm(j) = GT(j) = e men-
tioned earlier.

Now from Eqn (12) by rationalization we can obtain:

( )

( )

2 2
22

22 2
2

2

 
T

j
T

qH j j
Qq

Q

H j e β

α γ

γ

−

 
= − 

   
+  
 

=

  (18) 

where

2 2 1 1L

L

r
R

γ α
 

= + − 
 

 

and β is the phase angle at the designed resonance frequency when 
ω = 1. This implies that:

( )

( )

2

2 2

2

sin

  .

T

L
T

L

qH j
Q

q XH j
R

β
α

=

=

  (19)

The last step follows from Eqn (25) of Part 1, also mentioned 
above after Eqn (11). Using ( ) 2| |  L

T
s

RH j
R
e

=  and Eqn (29) of Part 
1 we then have:

( )( )

2
2
2

1 2

2 2
1 2

sin
1

  .
1 1

UL

s

q QR
R Q

Q Q

Q Q

eβ =
+

+
=

+ +

  (20)

This proves Eqn (42) in Part 1 and also provides a further simpli-
fication given by the last part of Eqn (20), which is an easier way to 
calculate the phase angle. From here in the first part taking e → 1 and 

q2 → 1 gives the basis for the phase-based design formulas for the 
lossless inductors, see Eqn (15) to (17) in Part 1. 

Finally it is important to note that the transfer functions given in 
Eqn(14) with Table 1 and Eqn (16) with Table 2 are design param-
eters based, i.e., and Q1, Q2 , and QL are the three fundamental 
parameters. Corresponding equations can also be derived which are 
components-based i.e. in terms of and XC1, XC2, XL, RL, Rs, and QL or 
rL. For convenience I have tabulated the parameters for Eqns (14) and 
(16) in the Appendix 2. Together they provide the equations for the 
network analysis given the circuit component values. While curves 
plotted from these two sets of equations should give identical results 
if no approximations are used as in the lossless model — see column 
2 in Table 1 of Part 1 — and the exact lossy model — see column 6 
in Table 1 of Part 1 — this will not be the case when approximations 
such as those discussed in Part 1 were used — see column 3 to 5 in 
Table 1 of Part 1. The Q-parameters based equations are better for use 
in modeling the response during design since they focus correctly on 
the three main fundamental Q parameters, which alone control the 
network response. On the other hand, the components-based equa-
tions should be used once a design is settled or for empirical studies. 
The agreement between the response curves from these two sets of 
equations for the exact lossy model is most notable as it requires get-
ting the phase angle β to be correct as discussed in Part 1 — see row 2 
in Table 1 of Part 1. The reader can readily verify this independently.

 
5. Power Gain, Bandwidth, Harmonic Suppression

5.1. Power gain response
We can now plot the response functions, say from dc to an octave 

in frequency above the fundamental. I shall start by using the Q-based 
formulas to plot the power gain transfer functions GT(jω), GI(jω) 
and Gterm(jω). Without loss of generality I shall plot the curves for 
an asymmetric Pi network model using data from Table 1 of Part 
1, for there is no exact solution for a symmetric network that has 
Q1 = Q2with a finite QL, see Eqns (29), (30), (39) and (40) in Part 1. In 
Figure 6, I have plotted GT(jω) which at ω = 1 gives the exact inser-
tion loss of 1.87 dB for the lossy curve (QL = 12) as required. From 
Eqn (16), at dc the value of GT(0) = αG/(aG)2 while at high frequencies 
ω → ∞, GT(jω) ∼ αG/(ω2bG)2 where the coefficients are given by row 1 
of Table 2. Note that the peaks of these curves are at frequencies lower 
than the design resonance frequency. The exact peak frequency can be 
calculated from Eqn (16) if desired by elementary calculus. Also, as 
we shall see later the exact “bandwidth” can be calculated by solving 
a quadratic equation. Next in Figure 7, I have plotted GI(jω) which 
at ω = 1 again gives the exact insertion loss of 1.87 dB for the lossy 
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Table 1. 

Coefficients αH, a, b, c, and d for Hx(s) in Eqn (14).

𝑥𝑥𝑥𝑥 = 𝑇𝑇𝑇𝑇 α𝐻𝐻𝐻𝐻= 𝜀𝜀𝜀𝜀(1 + 𝑄𝑄𝑄𝑄22), 𝑎𝑎𝑎𝑎 = 1 + 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄22, 𝑏𝑏𝑏𝑏 = 𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2, 𝑐𝑐𝑐𝑐 = 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄𝑈𝑈𝑈𝑈𝑄𝑄𝑄𝑄2,𝑑𝑑𝑑𝑑 = 0
𝑥𝑥𝑥𝑥 = 𝐼𝐼𝐼𝐼 α𝐻𝐻𝐻𝐻 = 𝑎𝑎𝑎𝑎= (1 + 𝑄𝑄𝑄𝑄12), 𝑏𝑏𝑏𝑏 = 𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2 + 𝑑𝑑𝑑𝑑, 𝑐𝑐𝑐𝑐 = 𝑄𝑄𝑄𝑄1(𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2),𝑑𝑑𝑑𝑑 = 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄𝑈𝑈𝑈𝑈𝑄𝑄𝑄𝑄1𝑄𝑄𝑄𝑄2 

𝑥𝑥𝑥𝑥 = 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 α𝐻𝐻𝐻𝐻= 𝜀𝜀𝜀𝜀(1 + 𝑄𝑄𝑄𝑄22), 𝑎𝑎𝑎𝑎 = 2 + 𝑄𝑄𝑄𝑄12 + 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄22, 𝑏𝑏𝑏𝑏 = 2(𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2) + 𝑑𝑑𝑑𝑑, 𝑐𝑐𝑐𝑐 = 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄𝑈𝑈𝑈𝑈(𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2),𝑑𝑑𝑑𝑑 = 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄𝑈𝑈𝑈𝑈𝑄𝑄𝑄𝑄1𝑄𝑄𝑄𝑄2

Table 2. 

Coefficients αG, aG, bG, cG, and dG for Gx(jω) in Eqn (16). With these functions we can calculate exactly a 
given -y dB point from the design resonance frequency and the harmonic suppression characteristics, see 
text. The angular frequency 𝜔𝜔𝜔𝜔 is here normalized to the design frequency.

𝑥𝑥𝑥𝑥 = 𝑇𝑇𝑇𝑇 α𝐺𝐺𝐺𝐺 =  𝜀𝜀𝜀𝜀(1 + 𝑄𝑄𝑄𝑄12)(1 + 𝑄𝑄𝑄𝑄22), 𝑎𝑎𝑎𝑎𝐺𝐺𝐺𝐺 =  1 + 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄22, 𝑏𝑏𝑏𝑏𝐺𝐺𝐺𝐺 = 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄𝑈𝑈𝑈𝑈𝑄𝑄𝑄𝑄2, 𝑐𝑐𝑐𝑐𝐺𝐺𝐺𝐺=𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2, 𝑑𝑑𝑑𝑑𝐺𝐺𝐺𝐺 = 0
𝑥𝑥𝑥𝑥 = 𝐼𝐼𝐼𝐼 α𝐺𝐺𝐺𝐺 =  𝜀𝜀𝜀𝜀(1 + 𝑄𝑄𝑄𝑄12)(1 + 𝑄𝑄𝑄𝑄22), 𝑎𝑎𝑎𝑎𝐺𝐺𝐺𝐺 =  1 + 𝑄𝑄𝑄𝑄12, 𝑏𝑏𝑏𝑏𝐺𝐺𝐺𝐺=𝑄𝑄𝑄𝑄1(𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2), 𝑐𝑐𝑐𝑐𝐺𝐺𝐺𝐺 = 𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2,𝑑𝑑𝑑𝑑𝐺𝐺𝐺𝐺 = 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄𝑈𝑈𝑈𝑈𝑄𝑄𝑄𝑄1𝑄𝑄𝑄𝑄2

𝑥𝑥𝑥𝑥 = 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 α𝐺𝐺𝐺𝐺 = 4 𝜀𝜀𝜀𝜀(1 + 𝑄𝑄𝑄𝑄12)(1 + 𝑄𝑄𝑄𝑄22), 𝑎𝑎𝑎𝑎𝐺𝐺𝐺𝐺 = 2 + 𝑄𝑄𝑄𝑄12 + 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄22,𝑏𝑏𝑏𝑏𝐺𝐺𝐺𝐺  =  𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄𝑈𝑈𝑈𝑈(𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2) + (1 − 𝜀𝜀𝜀𝜀)𝑄𝑄𝑄𝑄1𝑄𝑄𝑄𝑄2, 𝑐𝑐𝑐𝑐𝐺𝐺𝐺𝐺 = 2(𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2),𝑑𝑑𝑑𝑑𝐺𝐺𝐺𝐺 = 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄𝑈𝑈𝑈𝑈𝑄𝑄𝑄𝑄1𝑄𝑄𝑄𝑄2 

Table 3. 

Bandwidth ∆T for -1 dB and -3 dB points with their upper and lower frequency values. Rows 1 and 2 are 
calculated exactly using Eqn (23). Rows 3 to 6 are calculated exactly from Eqns (27) and (28) using an online 
cubic equation solver. These results are also easily checked using the response function equation (16) for 
example GI(j1.227) Lossless = -3.01 dB. In the last two rows are the approximate results as given by Edwards’ 
program, see Figures 5 and 6 in Part 1. They are obtained from Eqns (25) and (26) using the values of 
QNet = 5.17 and 3.61 respectively.

Function -1 dB points -3.01 dB points
𝐺𝐺𝐺𝐺𝑇𝑇𝑇𝑇 (𝑗𝑗𝑗𝑗𝜔𝜔𝜔𝜔) Lossless 𝜔𝜔𝜔𝜔+ = 1.0251,𝜔𝜔𝜔𝜔− = 0.7875, ∆𝑇𝑇𝑇𝑇= 0.2376 𝜔𝜔𝜔𝜔+ = 1.0744,𝜔𝜔𝜔𝜔− = 0.7189, ∆𝑇𝑇𝑇𝑇= 0.3555
𝐺𝐺𝐺𝐺𝑇𝑇𝑇𝑇 (𝑗𝑗𝑗𝑗𝜔𝜔𝜔𝜔) Exact Lossy  𝜔𝜔𝜔𝜔+ = 1.0289,𝜔𝜔𝜔𝜔− = 0.7355, ∆𝑇𝑇𝑇𝑇= 0.2934 𝜔𝜔𝜔𝜔+ = 1.0860,𝜔𝜔𝜔𝜔− = 0.6483, ∆𝑇𝑇𝑇𝑇= 0.4377
𝐺𝐺𝐺𝐺𝐼𝐼𝐼𝐼 (𝑗𝑗𝑗𝑗𝜔𝜔𝜔𝜔) Lossless 𝜔𝜔𝜔𝜔+ = 1.1952,𝜔𝜔𝜔𝜔− = 0.9723, ∆𝑇𝑇𝑇𝑇= 0.2229 𝜔𝜔𝜔𝜔+ = 1.2271,𝜔𝜔𝜔𝜔− = 0.8995, ∆𝑇𝑇𝑇𝑇= 0.3276
𝐺𝐺𝐺𝐺𝐼𝐼𝐼𝐼 (𝑗𝑗𝑗𝑗𝜔𝜔𝜔𝜔) Exact Lossy 𝜔𝜔𝜔𝜔+ = 1.2341,𝜔𝜔𝜔𝜔− = 0.9609, ∆𝑇𝑇𝑇𝑇= 0.2732 𝜔𝜔𝜔𝜔+ = 1.2727,𝜔𝜔𝜔𝜔− = 0.8449, ∆𝑇𝑇𝑇𝑇= 0.4278
𝐺𝐺𝐺𝐺𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡(𝑗𝑗𝑗𝑗𝜔𝜔𝜔𝜔) Lossless 𝜔𝜔𝜔𝜔+ = 1.1019,𝜔𝜔𝜔𝜔− = 0.8682, ∆𝑇𝑇𝑇𝑇= 0.2337 𝜔𝜔𝜔𝜔+ = 1.1839,𝜔𝜔𝜔𝜔− = 0.6756, ∆𝑇𝑇𝑇𝑇= 0.5083
𝐺𝐺𝐺𝐺𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡(𝑗𝑗𝑗𝑗𝜔𝜔𝜔𝜔) Exact Lossy 𝜔𝜔𝜔𝜔+ = 1.1068,𝜔𝜔𝜔𝜔− = 0.7756, ∆𝑇𝑇𝑇𝑇= 0.3312 𝜔𝜔𝜔𝜔+ = 1.2073,𝜔𝜔𝜔𝜔− = 0.2369, ∆𝑇𝑇𝑇𝑇= 0.9704
𝐺𝐺𝐺𝐺𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑅𝑅𝑅𝑅(𝑗𝑗𝑗𝑗𝜔𝜔𝜔𝜔) Lossless 𝜔𝜔𝜔𝜔+ = 1.0504,𝜔𝜔𝜔𝜔− = 0.9520, ∆𝑇𝑇𝑇𝑇= 0.0984 𝜔𝜔𝜔𝜔+ = 1.1013,𝜔𝜔𝜔𝜔− = 0.9080, ∆𝑇𝑇𝑇𝑇= 0.1934 

𝐺𝐺𝐺𝐺𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑅𝑅𝑅𝑅(𝑗𝑗𝑗𝑗𝜔𝜔𝜔𝜔) Lossy 𝜔𝜔𝜔𝜔+ = 1.0729,𝜔𝜔𝜔𝜔− = 0.9321, ∆𝑇𝑇𝑇𝑇= 0.1408 𝜔𝜔𝜔𝜔+ = 1.1479,𝜔𝜔𝜔𝜔− = 0.8712, ∆𝑇𝑇𝑇𝑇= 0.2767

Table 4. 

Harmonic attenuation for the function GT(jn) calculated using Eqn (16) and the parameters from Table 1 of 
Part 1. 
Harmonic LosslessEveritt EdwardsMy approximationExact Lossy
2 -15.92 -11.63 -13.11 -12.92 -14.13 
3 -24.35 -19.64 -21.32 -21.11 -22.40 
4 -29.79 -24.99 -26.73 -26.51 -27.81 
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Table 1. 

Coefficients αH, a, b, c, and d for Hx(s) in Eqn (14).

𝑥𝑥𝑥𝑥 = 𝑇𝑇𝑇𝑇 α𝐻𝐻𝐻𝐻= 𝜀𝜀𝜀𝜀(1 + 𝑄𝑄𝑄𝑄22), 𝑎𝑎𝑎𝑎 = 1 + 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄22, 𝑏𝑏𝑏𝑏 = 𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2, 𝑐𝑐𝑐𝑐 = 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄𝑈𝑈𝑈𝑈𝑄𝑄𝑄𝑄2,𝑑𝑑𝑑𝑑 = 0
𝑥𝑥𝑥𝑥 = 𝐼𝐼𝐼𝐼 α𝐻𝐻𝐻𝐻 = 𝑎𝑎𝑎𝑎= (1 + 𝑄𝑄𝑄𝑄12), 𝑏𝑏𝑏𝑏 = 𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2 + 𝑑𝑑𝑑𝑑, 𝑐𝑐𝑐𝑐 = 𝑄𝑄𝑄𝑄1(𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2),𝑑𝑑𝑑𝑑 = 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄𝑈𝑈𝑈𝑈𝑄𝑄𝑄𝑄1𝑄𝑄𝑄𝑄2 

𝑥𝑥𝑥𝑥 = 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 α𝐻𝐻𝐻𝐻= 𝜀𝜀𝜀𝜀(1 + 𝑄𝑄𝑄𝑄22), 𝑎𝑎𝑎𝑎 = 2 + 𝑄𝑄𝑄𝑄12 + 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄22, 𝑏𝑏𝑏𝑏 = 2(𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2) + 𝑑𝑑𝑑𝑑, 𝑐𝑐𝑐𝑐 = 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄𝑈𝑈𝑈𝑈(𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2),𝑑𝑑𝑑𝑑 = 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄𝑈𝑈𝑈𝑈𝑄𝑄𝑄𝑄1𝑄𝑄𝑄𝑄2

Table 2. 

Coefficients αG, aG, bG, cG, and dG for Gx(jω) in Eqn (16). With these functions we can calculate exactly a 
given -y dB point from the design resonance frequency and the harmonic suppression characteristics, see 
text. The angular frequency 𝜔𝜔𝜔𝜔 is here normalized to the design frequency.

𝑥𝑥𝑥𝑥 = 𝑇𝑇𝑇𝑇 α𝐺𝐺𝐺𝐺 =  𝜀𝜀𝜀𝜀(1 + 𝑄𝑄𝑄𝑄12)(1 + 𝑄𝑄𝑄𝑄22), 𝑎𝑎𝑎𝑎𝐺𝐺𝐺𝐺 =  1 + 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄22, 𝑏𝑏𝑏𝑏𝐺𝐺𝐺𝐺 = 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄𝑈𝑈𝑈𝑈𝑄𝑄𝑄𝑄2, 𝑐𝑐𝑐𝑐𝐺𝐺𝐺𝐺=𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2, 𝑑𝑑𝑑𝑑𝐺𝐺𝐺𝐺 = 0
𝑥𝑥𝑥𝑥 = 𝐼𝐼𝐼𝐼 α𝐺𝐺𝐺𝐺 =  𝜀𝜀𝜀𝜀(1 + 𝑄𝑄𝑄𝑄12)(1 + 𝑄𝑄𝑄𝑄22), 𝑎𝑎𝑎𝑎𝐺𝐺𝐺𝐺 =  1 + 𝑄𝑄𝑄𝑄12, 𝑏𝑏𝑏𝑏𝐺𝐺𝐺𝐺=𝑄𝑄𝑄𝑄1(𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2), 𝑐𝑐𝑐𝑐𝐺𝐺𝐺𝐺 = 𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2,𝑑𝑑𝑑𝑑𝐺𝐺𝐺𝐺 = 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄𝑈𝑈𝑈𝑈𝑄𝑄𝑄𝑄1𝑄𝑄𝑄𝑄2

𝑥𝑥𝑥𝑥 = 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 α𝐺𝐺𝐺𝐺 = 4 𝜀𝜀𝜀𝜀(1 + 𝑄𝑄𝑄𝑄12)(1 + 𝑄𝑄𝑄𝑄22), 𝑎𝑎𝑎𝑎𝐺𝐺𝐺𝐺 = 2 + 𝑄𝑄𝑄𝑄12 + 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄22,𝑏𝑏𝑏𝑏𝐺𝐺𝐺𝐺  =  𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄𝑈𝑈𝑈𝑈(𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2) + (1 − 𝜀𝜀𝜀𝜀)𝑄𝑄𝑄𝑄1𝑄𝑄𝑄𝑄2, 𝑐𝑐𝑐𝑐𝐺𝐺𝐺𝐺 = 2(𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2),𝑑𝑑𝑑𝑑𝐺𝐺𝐺𝐺 = 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄𝑈𝑈𝑈𝑈𝑄𝑄𝑄𝑄1𝑄𝑄𝑄𝑄2 

Table 3. 

Bandwidth ∆T for -1 dB and -3 dB points with their upper and lower frequency values. Rows 1 and 2 are 
calculated exactly using Eqn (23). Rows 3 to 6 are calculated exactly from Eqns (27) and (28) using an online 
cubic equation solver. These results are also easily checked using the response function equation (16) for 
example GI(j1.227) Lossless = -3.01 dB. In the last two rows are the approximate results as given by Edwards’ 
program, see Figures 5 and 6 in Part 1. They are obtained from Eqns (25) and (26) using the values of 
QNet = 5.17 and 3.61 respectively.

Function -1 dB points -3.01 dB points
𝐺𝐺𝐺𝐺𝑇𝑇𝑇𝑇 (𝑗𝑗𝑗𝑗𝜔𝜔𝜔𝜔) Lossless 𝜔𝜔𝜔𝜔+ = 1.0251,𝜔𝜔𝜔𝜔− = 0.7875, ∆𝑇𝑇𝑇𝑇= 0.2376 𝜔𝜔𝜔𝜔+ = 1.0744,𝜔𝜔𝜔𝜔− = 0.7189, ∆𝑇𝑇𝑇𝑇= 0.3555
𝐺𝐺𝐺𝐺𝑇𝑇𝑇𝑇 (𝑗𝑗𝑗𝑗𝜔𝜔𝜔𝜔) Exact Lossy  𝜔𝜔𝜔𝜔+ = 1.0289,𝜔𝜔𝜔𝜔− = 0.7355, ∆𝑇𝑇𝑇𝑇= 0.2934 𝜔𝜔𝜔𝜔+ = 1.0860,𝜔𝜔𝜔𝜔− = 0.6483, ∆𝑇𝑇𝑇𝑇= 0.4377
𝐺𝐺𝐺𝐺𝐼𝐼𝐼𝐼 (𝑗𝑗𝑗𝑗𝜔𝜔𝜔𝜔) Lossless 𝜔𝜔𝜔𝜔+ = 1.1952,𝜔𝜔𝜔𝜔− = 0.9723, ∆𝑇𝑇𝑇𝑇= 0.2229 𝜔𝜔𝜔𝜔+ = 1.2271,𝜔𝜔𝜔𝜔− = 0.8995, ∆𝑇𝑇𝑇𝑇= 0.3276
𝐺𝐺𝐺𝐺𝐼𝐼𝐼𝐼 (𝑗𝑗𝑗𝑗𝜔𝜔𝜔𝜔) Exact Lossy 𝜔𝜔𝜔𝜔+ = 1.2341,𝜔𝜔𝜔𝜔− = 0.9609, ∆𝑇𝑇𝑇𝑇= 0.2732 𝜔𝜔𝜔𝜔+ = 1.2727,𝜔𝜔𝜔𝜔− = 0.8449, ∆𝑇𝑇𝑇𝑇= 0.4278
𝐺𝐺𝐺𝐺𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡(𝑗𝑗𝑗𝑗𝜔𝜔𝜔𝜔) Lossless 𝜔𝜔𝜔𝜔+ = 1.1019,𝜔𝜔𝜔𝜔− = 0.8682, ∆𝑇𝑇𝑇𝑇= 0.2337 𝜔𝜔𝜔𝜔+ = 1.1839,𝜔𝜔𝜔𝜔− = 0.6756, ∆𝑇𝑇𝑇𝑇= 0.5083
𝐺𝐺𝐺𝐺𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡(𝑗𝑗𝑗𝑗𝜔𝜔𝜔𝜔) Exact Lossy 𝜔𝜔𝜔𝜔+ = 1.1068,𝜔𝜔𝜔𝜔− = 0.7756, ∆𝑇𝑇𝑇𝑇= 0.3312 𝜔𝜔𝜔𝜔+ = 1.2073,𝜔𝜔𝜔𝜔− = 0.2369, ∆𝑇𝑇𝑇𝑇= 0.9704
𝐺𝐺𝐺𝐺𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑅𝑅𝑅𝑅(𝑗𝑗𝑗𝑗𝜔𝜔𝜔𝜔) Lossless 𝜔𝜔𝜔𝜔+ = 1.0504,𝜔𝜔𝜔𝜔− = 0.9520, ∆𝑇𝑇𝑇𝑇= 0.0984 𝜔𝜔𝜔𝜔+ = 1.1013,𝜔𝜔𝜔𝜔− = 0.9080, ∆𝑇𝑇𝑇𝑇= 0.1934 

𝐺𝐺𝐺𝐺𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑅𝑅𝑅𝑅(𝑗𝑗𝑗𝑗𝜔𝜔𝜔𝜔) Lossy 𝜔𝜔𝜔𝜔+ = 1.0729,𝜔𝜔𝜔𝜔− = 0.9321, ∆𝑇𝑇𝑇𝑇= 0.1408 𝜔𝜔𝜔𝜔+ = 1.1479,𝜔𝜔𝜔𝜔− = 0.8712, ∆𝑇𝑇𝑇𝑇= 0.2767

Table 4. 

Harmonic attenuation for the function GT(jn) calculated using Eqn (16) and the parameters from Table 1 of 
Part 1. 
Harmonic LosslessEveritt EdwardsMy approximationExact Lossy
2 -15.92 -11.63 -13.11 -12.92 -14.13 
3 -24.35 -19.64 -21.32 -21.11 -22.40 
4 -29.79 -24.99 -26.73 -26.51 -27.81 
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Figure 6 — Universal power response 
function GT(jω) in dB from Eqn (16) and 

row 1 of Table 2 for the model parameters 
given in Table 1 of Part 1. The dashed line 
is for the lossless model with Q1 = 0.942 
and Q2 = 4.229 while the solid curve is 
the lossy model with Q1 = 0.872, and 

Q2 = 5.105 and QL = 12. Note that these 
functions peak at a frequency ω < 1 and the 
concept of a bandwidth at ω = 1 analogous 

to a conventional resonance circuit is 
therefore inappropriate. Nevertheless, we 

can calculate the -y dB points from the 
fundamental exactly. 

Figure 7 — Universal power response 
function GI(jω)  in dB from Eqn(16) and 

row 2 of Table 2, for the model parameters 
given in Table 1 of Part 1. The dashed line 
is for the lossless model with Q1 = 0.942 
and Q2 = 4.229 while the solid curve is 

the exact lossy model with Q1 = 0.872 and 
Q2 = 5.105 and QL = 12. The other curves 
(dotted and with dot-dashes) belong to 
the various approximations in Table 1 

of Part 1. Note that these functions now 
peak at a frequency ω > 1 and the concept 

of a bandwidth at ω = 1 analogous to a 
conventional resonance circuit is also 
inappropriate. Nevertheless, we can 

also calculate the -y dB points from the 
fundamental exactly (see text).

Figure 8 — Universal power response 
function Gterm(jω)  in dB from Eqn(16) and 
row 3 of Table 2 for the model parameters 
given in Table 1 of Part 1. The dashed line 
is for the lossless model with Q1 = 0.942 
and Q2 = 4.229 while the solid curve is 

the exact lossy model with Q1 = 0.872 and 
Q2 = 5.105 and QL = 12. The other curves 
(dotted and dot-dashes) belong to the 

various approximations in Table 1 of Part 1. 
Note that the lossless function now peaks 

exactly at the frequency ω = 1 and the 
concept of a bandwidth at this frequency 
analogous to a conventional resonance 
circuit is thus appropriate. We can in fact 
now calculate the -y dB bandwidth at the 

fundamental frequency exactly. 
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curve (QL = 12) as required. From Eqn (16), 
at dc the value of GI(0) = αG/(aG)2 while at 
high frequencies ω → ∞, GI(jω) ∼ αG/(ω3dG)2 
where the coefficients are given by row 2 of 
Table 2. Note that now the peaks of these 
curves are at frequencies higher than the 
design resonance frequency. The exact peak 
frequency can again be calculated from Eqn 
(16) if desired by elementary calculus. Also, 
as we shall see later the exact “bandwidth” 
can also be calculated, this time by solving a 
cubic equation.

Finally, in Figure 8 I have plotted Gterm(jω) 
which a ω = 1 also gives the exact insertion 
loss of 1.87 dB for the lossy curve (QL = 12) 
as required. From Eqn (16), at dc the value 
of Gterm(0) = αG/(aG)2 while at high frequen-
cies ω → ∞, Gterm(jω) ∼ αG/(ω3dG)2, where 
the coefficients are given by row 3 of Table 
2. Note that now the peak of the lossless 
response curve is exactly at the design reso-
nance frequency ω = 1, which can be proved 
by elementary calculus. The exact “band-
width” can also be calculated by solving a 
cubic equation, see later.

The reader will note that proper termi-
nation is required for the desired harmonic 
suppression laws: for GT(jω) = 1/ω4 but for 
GI(jω) or Gterm(jω) ∼ 1/ω6 as we discussed 
above. All Pi networks considered here 
have the characteristics of a low pass filter 
by design but the pass band characteristics 
depend very much on the terminations.

5.2. Bandwidth and cut-off frequencies.
We start by calculating the bandwidth 

for the GT(jω) response function. Let -y be 
the desired drop in dB from the fundamental 
frequency response at ω = 1 which is ε in 
general and we define x = ε10-0.1y, then from 
Eqn (16) the upper ω+ and lower ω_ cut-off 
frequencies are given by the solution of the 

quadratic equation inω2: 
4 2 0,A B Cω ω+ + =   (21)

where the coefficients here are given by:

( ) ( )

( ) ( )( )

2 2 2
2

22
2 2 1 2

22 2 2
2 1 2

, 
11   
2

1 1 1

U

U

A Q Q

B Q Q Q Q Q

C Q Q Q
x

ε

ε ε

εε

=

= + − +

= + − + +

  (22)

It is now straightforward to obtain the 
upper ω+ and lower ω_ cut-offfrequencies 
and in particular the bandwidth DΤ = ω+ – ω_. 
The result from the solution of the quadratic 
Eqn (21) is:

1 2

2  .T
B C
A A

 
D = − 

 
  (23)

The bandwidth and frequency points for 
our example Table 1 of Part 1 is tabulated 
in Table 3. Like the response function, these 
quantities are all functions of Q1, Q2 , and QL 
only. However, it is instructive to examine the 
L network limit of the bandwidth Eqn (23). 
For this we shall consider the limit ε → 1, 
Q1 → 0 so the QU = Q1 + Q2 = Q2. The exact 
3.01 dB bandwidth formula from Eqn (23) 
is now:

1 2

2 4
2 2

1 12 1 1  .
2T Q Q

 
D = + − − 

 
  (24)

Eqn (24) shows that Q2 does indeed 
determine the bandwidth exactly in this case 
although this is not the standard textbook for-
mula. The latter is only recovered if we take 
the large Q2 limit in which case, 21  ,T QD =  
which is our well known RLC textbook for-

mula whose voltage response function is:

( ) 2

/  . 
1 /RLC

j QH j
j Q

ωω
ω ω

=
− +

  (25)

See for example Hayward6 and also Eqn 
(12) of Part 1. From this are easily derived 
as above the cut-off frequencies and band-
width formulas for an arbitrary –y dB point 
or defining xy = 10-y/10:

1 1 1 ,T
yQ x

D = −   (26)

This is in fact the formula used by Reg 
Edwards, G4FGQ, in his program for calcu-
lating bandwidth, see Figures 5 and 6 of Part 
1 where he substituted Q = QNet in Eqn (26). 
We will see how good Edwards’ formula 
performs later, which is also the essential 
question posed by Kaune in his first paper7. 
Moving on to the bandwidth for the GI(jω) 
and Gterm(jω) we have the response func-
tions in Eqn (16) and Table 2. Once again if 
we define x = ε10-y/10 then from Eqn (16) the 
upper ω+ and lower ω_ frequencies are now 
given by the solution of the cubic equation 
in ω2:

2 6 4 22 0  ,Gd A B Cω ω ω− + − =   (27)

where the coefficients are now given in terms 
of parameters in Table 2 as:

2

2

2

( ) ( 2)

( ) 2

( / )

G G G G

G G G G

G G

A d c d b

B c d a b

C a x a

= + −

= + −

= −

 .  (28)

Algebraic formulas for the solution of 
cubic equations are unduly complicated, 
although by Descartes’ rule of signs8, for A, 
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Table 1. 

Coefficients αH, a, b, c, and d for Hx(s) in Eqn (14).

𝑥𝑥𝑥𝑥 = 𝑇𝑇𝑇𝑇 α𝐻𝐻𝐻𝐻= 𝜀𝜀𝜀𝜀(1 + 𝑄𝑄𝑄𝑄22), 𝑎𝑎𝑎𝑎 = 1 + 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄22, 𝑏𝑏𝑏𝑏 = 𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2, 𝑐𝑐𝑐𝑐 = 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄𝑈𝑈𝑈𝑈𝑄𝑄𝑄𝑄2,𝑑𝑑𝑑𝑑 = 0
𝑥𝑥𝑥𝑥 = 𝐼𝐼𝐼𝐼 α𝐻𝐻𝐻𝐻 = 𝑎𝑎𝑎𝑎= (1 + 𝑄𝑄𝑄𝑄12), 𝑏𝑏𝑏𝑏 = 𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2 + 𝑑𝑑𝑑𝑑, 𝑐𝑐𝑐𝑐 = 𝑄𝑄𝑄𝑄1(𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2),𝑑𝑑𝑑𝑑 = 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄𝑈𝑈𝑈𝑈𝑄𝑄𝑄𝑄1𝑄𝑄𝑄𝑄2 

𝑥𝑥𝑥𝑥 = 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 α𝐻𝐻𝐻𝐻= 𝜀𝜀𝜀𝜀(1 + 𝑄𝑄𝑄𝑄22), 𝑎𝑎𝑎𝑎 = 2 + 𝑄𝑄𝑄𝑄12 + 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄22, 𝑏𝑏𝑏𝑏 = 2(𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2) + 𝑑𝑑𝑑𝑑, 𝑐𝑐𝑐𝑐 = 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄𝑈𝑈𝑈𝑈(𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2),𝑑𝑑𝑑𝑑 = 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄𝑈𝑈𝑈𝑈𝑄𝑄𝑄𝑄1𝑄𝑄𝑄𝑄2

Table 2. 

Coefficients αG, aG, bG, cG, and dG for Gx(jω) in Eqn (16). With these functions we can calculate exactly a 
given -y dB point from the design resonance frequency and the harmonic suppression characteristics, see 
text. The angular frequency 𝜔𝜔𝜔𝜔 is here normalized to the design frequency.

𝑥𝑥𝑥𝑥 = 𝑇𝑇𝑇𝑇 α𝐺𝐺𝐺𝐺 =  𝜀𝜀𝜀𝜀(1 + 𝑄𝑄𝑄𝑄12)(1 + 𝑄𝑄𝑄𝑄22), 𝑎𝑎𝑎𝑎𝐺𝐺𝐺𝐺 =  1 + 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄22, 𝑏𝑏𝑏𝑏𝐺𝐺𝐺𝐺 = 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄𝑈𝑈𝑈𝑈𝑄𝑄𝑄𝑄2, 𝑐𝑐𝑐𝑐𝐺𝐺𝐺𝐺=𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2, 𝑑𝑑𝑑𝑑𝐺𝐺𝐺𝐺 = 0
𝑥𝑥𝑥𝑥 = 𝐼𝐼𝐼𝐼 α𝐺𝐺𝐺𝐺 =  𝜀𝜀𝜀𝜀(1 + 𝑄𝑄𝑄𝑄12)(1 + 𝑄𝑄𝑄𝑄22), 𝑎𝑎𝑎𝑎𝐺𝐺𝐺𝐺 =  1 + 𝑄𝑄𝑄𝑄12, 𝑏𝑏𝑏𝑏𝐺𝐺𝐺𝐺=𝑄𝑄𝑄𝑄1(𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2), 𝑐𝑐𝑐𝑐𝐺𝐺𝐺𝐺 = 𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2,𝑑𝑑𝑑𝑑𝐺𝐺𝐺𝐺 = 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄𝑈𝑈𝑈𝑈𝑄𝑄𝑄𝑄1𝑄𝑄𝑄𝑄2

𝑥𝑥𝑥𝑥 = 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 α𝐺𝐺𝐺𝐺 = 4 𝜀𝜀𝜀𝜀(1 + 𝑄𝑄𝑄𝑄12)(1 + 𝑄𝑄𝑄𝑄22), 𝑎𝑎𝑎𝑎𝐺𝐺𝐺𝐺 = 2 + 𝑄𝑄𝑄𝑄12 + 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄22,𝑏𝑏𝑏𝑏𝐺𝐺𝐺𝐺  =  𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄𝑈𝑈𝑈𝑈(𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2) + (1 − 𝜀𝜀𝜀𝜀)𝑄𝑄𝑄𝑄1𝑄𝑄𝑄𝑄2, 𝑐𝑐𝑐𝑐𝐺𝐺𝐺𝐺 = 2(𝑄𝑄𝑄𝑄1 + 𝑄𝑄𝑄𝑄2),𝑑𝑑𝑑𝑑𝐺𝐺𝐺𝐺 = 𝜀𝜀𝜀𝜀𝑄𝑄𝑄𝑄𝑈𝑈𝑈𝑈𝑄𝑄𝑄𝑄1𝑄𝑄𝑄𝑄2 

Table 3. 

Bandwidth ∆T for -1 dB and -3 dB points with their upper and lower frequency values. Rows 1 and 2 are 
calculated exactly using Eqn (23). Rows 3 to 6 are calculated exactly from Eqns (27) and (28) using an online 
cubic equation solver. These results are also easily checked using the response function equation (16) for 
example GI(j1.227) Lossless = -3.01 dB. In the last two rows are the approximate results as given by Edwards’ 
program, see Figures 5 and 6 in Part 1. They are obtained from Eqns (25) and (26) using the values of 
QNet = 5.17 and 3.61 respectively.

Function -1 dB points -3.01 dB points
𝐺𝐺𝐺𝐺𝑇𝑇𝑇𝑇 (𝑗𝑗𝑗𝑗𝜔𝜔𝜔𝜔) Lossless 𝜔𝜔𝜔𝜔+ = 1.0251,𝜔𝜔𝜔𝜔− = 0.7875, ∆𝑇𝑇𝑇𝑇= 0.2376 𝜔𝜔𝜔𝜔+ = 1.0744,𝜔𝜔𝜔𝜔− = 0.7189, ∆𝑇𝑇𝑇𝑇= 0.3555
𝐺𝐺𝐺𝐺𝑇𝑇𝑇𝑇 (𝑗𝑗𝑗𝑗𝜔𝜔𝜔𝜔) Exact Lossy  𝜔𝜔𝜔𝜔+ = 1.0289,𝜔𝜔𝜔𝜔− = 0.7355, ∆𝑇𝑇𝑇𝑇= 0.2934 𝜔𝜔𝜔𝜔+ = 1.0860,𝜔𝜔𝜔𝜔− = 0.6483, ∆𝑇𝑇𝑇𝑇= 0.4377
𝐺𝐺𝐺𝐺𝐼𝐼𝐼𝐼 (𝑗𝑗𝑗𝑗𝜔𝜔𝜔𝜔) Lossless 𝜔𝜔𝜔𝜔+ = 1.1952,𝜔𝜔𝜔𝜔− = 0.9723, ∆𝑇𝑇𝑇𝑇= 0.2229 𝜔𝜔𝜔𝜔+ = 1.2271,𝜔𝜔𝜔𝜔− = 0.8995, ∆𝑇𝑇𝑇𝑇= 0.3276
𝐺𝐺𝐺𝐺𝐼𝐼𝐼𝐼 (𝑗𝑗𝑗𝑗𝜔𝜔𝜔𝜔) Exact Lossy 𝜔𝜔𝜔𝜔+ = 1.2341,𝜔𝜔𝜔𝜔− = 0.9609, ∆𝑇𝑇𝑇𝑇= 0.2732 𝜔𝜔𝜔𝜔+ = 1.2727,𝜔𝜔𝜔𝜔− = 0.8449, ∆𝑇𝑇𝑇𝑇= 0.4278
𝐺𝐺𝐺𝐺𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡(𝑗𝑗𝑗𝑗𝜔𝜔𝜔𝜔) Lossless 𝜔𝜔𝜔𝜔+ = 1.1019,𝜔𝜔𝜔𝜔− = 0.8682, ∆𝑇𝑇𝑇𝑇= 0.2337 𝜔𝜔𝜔𝜔+ = 1.1839,𝜔𝜔𝜔𝜔− = 0.6756, ∆𝑇𝑇𝑇𝑇= 0.5083
𝐺𝐺𝐺𝐺𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡(𝑗𝑗𝑗𝑗𝜔𝜔𝜔𝜔) Exact Lossy 𝜔𝜔𝜔𝜔+ = 1.1068,𝜔𝜔𝜔𝜔− = 0.7756, ∆𝑇𝑇𝑇𝑇= 0.3312 𝜔𝜔𝜔𝜔+ = 1.2073,𝜔𝜔𝜔𝜔− = 0.2369, ∆𝑇𝑇𝑇𝑇= 0.9704
𝐺𝐺𝐺𝐺𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑅𝑅𝑅𝑅(𝑗𝑗𝑗𝑗𝜔𝜔𝜔𝜔) Lossless 𝜔𝜔𝜔𝜔+ = 1.0504,𝜔𝜔𝜔𝜔− = 0.9520, ∆𝑇𝑇𝑇𝑇= 0.0984 𝜔𝜔𝜔𝜔+ = 1.1013,𝜔𝜔𝜔𝜔− = 0.9080, ∆𝑇𝑇𝑇𝑇= 0.1934 

𝐺𝐺𝐺𝐺𝑅𝑅𝑅𝑅𝑡𝑡𝑡𝑡𝑅𝑅𝑅𝑅(𝑗𝑗𝑗𝑗𝜔𝜔𝜔𝜔) Lossy 𝜔𝜔𝜔𝜔+ = 1.0729,𝜔𝜔𝜔𝜔− = 0.9321, ∆𝑇𝑇𝑇𝑇= 0.1408 𝜔𝜔𝜔𝜔+ = 1.1479,𝜔𝜔𝜔𝜔− = 0.8712, ∆𝑇𝑇𝑇𝑇= 0.2767

Table 4. 

Harmonic attenuation for the function GT(jn) calculated using Eqn (16) and the parameters from Table 1 of 
Part 1. 
Harmonic LosslessEveritt EdwardsMy approximationExact Lossy
2 -15.92 -11.63 -13.11 -12.92 -14.13 
3 -24.35 -19.64 -21.32 -21.11 -22.40 
4 -29.79 -24.99 -26.73 -26.51 -27.81 
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B, C >0 we will be guaranteed either one or 
three positive roots. Fortunately, nowadays 
these formulas are now conveniently orga-
nized into spreadsheets or as online calcula-
tors9. Using these tools, I have tabulated the 
results for the bandwidths in the remaining 
rows of Table 3. No doubt analytic approxi-
mation formulas are available using a variety 
of methods, see for example Clarke and 
Hess10, but I shall not discuss them here.

Suffice to say Table 3 shows that double 
termination increases the bandwidth in gen-
eral and that Edwards’ estimates in Figures 
5 and 6 in Part 1 which are based on Eqns 
(25) and (26) give rather large errors of more 
than 50% for the bandwidth in some cases. 
The estimates for the upper cut-off frequency 
points are somewhat better with errors of 
no more than 5% but the lower cut-off fre-
quency points remain quite high over 20%. 
These results show that the conventional 
RLC model is a poor approximation in gen-
eral, even for close proximity to the resonant 
frequency such as the 1dB cut-off points. 
Taking into account the factor of 2 in the 
definition of  our results for the bandwidth 
are consistent with the numerical simulations 
found in Figure 3 of Kaune [op. cit.7]. While 
the bandwidth is in general a function of Q1, 
Q2 and QL, it is perhaps instructive to see how 
poorly Eqn (24) performs as an approxima-
tion by comparing it with the results in Table 
3. Even in the limit ε → 1, QL → 0 so that 
QU = Q1 + Q2 = Q2= QNet, Figure 9 shows the 
percentage errors. This graph illustrates the 
futility of trying to characterize the Pi net-
work bandwidth in terms of QNet in general. 
In the next section we shall examine this 
question again in the context of harmonic 
attenuation.

5.3. Harmonic suppression
Given the equations for the power trans-

fer functions, it is straightforward to compute 
the harmonic attenuation from the various 
quantities such as GT(jn), GI(jn) and Gterm(jn) 
for n = 2, 3, 4 respectively, i.e., the second, 
third and fourth harmonics. These results are 
tabulated in Table 4 to Table 6. Note that both 
GI(jn) and Gterm(jn) have superior harmonic 
attenuation than GT(jn) as expected from the 
remarks at the end of Section 5.1. Note also 
that the lossless and Edwards’ approxima-
tion harmonic figures do not agree with his 
program outputs, see Figure 5 and 6 in Part 1. 
Unfortunately, I am unable to trace the origin 
for these discrepancies. They seem to come 
from using an approximate semi-empirical 
L network-based formula similar to what I 
have discussed in Eqn (24). I have found that 
the following formula, which I shall call the 
L formula:

( )
( )22 2 2
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Net

G j
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ω
ω ω
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Figure 9 — Bandwidth percentage errors vs. QNet calculated from Eqn (24) compared with two 
of the data points from Table 3. The diamond point is for Gterm(jω) and QNet = 2.585 lossless, 

and the circled point is for GT(jω) and QNet = 5.17 lossless.

Table 4. 
Harmonic attenuation for the function GT(jn) calculated using Eqn (16) and the 
parameters from Table 1 of Part 1. 
Harmonic Lossless Everitt Edwards My approximation Exact Lossy
2  15.92   11.63   13.11   12.92   14.13 
3  24.35   19.64   21.32   21.11   22.40 
4  29.79   24.99   26.73   26.51   27.81 

Table 5. 
Harmonic attenuation for the function GI(jn) calculated using Eqn (16) and the 
parameters from Table 1 of Part 1.
Harmonic Lossless Everitt Edwards My approximation Exact Lossy
2  25.67   20.40   22.33   22.86   23.38 
3  38.12   33.08   34.92   35.42   35.94 
4  46.19   41.22   43.04   43.53   44.04 

Table 6. 
Harmonic attenuation for the function Gterm(jn) calculated using Eqn (16) and 
the parameters from Table 1 of Part 1.
Harmonic Lossless Everitt Edwards My approximation Exact Lossy
2  21.02   16.50   18.20   18.35   19.04 
3  32.66   28.27   29.93   29.98   30.59 
4  40.48   36.16   37.80   37.82   38.39 

Table 7. 
Values for the Lossless and Lossy network calculated using the L formula 
Eqn (29) compared to the output from Edwards’ program, see Figure 5 and 6 of 
Part 1. None of these values are close to the exact ones calculated for GT(jn) in 
Table 4 even though the asymptotic power laws are identical.
n Lossless L Lossless Edwards' Lossy L Lossy Edwards'
 Formula Program Formula Program
2  23.89   22.7  20.85   21.2
3  32.36   31.6  29.27   30.1
4  37.81   37.2  34.71   35.6
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gave values that are quite close to those out-
put by his program, see Table 7. Comparison 
with Table 4 shows that Edwards must have 
used a formula that overestimates the har-
monic suppression.

6. Comparison with Experiments
Finally, to compare with experiments, we 

shall take the opportunity to also address the 
question: what are the effects of a finite QL 
on a predesigned filter which assumed zero 
inductor loss to start with. For this we will 
use the formulas in the text and Appendix 
2 to compare both the lossless design and 
the approximate lossy design, i.e., the com-
ponent values are not adjusted to correct for 
a finite QL and are therefore not the exact 
values. As most test instruments are based on 
source and line impedances of 50 Ω, I shall 
test the theory with experiments for a 50Ω 
based symmetric Pi network as a preliminary 
study. Thus, I shall consider the following 
lossless Pi model with component param-
eters: L = 1.4 µH, C1 = C2 = 820 pF, whose 
design resonance frequency is 5.390811 
MHz with a phase lag of 108.48°. The coil 
was initially made from 17 turns of 0.4 mm 
enameled wire wound on an Amidon T50-2 
(red) core toroid based on Amidon formu-
las, and the capacitors were 1% polystyrene 
types. The measured inductance with an 
LC meter was in fact higher, so two turns 
were removed, a consequence of the wide 
spread of AL values for this mix toroid. The 
manufacturer’s specified unloaded Q for this 
toroid inductor and frequency is about 230. 
Accurate measurement for such a high-Q 
value is not straightforward, the interested 
reader can refer to excellent articles by 
Joseph Audet, VE2AZX11, and Fred Piering, 
WD9HNU12, for example. For our purpose 
it would be useful to estimate its value from 
the insertion loss given by the response at 
resonance as measured with a vector network 
analyzer (VNA). My instrument is a simple 
Arduino based system driven by an AD9851 
DDS synthesizer chip. Measurements are 
taken for both magnitude and phase through 
a homemade binocular directional coupler 
and an AD8302 logarithmic amplifier in 
transmission mode, see Figure 12. This VNA 
design has been around for a decade or so in 
the literature and in its latest incarnation, the 
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Figure 11 — Plot of the phase angle up to the second harmonic for the symmetric 50 Ω Pi 
filter design as discussed in the text. The x axis is frequency normalized to the theoretical 

f0 (see Table 8); the y axis is the phase angle in degrees. The solid curve is plotted using the 
theoretical Eqn (16) with Table 10 in Appendix 2 for lossless components; the dash curve 

are measurements using the F4GOH VNA. The data was collected using the DL2SBA j-VNA 
software. The dotted curve applies a finite QL value correction to the theoretical lossless 
curve based on the measured insertion loss of Table 8, as in Figure 2. Note that the QL 

correction here gives little improvement.

Figure 10 — Power response up to the second harmonic for the symmetric 50-Ω Pi filter design 
as discussed in the text. The x axis is normalized frequency (see Table 8), the y axis is the 

loss in dB. The solid curve plots theoretical Eqn (16) with Table 10 in Appendix 2 for lossless 
components; the dash curve plots measurements using the F4GOH VNA. The data was collected 

using the DL2SBA j-VNA software. The dotted curve applies a finite QL value correction to the 
theoretical lossless curve based on the measured insertion loss of Table 8, see text. 
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Table 5. 

Harmonic attenuation for the function GI(jn) calculated using Eqn (16) and the parameters from Table 1 of 
Part 1.

Harmonic LosslessEveritt EdwardsMy approximationExact Lossy
2 -25.67 -20.40 -22.33 -22.86 -23.38 
3 -38.12 -33.08 -34.92 -35.42 -35.94 
4 -46.19 -41.22 -43.04 -43.53 -44.04 

Table 6. 

Harmonic attenuation for the function Gterm(jn) calculated using Eqn (16) and the parameters from Table 1 of 
Part 1.

Harmonic LosslessEveritt EdwardsMy approximationExact Lossy
2 -21.02 -16.50 -18.20 -18.35 -19.04 
3 -32.66 -28.27 -29.93 -29.98 -30.59 
4 -40.48 -36.16 -37.80 -37.82 -38.39 

Table 7. 

Values for the Lossless and Lossy network calculated using the L formula Eqn (29) compared to the output from Edwards’ 
program, see Figure 5 and 6 of Part 1. None of these values are close to the exact ones calculated for GT(jn) in Table 4 even 
though the asymptotic power laws are identical.

n Lossless L Formula Lossless Edwards' Program Lossy L Formula Lossy Edwards' Program
2 -23.89 -22.7 -20.85 -21.2
3 -32.36 -31.6 -29.27 -30.1
4 -37.81 -37.2 -34.71 -35.6

Table 8. 

Measured values using the F4GOH’s VNA and DL2SBA’s j-VNA software for a symmetric 50 Ω Pi filter design. 
The component values are L= 1.4 µH, C1=C2=820 pF, as given in the text which assumed lossless 
components. The numbers in bracket are theoretical values for the lossless model. The value for QL is an 
estimate from Eqn (30) of Part 1 based on the measured insertion loss.

f0 = 5.477 (5.391) MHz f(-3dB) = 6.893 (7.257) MHz Insertion loss=0.82dB
Phase angle = 118.4°(108.5)° Rs=49.3 (50) Ω, Xs=15.9 (0) Ω QL=29.4 (estimated)
2nd f0 loss = 14.25(14.9) dB 3rd f0 loss=24.22; (26.84) dB 4th f0 loss=31.61; (34.79) dB

Table 9.

Coefficients αH, a, b, c, and d for Hx(s) in Eqn (14) based on component values.

𝑥𝑥𝑥𝑥 = 𝑇𝑇𝑇𝑇  α𝐻𝐻𝐻𝐻 = 1,𝑎𝑎𝑎𝑎 = 1 +
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

, 𝑏𝑏𝑏𝑏 =
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

+
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿

𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2| , 𝑐𝑐𝑐𝑐 =
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿

|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2| ,𝑑𝑑𝑑𝑑 = 0

𝑥𝑥𝑥𝑥 = 𝐼𝐼𝐼𝐼 α𝐻𝐻𝐻𝐻 = 1,𝑎𝑎𝑎𝑎 = 1, 𝑏𝑏𝑏𝑏 =
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿

𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1| +
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1| +
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2| , 𝑐𝑐𝑐𝑐 =
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿

|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1| +
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1||𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2| ,𝑑𝑑𝑑𝑑 =
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1||𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2| 

𝑥𝑥𝑥𝑥 = 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 α𝐻𝐻𝐻𝐻 = 1,𝑎𝑎𝑎𝑎 = 1 + 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

+ 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

, 𝑏𝑏𝑏𝑏 = 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2|

+ 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

+ 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1|

+ 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1|

+ 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2|

, 𝑐𝑐𝑐𝑐 = 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2|

+ 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1|

+ 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1||𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2|

,𝑑𝑑𝑑𝑑 = 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1||𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2|
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controller is an Arduino nano board, due to 
Anthony Le Cren, F4GOH13, which uses the 
Dietmar Krause,DL2SBA’s java based J-vna 
software, see Figure 12. I have upgraded it 
with the suggested SG3386 buffer driver 
chip which gives an improved dynamic 
range of 40 dBm. In Table 8 I summarize 
the measured vs. theoretical values for the 
filter characteristics. In Figure 10, I plot the 
measured vs. design data for the filter. Note 
that the software enables me to find the mea-
sured resonance frequency quite accurately. 
To do this I terminated one end of the filter 
with a 50-Ω dummy and switched the scan to 
reflection mode. From the data the software 
gives an option to search for a maximum 
return loss frequency which is given as 5.477 
MHz versus the theoretical value of 5.391 
MHz with Z11 parameters as shown in Table 
8. Since the design is lossless QL = ∞ while 
the measured values are based on a practical 
filter with component tolerances and induc-
tor loss, there is an insertion loss and other 
discrepancies. However, from the insertion 
loss one can estimate the QL value into Eqn 
(16) and Appendix 2 again, a better result 
follows as shown by the dotted curve. Finally 
in Figure 11, is also shown the plot for the 
theoretical vs. measured phase angles, where 
surprisingly unlike Figure 10, QL corrections 
show little improvement (a puzzle?). Also, 
I found that the value of QL = 29.4 in Table 
8 is substantially below the manufacturer’s 

Figure 12 — Experimental set up for measuring the Pi network response with the VNA System designed by F4GOH.

specifications of the unloaded QL ≈ 230 for 
this component. To investigate this further, 
I have used a loosely coupled measurement 
method with a one turn link from the paral-
lel toroidal coil and capacitor to the VNA in 
reflection mode [op. cit.11]. This measure-
ment now gave an unloaded QL = 229, a 
value very close to the Amidon component 
specs. Readers interested in more accurate 
measurements on unloaded QL of powdered 
iron toroids can consult the website14 of John 
Oppenheimer, KN5L. The studies here imply 
that in the design equations of Part 1, the coil  
QL to be used should be the loaded value, 
which will require experimentation under 
different circuit conditions.

 
In Conclusion

I hope my two articles will stimulate read-
ers to pay further attention to the synthesis, 
analysis and comparison with experimental 
measurements of Pi filters. The analytical 
method presented here should provide more 
information than is available from purely 
numerical simulation software. Further stud-
ies of the impedance characteristics will be 
most interesting. I would like to thank Philip 
Painter, G3TEX, and Dr. Andrew Smith, 
G4OEP, for useful comments on the drafts. 
This paper is dedicated to the memory of Reg 
Edwards, G4FGQ, and more recently to the 
late Rev. George Dobbs, G3RJV.

Appendix 1. Some Basic Properties 
of T Matrices

Proof that the determinant of the T 
matrix is unity

Let, 

A B
T

C D
 

=  
 

, 

for the network to be reversible its inverse 
T -1 must exist, so that 

1 1 D B
T

C A
− − 
=  −D  

 

where ( )AD BCD = −  is the determinant. 

Since TT -1 = I where I is the unit matrix 
and det(T -1) = 1 therefore det(TT 1) = det(T )
det(T -1) = det(I ) = 1. Thus it follows that 
det(T ) = D = 1; Q.E.D. 

Determining the ABCD coefficients of 
the T matrix for an L network.

Referring to Figure 2 for example, a linear 
network is characterized by the fact that all 
its components and hence the T matrix coef-
ficients do not depend on input or output volt-
age or current conditions, although they may 
depend on frequency. So if we take an open 
circuit for the output condition, i.e., Iout = 0, or 
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RL = ∞, then Eqn (2) gives by simple circuit 
analysis,

1/  
1/

1  
1

out in

in

yV V
Z y

V
ZY

=
+

=
+

 .

Hence the coefficient A = 1 + ZY. Since 
the only current is Iin = YVout we have C = Y. 
Now we consider short-circuit output condi-
tions, i.e., Vout = 0, or RL = 0, then Eqn (2) gives 
again by simple circuit analysis Iout = Vin/Z 
and hence the coefficient B = Z and D = 1. 
Note that the determinant ∆ = (AD – BC) = 1 
as required, see above and Section 2. In the 
same way the reader should easily be able to 
derive the ABCD coefficients for the right-
handed L network as shown in Figure 3.

Appendix 2
This appendix gives the modifications 

to Table 1 for component-based parameters 
in Eqn (14) as shown in Table 9. Similarly, 
the modifications to Table 2 for component-
based parameters in Eqn (16) are given by 
Table 10.
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Table 10. 

Coefficients αG, aG, bG, cG, and dG for Gx(jω) in Eqn (16) based on components values. The frequency 𝜔𝜔𝜔𝜔 is here normalized to 
the design frequency 𝜔𝜔𝜔𝜔0 as usual and as a reminder all reactance values are calculated at this frequency.

𝑥𝑥𝑥𝑥 = 𝑇𝑇𝑇𝑇 α𝐺𝐺𝐺𝐺 =
𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

,𝑎𝑎𝑎𝑎𝐺𝐺𝐺𝐺 = 1 +
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

, 𝑏𝑏𝑏𝑏𝐺𝐺𝐺𝐺 =
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿

|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2|
, 𝑐𝑐𝑐𝑐𝐺𝐺𝐺𝐺 =

𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

+
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿

𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2|
,𝑑𝑑𝑑𝑑𝐺𝐺𝐺𝐺 = 0

𝑥𝑥𝑥𝑥 = 𝐼𝐼𝐼𝐼 α𝐺𝐺𝐺𝐺 =
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿
𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠

, 𝑎𝑎𝑎𝑎𝐺𝐺𝐺𝐺 = 1,𝑏𝑏𝑏𝑏𝐺𝐺𝐺𝐺 =
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿

|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1|
+

𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿
𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1�|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2�

 𝑐𝑐𝑐𝑐𝐺𝐺𝐺𝐺 =
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿

𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1|
+

𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿
|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1|

+
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2|
−

𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿
|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1||𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2|

,𝑑𝑑𝑑𝑑𝐺𝐺𝐺𝐺 =
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1||𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2|
 

𝑥𝑥𝑥𝑥 = 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 α𝐺𝐺𝐺𝐺 = 4𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

, 𝑎𝑎𝑎𝑎𝐺𝐺𝐺𝐺 = 1 + 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

+ 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

,  𝑏𝑏𝑏𝑏𝐺𝐺𝐺𝐺 = 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2|

+ 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1|

+ 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1�|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2�

, 𝑐𝑐𝑐𝑐𝐺𝐺𝐺𝐺 = 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2|

+ 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

+ 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1|

+ 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1|

+ 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2|

− 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1�|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2�

,𝑑𝑑𝑑𝑑𝐺𝐺𝐺𝐺  =
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠

|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1||𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2|
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7B. Kaune, “Quality Factor, Bandwidth and 
Harmonic Attenuation of Pi Networks,” QEX, 
Sep./Oct., pp. 29-35, 2015. 
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Table 9.

Coefficients αH, a, b, c, and d for Hx(s) in Eqn (14) based on component values.

𝑥𝑥𝑥𝑥 = 𝑇𝑇𝑇𝑇  α𝐻𝐻𝐻𝐻 = 1,𝑎𝑎𝑎𝑎 = 1 +
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

, 𝑏𝑏𝑏𝑏 =
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

+
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿

𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2| , 𝑐𝑐𝑐𝑐 =
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿

|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2| ,𝑑𝑑𝑑𝑑 = 0

𝑥𝑥𝑥𝑥 = 𝐼𝐼𝐼𝐼 α𝐻𝐻𝐻𝐻 = 1,𝑎𝑎𝑎𝑎 = 1, 𝑏𝑏𝑏𝑏 =
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿

𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1| +
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1| +
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2| , 𝑐𝑐𝑐𝑐 =
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿

|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1| +
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1||𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2| ,𝑑𝑑𝑑𝑑 =
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1||𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2| 

𝑥𝑥𝑥𝑥 = 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 α𝐻𝐻𝐻𝐻 = 1,𝑎𝑎𝑎𝑎 = 1 + 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

+ 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

, 𝑏𝑏𝑏𝑏 = 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2|

+ 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

+ 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1|

+ 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1|

+ 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2|

, 𝑐𝑐𝑐𝑐 = 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2|

+ 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1|

+ 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1||𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2|

,𝑑𝑑𝑑𝑑 = 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1||𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2|

 

Table 10. 

Coefficients αG, aG, bG, cG, and dG for Gx(jω) in Eqn (16) based on components values. The frequency 𝜔𝜔𝜔𝜔 is here 
normalized to the design frequency 𝜔𝜔𝜔𝜔0 as usual and as a reminder all reactance values are calculated at this 
frequency.

𝑥𝑥𝑥𝑥 = 𝑇𝑇𝑇𝑇 𝑎𝑎𝑎𝑎𝐺𝐺𝐺𝐺 =
𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

, 𝑎𝑎𝑎𝑎𝐺𝐺𝐺𝐺 = 1 +
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

, 𝑏𝑏𝑏𝑏𝐺𝐺𝐺𝐺 =
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿

|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2| , 𝑐𝑐𝑐𝑐𝐺𝐺𝐺𝐺 =
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

+
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿

𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2| ,𝑑𝑑𝑑𝑑𝐺𝐺𝐺𝐺 = 0

𝑥𝑥𝑥𝑥 = 𝐼𝐼𝐼𝐼 α𝐺𝐺𝐺𝐺 =
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿
𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠

,α𝐺𝐺𝐺𝐺 = 1,𝑏𝑏𝑏𝑏𝐺𝐺𝐺𝐺 =
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿

|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1| +
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1�|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2�
 𝑐𝑐𝑐𝑐𝐺𝐺𝐺𝐺 =

𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1| +

𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿
|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1| +

𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿
|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2| −

𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿
|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1||𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2| ,𝑑𝑑𝑑𝑑𝐺𝐺𝐺𝐺 =

𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿
|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1||𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2| 

𝑥𝑥𝑥𝑥 = 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 α𝐺𝐺𝐺𝐺 = 4𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

, 𝑎𝑎𝑎𝑎𝐺𝐺𝐺𝐺 = 1 + 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

+ 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

,  𝑏𝑏𝑏𝑏𝐺𝐺𝐺𝐺 = 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2|

+ 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1|

+ 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1�|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2�

, 𝑐𝑐𝑐𝑐𝐺𝐺𝐺𝐺 = 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2|

+ 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿
𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿

+ 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
𝑄𝑄𝑄𝑄𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝐿𝐿𝐿𝐿|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1|

+ 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1|

+ 𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠
|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2|

−
𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠

|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1�|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2�
,𝑑𝑑𝑑𝑑𝐺𝐺𝐺𝐺  = 𝑋𝑋𝑋𝑋𝐿𝐿𝐿𝐿𝑅𝑅𝑅𝑅𝑠𝑠𝑠𝑠

|𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶1||𝑋𝑋𝑋𝑋𝐶𝐶𝐶𝐶2|
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In “Small Gap-resonated HF Loop 
Antenna Fed by a Secondary Loop1”, K. 
Siwiak, KE4PT, and R. Quick, W4RQ, pro-
vide improved formulas for loop current and 
impedance, leading to an accurate determina-
tion of far-fields and null depths for loops up 
to 0.3 l (wavelengths) in circumference. See 
also, KE4PT and W4RQ, “Small Gap-Reso-
nated HF Loop Antennas2”. In “Effect of 
Small HF Loop Near Fields on Direction 
Finding3”, KE4PT shows how the near-field 
response of a small loop can provide polariza-
tion at right angles to the normal far field 
polarization, with the normally expected null 
in the response being filled in by the near-field 
response. The combined response can skew 
the expected loop pattern while direction 
finding or searching for RFI.

This note investigates some features of the 
patterns and polarizations in the far field of 
modestly sized square loops, up to about 
0.1 l on a side.

The expected radiation in the horizontal 
plane from a very small circular or square 
vertical loop, as illustrated in many text 
books, is shown in Figure 1. Figure 1A shows 
the physical orientation of the vertical loop, 
and how the horizontal radiation pattern 
relates to the loop orientation. In the analysis 
here the square loop is fed in the center of the 
bottom straight section, and is resonated by a 
capacitor (not shown) in the center of the top 

Patterns and Polarizations of 
Modestly-Sized Loop Antennas

Patterns and polarizations of square loops up to about 0.4 wavelengths  
in perimeter are examined.

Figure 1A — Orientation of the very small 
vertical square loop. The loop is fed at the 

center of the lowest horizontal section 
(marked “1”) with a resonating capacitor at 
the center of the top horizontal section “3”. 
Radiation pattern is vertically polarized, and 

with nulls in the broadside directions. 

Figure 1B — The far-field radiation pat-
tern of a very small vertical loop, in the 
horizontal plane. The loop is vertical, in 

free space, with the plane of the loop run-
ning left-to-right. The radiation is verti-

cally polarized, and peaks in the plane of 
the loop. There is a deep null in the 

broadside directions.

section. Figure 1B shows the far field radia-
tion pattern in the horizontal plane. The pat-
tern was calculated for a very small loop, less 
than 0.01 l in size, in free space. In this article 
any effects of ground are not included. The 
calculations were performed using EZNEC 
Pro/44, which is based on NEC4. Details of 

the feed arrangement are not shown, and any 
distortions produced by a feeder cable are not 
included. The radiation peak occurs in the 
plane of the loop, and is vertically polarized. 
As expected, there is no significant horizon-
tally polarized radiation, and there is a deep 
null in the vertically polarized radiation 
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broadside to the loop.
Figure 2A shows the far-field radiation 

pattern of a small loop, but where the sides of 
the loop are now are increased to 0.05 l, 
giving a total perimeter of 0.2 l. This still 
qualifies as a “small loop”, but is beginning to 
show some of the characteristics of a larger 
loop. The vertically polarized radiation is 
shown in the dashed line of Figure 2B, and as 
expected peaks in the plane of the loop, with 
a deep vertically polarized null broadside to 
the loop. There is now some horizontally 
polarized radiation broadside to the loop, only 
about 7 dB weaker than the vertically polar-
ized radiation in the plane of the loop. This is 
shown by the dotted line. The total radiation, 
a combination of vertical and horizontal 
polarization, is shown by the solid line at the 
periphery of the polar diagram. The sharp and 
deep nulls of the total radiation from the 
smaller loop, which had been apparent in 
Figure 1A, are now significantly broadened 
and relatively shallow.

If used to hunt for RFI, this small loop can 
give very confusing results. If the source of 
RFI, even in the far field of the loop, is verti-
cally polarized then only the dashed line in 
Figure 2B is the relevant polar diagram to use. 
Using the relatively sharp null in this pattern 
to identify the RFI, the source of RFI would 
appear broadside-on to the loop. This is what 
is normally expected for a small loop. How-
ever, if the RFI, still in the far field, happens 
to be horizontally polarized then the relatively 
sharp null in the relevant antenna pattern 
(dotted line) would be found in the plane of 
the loop, 90º away from the normally 
expected direction of a null. Further, radiation 
received via the ionosphere has, in general, a 
continuously changing polarization. For such 
radiation, no well-defined and stable null in 
the loop pattern might be discerned at all. This 
is not a good loop for direction finding.

As the size of a small loop is gradually 
increased, the relative amplitude of the broad-
side radiation increases. For a somewhat 
larger size of 0.1 l on a side, the resulting far-
field radiation pattern is shown in Figures 3A 
and 3B. A loop of this size barely qualifies as 
a “small” loop, although still “modest”, but 
the loop now has some very interesting prop-
erties.

The vertically polarized radiation is 
shown by the dashed line in Figure 3B, while 
the horizontal polarization is shown by the 
dotted line. The total radiation, a combination 
of vertical and horizontal polarization, is 
shown by the solid line. The total power 
radiation pattern is now nearly omnidirec-
tional in the horizontal plane — within ±0.08 
dB in this particular example. With this size of 
loop the amplitude of horizontally polarized 
radiation, that peaks broadside to the loop, is 
almost equal to the vertically polarized radia-
tion in the plane of the loop.

Figure 2A — Far field patterns of a square 
loop with 0.05 wavelengths sides. The loop is 
vertical and in free space, fed in the middle 

of the lower horizontal segment with a 
resonating capacitor in the middle of the top 

section.  

Figure 2B — The horizontally polarized radia-
tion (dotted) broadside to the loop and the 

vertically polarized radiation (dashed) in the 
plane of the loop. The nulls in the total field 
(solid line) are broadside to the loop, now 

only about 7 dB down on the peak. 

Figure 3A — As in Figure 2, but with the 
sides of the loop now increased to 0.1 wave-

lengths. The loop is vertical and fed in the 
lower, horizontal section, with a resonating 
capacitor in the center of the top horizontal 
section. The pattern is shown for the hori-

zontal plane. 

Figure 3B — The horizontally polarized radia-
tion (dotted) broadside to the loop is now 

very nearly equal to the vertically polarized 
radiation (dashed) in the plane of the loop. 
The total radiation (solid) in the horizontal 
plain is nearly perfectly omni-directional.

Ratio of Horizontal to Vertical Polar-
ization for Small Loops

From Eqn (1) of [op. cit.2], for a given loop 
current, the difference between loop current at 
the top of the loop and current at the bottom of 
the loop (at the feed point) is proportional to 
the square of the loop circumference; that is, 
proportional to the square of the loop diam-
eter. The far field is proportional to this differ-
ence in currents, times the effective length of 
the segments radiating, which is also propor-
tional to the loop diameter. Therefore, for 

horizontal polarization for a given feed current 
one would expect the far field to be approxi-
mately proportional to the cube of loop diam-
eter. Although that equation applied to a 
circular loop, one might reasonably expect a 
comparable expression for a square loop.

For vertical polarization, for small loops 
the far field is proportional to the length of 
segment radiating, multiplied by the sine of 
the phase difference from one side of the loop 
to the other; the phase difference results from 
the propagation delay from one side of the 
loop to the other. For small loops, this sine is 
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broadside horizontal and end-on vertical 
polarization, calculated using EZNEC for 
square loops of side 0.01 l up to 0.2 l. The 
dashed line illustrates the expected slope of 
line of the relative ratio if it were indeed just 
proportional to size of loop, as derived above. 
The EZNEC simulations (solid line with cir-
cles) give a slightly stronger dependency on 
loop size, but given the many approximations 
inherent in the above simplified discussion, 
the agreement with the EZNEC calculation is 
fairly good, at least up to loop sides of about 
0.1 l.

Circular Polarization
At an angle 45º away from the plane of the 

loop, the resultant radiation is a combination 
of both nearly-equal linear polarizations. 
Figure 5 shows the same loop as Figure 3, but 
now the radiation pattern is plotted for left- 
and right- circular polarization.

At 45º to the plane of the loop, in the upper 
right quadrant of Figure 5, the RH circular 
radiation (dotted line) peaks. At the same 
time, the amplitude of the LH circular term 
(dashed line), is more than 30 dB down. At 
this angle, the circular polarization is very 
pure. The amplitude at the peak of the RH 
circular varies approximately as cos(q), 
where q is the angle offset from the peak. The 
amplitude of the LH circular term at this point 
varies approximately as sin(q). So the ratio of 
the power in the LH circular term compared 
to that of the RH circular term varies as,

2
sin( )
cos( )

LHC
RHC

q
q

 
=  
 

 . 

From this equation, the cross-polarized 
LHC term becomes 10 dB below the RHC at 
an angle offset of ±17.5º from the peak RHC, 
for a total effective CP beam width of 35º. 
This is exactly the same result that can be 
obtained by just comparing the RHC and 
LHC powers plotted in Figure 5. 

This can be a convenient form of antenna 
for producing circularly polarized radiation. 
Apart from the potential use for receiving cir-
cularly polarized satellites, this can be a 
useful HF receive antenna. The received 
radiation from the ionosphere is often circu-
larly polarized. If both the ordinary and the 
extraordinary circularly polarized iono-
spheric rays are being received, then the com-
bination is in general an elliptically polarized 
wave whose major axis rotates according to 
the relative phase of the ordinary and extraor-
dinary wave. This rotation (Faraday Rotation) 
is one of the main causes of fading on HF 
links. By orientating this loop antenna at 45º 
to the incoming wave, only one sense of cir-
cular polarization can be received, with high 
rejection of the opposite sense of polarization. 
This should significantly reduce the fading on 
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Side of square loop, wavelengths

Relative Strength of Horizontal Polarization 
with Loop Size

Figure 4 — The ratio of horizontal polariza-
tion broadside to the loop compared with 

vertical polarization in the plane of the loop 
expected from a small to modest-sized loop. 
(Note the logarithmic scale used in the hori-
zontal axis for the loop size.) The slope of 

the dashed line illustrates the expected dif-
ference, in dB, based on the very simple dis-
cussion in the text. The solid line illustrates 
the ratio calculated using EZNEC, which is 
not too different from the simple derivation.

Figure 5 — Far field pattern of the antenna 
shown in Figure 3, here for circular polariza-
tion. The circular polarization can be quite 

pure. For example, in the top-right quadrant 
at 45° from the broadside direction the RH 

circular peaks, and the LH circular radiation 
is more than 30 dB down.

approximately proportional to the size of the 
loop. Therefore for a given loop current one 
would expect the vertically polarized far field 
to increase approximately as the square of the 
loop size. Then for small loops the ratio of 
horizontally polarized to vertically polarized 
far field should be approximately propor-
tional to (size cubed)/(size squared), or the 
ratio of fields should then simply be propor-
tional to the size of the loop. The ratio of radi-
ated powers would be proportional to the 
square of loop size.

Figure 4 shows the relative strength of 

Figure 6 — Square loop fed at the center of 
the lowest wire, with a tuning capacitor (not 

shown) at the center of the top wire. The 
instantaneous phase of current around the 
loop, as seen broadside on, is very nearly 
constant. The magnitude of the currents in 

the left and right vertical sections are equal, 
although the currents in the two horizontal 
sections are not. The arrows illustrate the 
instantaneous direction of current flow.

the signal. Of course, ground reflections will 
modify the precise sensitivity to different 
polarizations.

For circular polarization to be generated, 
there must be a 90º phase difference between 
the vertical and horizontal components of the 
radiation. How is that 90º produced in this 
loop antenna? In a square loop such as this, 
the current flowing in the two vertical seg-
ments of the antenna are equal in magnitude 
but opposite in direction; see Figure 6. This 
cancels the vertically polarized radiation 
broadside to the antenna, but in the plane of 
the loop, the propagation delay from the left 
side of the antenna to the right side introduces 
a phase difference. The fields from the ver-
tical currents, as seen from a far-field distance 
in the plane of the loop, no longer cancel. So, 
vertical radiation in the plane of the loop takes 
place. 

Consider the horizontal segments at the 
top and the bottom of the loop. Because the 
wires are end-on in the horizontal direction in 
the plane of the loop there is no radiation from 
these wires in that direction. The phases of the 
current in the top and bottom horizontal seg-
ments are very nearly equal — the EZNEC 
simulations for the antenna of Figure 3A 
showed the phases of the currents to be the 
same within 0.1º. However, Siwiak and Quick 
[op. cit.1, 2] showed that the amplitude of the 
currents on the opposite sides of a small cir-
cular loop can be significantly different. The 
EZNEC simulation of this antenna showed 
the current in the top section, opposite the 
feed point, to be less than half of the current 
in the bottom section. So, the horizontally 
polarized radiation from the top and bottom 
sections of the loop no longer cancel, because 



16   QEX  September/October 2019

Figure 8 — This loop is sensitive to linear 
vertical (V) or horizontal (H) polarization in 
the plane of the loop or broadside to the 

loop, or right hand circular (RHC) or left hand 
circular (LHC) in the ±45° directions.

Figure 7A — Signals A and B represent two 
cosine waves of equal phase, but slightly dif-
ferent amplitudes. After subtracting the sig-
nals, the resultant phase is the same as the 

phase of the original signals. 

Figure 7B — Signals A and B represent two 
cosine waves of equal amplitude, but slightly 
different phase. After subtracting the signals, 
the resultant phase is 90º different from the 

average phase of the original signals.

of the unequal currents.
For complete cancellation of radiation, the 

magnitude of the currents in two equal seg-
ments must be the same, and their phases 
must differ by 180º. If there is incomplete 
cancellation because of unequal magnitude, 
such as between the top and bottom hori-
zontal sections of the loop, then the phase of 
the resultant radiation is the same as that of 
the stronger current. However, if there is 
incomplete cancellation because of the 
phases of the current not being 180º different, 
even though the magnitudes are equal, then 
the resultant radiation is in quadrature to the 
mean phase of the original currents. This can 
be shown easily from the well-known trigo-
nometric relationship for the difference of 
two cosines. Figure 7B shows graphically 
how the 90º phase shift appears. For a square 
loop of side d, at a wavelength l the propaga-

tion delay in the plane of the loop causes a 
phase change of ±(dp/l) radians relative to 
the mid-point of the loop.

The phase difference between radiation of 
vertical and horizontal polarization is exactly 
what is required for the production of ellipti-
cally polarized radiation. If the magnitudes of 
the vertical and horizontal components are 
equal in a given direction, then the radiation 
will be 100% circularly polarized. For a 
square loop of side 0.1 l, very pure circularly 
polarized radiation occurs at ±45º to the plane 
of the loop.

Conclusions
A small loop antenna with its plane ver-

tical is sensitive in the horizontal direction 
primarily to vertically polarized signals 
coming from the end-on directions, in the 
plane of the loop. However, as the loop size in 
wavelengths increases, there is increasing 
sensitivity to horizontal polarization from the 
direction broadside to the loop. For a loop 
0.05 l on a side, or a perimeter of 0.2 l, this 
cross-polarized far-field sensitivity is only 
about 7 dB below the main vertical polariza-
tion. In the near field, the situation is more 
complex. If the loop is used as a directional 
antenna to search for RFI, depending on the 
polarization of the transmitted RFI, the mea-
sured direction can be as much as 90º in error.

If the loop size is increased to about 0.1 l 
on a side, with a perimeter of 0.4 l, then the 
sensitivity to horizontal polarization broad-
side to the loop approximately equals that of 
vertical polarization end-on to the loop. For 
reception of signals of arbitrary polarization, 
the antenna is effectively omnidirectional. At 
directions ±45º away from the broadside 
direction, the radiation from the loop becomes 

circularly polarized, with opposite sense of 
circular polarization 90º away. Figure 8 illus-
trates how the loop is sensitive to vertical 
polarization (V) in the plane of the loop, hori-
zontal polarization (H) broadside to the loop, 
or right hand circular (RHC) and left hand 
circular (LHC) at the intermediate ±45º direc-
tions. Ground reflections still must be consid-
ered, but this can prove to be a convenient 
design of antenna if circular polarization is 
required, or as a tool to investigate polariza-
tion of incoming waves.
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Tuning Short Antennas for 
Portable Operations

The current sun spots are not favoring HF operation,  
but there are still enough Amateur Radio applications for  

low-powered battery-operated radios using whip antennas. 

A version of this article appeared in The 
Microwave Journal, May, vol. 62, ed. 5, 
2019. 

In general, the whip antenna makes the 
radio portable, but it is not optimized for 
signal radiation. A whip antenna has no ade-
quate ground return or proper counterpoise. 
While some users drag a wire of up to 8 m 

Kazimierz “Kai” Siwiak, KE4PT

10988 NW 14th St., Coral Springs FL, 33071; k.siwiak@ieee.org

Figure 1A — The Yaesu FT-817/818 are popular portable transceivers 
that cover 160 m through 70 cm Amateur Radio bands.  

[Courtesy of Yaesu]

Figure 1B — The Elecraft T1 is an example of a tiny external ATU 
suitable as an adjunct to the FT-817/818 and other low-power trans-

ceivers for portable operation. The T1 also measures SWR and output 
power. [Courtesy of Elecraft]

length behind them1, 2, this is not always an 
ideal solution.

This article explores optimizing antenna 
performance for HF and VHF (1.8 MHz to 
54 MHz) portable radios by using an antenna 
tuning unit (ATU). Among the many avail-
able portable transceivers are the Yaesu 
FT-817/FT-818 (Figure 1A) complemented 

with an Elecraft T1 automatic ATU (Figure 
1B), a Rohde and Schwartz M3TR series 
SDR transceiver (Figure 2), and the Elecraft 
KX3 transceiver (Figure 3). 

Short Antennas
The first resonant dipole antenna (Figure 

4), developed by Heinrich Hertz in 1887, was 
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driven from a “noisy” spark gap transmitter. 
Both dipole legs were equally long and used 
end-loading metal spheres acting as a capaci-
tive device to reduce the length of the two l/4 
resonant segments. 

Now consider a 35-ft long whip antenna, 
with the feed point connected to a battery 
operated network analyzer approximately the 
same size and surface area as a portable trans-
ceiver. The analyzer is connected to the 
antenna with a mechanically small 1:1 ferrite 
transformer covering 1 to 60 MHz. Figure 5 
shows the measured impedance of the whip 
antenna from 2 to 30 MHz. The typical 
mobile/portable application using a vertical 
antenna reflects the evolution of the dipole to 
a monopole: a symmetrical two-wire antenna 
made asymmetrical with a transformer and 
best performing with a set of resonant radials, 
or a counterpoise, or some kind of grounding.

The magnetic field of the antenna is gen-
erated by RF current in the antenna wire or 
rod and encircles the current in the antenna. 
The electric field of the antenna is needed for 
resonance, and joins the antenna tip with its 
image in the counterpoise (Figure 6). Some 
antennas are bent into an L shape to make 
them physically smaller. An example of 
loading is the capacitive hat, another is a 
loading coil located about two-thirds of the 
length (Figure 7) — although this reduces the 
usable bandwidth.

The electrical equivalent of an electrically 
short dipole antenna is approximately the 
series connection of CA and RS , 
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where CA, pF, is the equivalent capaci-
tance3 of the antenna; D, m, is the diameter of 
the wire; and l, m, is the length of the ele-
ments. RS the radiation resistance; RF is the 
impedance of the l/4 antenna; Za is the char-
acteristic impedance of the wire.

Grounding is necessary to close the loop 
for the currents. Figure 6 illustrates the 
behavior of the electric field lines for a ver-
tical antenna over ground. Ground loss resis-
tance is depicted by Rt. The field lines 
penetrate the surface of the earth and produce 
a current that flows back to the ground point, 
incurring heat losses. The antenna efficiency 
h is defined as

S

S v

R
R R

h =
+

  (3)

where RS is the radiation resistance and Rv 
is the total effective loss resistance. For elec-

Figure 2 — The Rohde & Schwatrz M3TR software defined radio with an internal ATU 
covers the 160 m through 70 cm Amateur Radio bands. [Courtesy of Rohde & Schwartz]

Figure 3 — The Elecraft KX3 
transceiver with an internal ATU is 

another popular choice for por-
table 160 m to 6 m operations. 

[Courtesy of Elecraft]

Figure 4 — In 1887 Heinrich Hertz employed a capacitively loaded dipole driven 
from a “noisy” spark gap transmitter. [Source: Deutsches Museum in Munich]

Figure 5 — Measured imped-
ance of a 10-m long symmetrical 

dipole antenna.
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Figure 6 — The electric field of the antenna is needed for reso-
nance, and joins the antenna tip with its image current in the coun-

terpoise.

Figure 7 — A loading coil located about two-thirds of the vertical 
antenna is more effective than a coil at the base.
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Figure 8 — The reversible L network covers the complementary 
greyed regions of the Smith chart.

Figure 9 — Simplified schematic of the Icom AH-4 antenna tuning 
unit. The magic lies in the proprietary algorithms for selecting the 

match. 

trically short antennas with radiation resis-
tance values of only a few ohms, the resulting 
antenna efficiency can be very low, espe-
cially at lower frequencies. In such cases Rv 
can be reduced with a ground network or a 
wire network extending over the ground as a 
counterpoise. All symmetrical antennas, 
those not excited with respect to ground such 
as dipoles, benefit from the antenna’s inde-
pendence from the ground resistance — as 

long as the entire antenna is elevated above 
the ground.

Radiation Resistance
Electrically short antennas, typically l/10 

or shorter, look like a capacitor with a typical 
capacitance of 6 pF/m of length for a length-
to-diameter ratio of 100, that is, 18 pF for a 
3 m rod. At 2 MHz, where the wavelength is 
150 m, a 350 mH inductor is required for 

resonance. The radiation comes from the cur-
rent in the antenna, not from the voltage. The 
voltage is maximum at the end. To better 
understand the radiation, consider the case 
where the whip antenna length l is l/4. The 
vertical radiation pattern of the antenna over 
ground is4,

cos cos
1 2;
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π θ
θ
l θ
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The radiated power, RF current and radia‑
tion resistance of the l/4 antenna over ground 
is determined from the power radiated in the 
half sphere. For the l/4 antenna, 
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Figure 10 — An internal view of the Icom AH-130 tuner, similar to the AH-4, shows the 
air-wound coils, capacitors, and switching relays. [Courtesy of Icom]

Figure 11 — The tunable ranges of an ATU are frequency 
dependent. [Source: Microwave Journal]

where,
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for the l/4 antenna. Here Ci(2p) =  
‑0.02256, C is Euler’s constant (0.577216), 
and the cosine integral is, 

( ) cosx uCi x du
u∞

= ∫
. 

Now, the radiation resistance (op. cit.4) of 
the electrically short antenna based on the 

electric field can be calculated from,
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For the short antenna,
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The radiation resistance of the short 
antenna is obviously very low.

Effective Height
The open circuit voltage Vo of the antenna 

is proportional to the antenna field strength E, 
where the antenna is located,

o effV h E=                                     (10)

The proportionality factor heff has the 
dimension of length and is known as the 
effective height. If the current in the antenna 
is independent of location (as in a Hertzian 
dipole), then heff corresponds to the antenna’s 
geometrical length l. In the general case, heff 
is determined by converting the current area 
into a rectangle with the same area and the 
maximum current I0 at its base. Its height is 
then equal to heff. Computationally,
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The effective height is related to the effec‑
tive area Aeff and characteristic impedance Z0 

(op. cit.4) as follows:
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For a 35‑foot long whip antenna the max‑
imum real impedance is approximately 
600 W at 10 MHz (l/2), and the real loss 
resistance is never below 10 W (Figure 5). 
The imaginary part of the impedance is 
–400 W at 2 MHz.

Antenna Loading and Tuning
Where the whip antenna is inductively 

loaded affects the antenna’s performance. 
Figure 7 compares base and center loading. 

= 60 × 0.61 = 36.6

(9)
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Table 1
Measured Z=(a+jb) W, (L,C) network values, and topology needed for matching 
with the input transformer set at 1:1 (50 W).

Operating Frequency a+jb Component values topology
2 MHz 20 ‑ j540 45 mH, 2000 pF TX‑Cshunt‑Lseries‑antenna
3 MHz 20 ‑ j400 22 mH, 1300 pF TX‑Cshunt‑Lseries‑antenna
4 MHz 22 ‑ j294 13 mH, 975 pF TX‑Cshunt‑Lseries‑antenna
5 MHz 23 ‑ j230 8.1 mH, 609 pF TX‑Cshunt‑Lseries‑antenna
6 MHz 26 ‑ j186 5.5 mH, 500 pF TX‑Cshunt‑Lseries‑antenna
7 MHz 26 ‑ j150 4 mH, 440 pF TX‑Cshunt‑Lseries‑antenna
8 MHz 27 ‑ 118 2.8 mH, 370 pF TX‑Cshunt‑Lseries‑antenna
9 MHz 33 ‑ j95 2.1 mH, 326 pF TX‑Cshunt‑Lseries‑antenna
10 MHz 29 ‑ j70 1.5 mH, 270 pF TX‑Cshunt‑Lseries‑antenna
12 MHz 37 ‑ j14 0.47 mH, 157 pF TX‑Cshunt‑Lseries‑antenna
14 MHz 145 ‑ j170 0.55 mH, 245 pF TX‑Lseries‑Cshunt‑antenna
15 MHz 380 ‑ j308 1.8 mH, 115 pF TX‑Lseries‑Cshunt‑antenna
18 MHz 40 ‑ j118 1.22 mH, 88 pF TX‑Cshunt‑Lseries‑antenna
21 MHz 40 ‑ j86 0.86 mH, 76 pF TX‑Cshunt‑Lseries‑antenna
24 MHz 32 ‑ j64 0.33 mH, 99 pF TX‑Cshunt‑Lseries‑antenna
30 MHz 32 ‑ j40 0.33 mH, 80 pF TX‑Cshunt‑Lseries‑antenna
50 MHz 41 ‑ j37 0.168 mH, 298 pF TX‑Cshunt‑Lseries‑antenna

50 Ω

2000 pF

45 μH Match

Figure 12 — An L network tuned for 2 MHz. The 50 W resistance 
 represents the source impedance. 
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Figure 13 — Simulation of the Re{Z11} with (lower trace) no losses 
and (upper trace) with a Q of 200. 

With center loading, both the radiation resis-
tance and integrated surface are larger, which 
are better for radiation.

The typical low-pass configuration for 
antenna tuning is a series-L, shunt-C network 
(Figure 8). In practice, the various compo-
nents are selected under relay control. For a 
35-ft whip antenna operating at 2 MHz, the 
network needs a series inductor of 100 mH 
and a shunt capacitor of 262 pF. The tuner 
needs just two variable elements. Either the 
left or right capacitor bank in the figure can 
be selected. The right capacitor bank is used 
when the load resistance is greater than 50 W, 
and the left capacitor bank is used when the 
load resistance is less than 50 W. In this case 
at 2 MHz, R = 12 W and Xc = −400 W, the 
required series inductor will be 33.42 mH, 
and the left capacitor bank is used to set a 
value of 3.18 nF. The most inductive imped-
ance is at 9 MHz, approximately (600 
+ j200) W, such that 25 mH and 370 pF are 
needed for tuning.

The inductance ranges for tuning are 
found in reversible L network switchable 
ATUs operating from 1.8 to 54 MHz, where 
the switched shunt capacitors can be con-
nected to either side of the inductors. Figure 
9 shows the matching component ranges of 
an Icom AH-4 ATU with capacitors on each 
side of the inductors. In this simplified sche-
matic, the main capacitor bank is switched to 
either the input or output side of the induc-
tors. The inductors are air-wound with enam-
eled copper wire and have approximately 
0.04 mH step size. The capacitor step size is 
9.375 pF. This tuner has nine switchable 
inductors, ten switchable capacitors and two 
positions for one of the capacitor banks (that 
is, on either side of the inductors), yielding 
1,048,576 discrete tuning combinations. 

The tuner layout orients the air-wound 
coils by 90° to minimize coil coupling (see 
Figure 10). Any number of inductors will not 
mutually couple if they are placed with their 
axes forming a 54.74° angle to a common 
plane,5 although such placement is not 
always physically ideal. 

Figure 11 graphically depicts the regions 
on the Smith Chart that can be matched with 
this ATU. As frequency increases, more of 
the left-hand side of the Smith Chart is within 
tuning range of the ATU. 

For best performance, antenna tuners use 
air core coils or very low permeability pow-
dered iron cores. With powdered iron cores, 
it is possible that some of the measured inter-
modulation distortion (IMD) products result 
from ferrite saturation, not from the power 

amplifier driving the antenna.6 - 8

2 MHz Tuning Example
For a 5 m wire antenna with an 8 m 

ground wire and a reversible-L network 
tuner, Table 1 summarizes the antenna 
impedance and the L and C values needed for 
matching assuming a 1:1 (50 W) input trans-
former. The LC combination minus the 
capacitance value of the antenna rod or wire 
must resonate at the test frequency. Figure 12 
shows the antenna resonance tuning configu-
ration and component values at 2 MHz. 
Figure 13 shows the Re{Z11} and Figure 14 
shows the Im{Z11}, both simulated in Ansoft 
Harmonica software. The lower curve in 
Figure 13 closely matches the desired 20 W at 
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Table 2
Signal strength measurements 10 m from a Rohde & Schwartz PR100 por-
table test receiver for the 3 m rod antenna and 10 m long wire dipole in a V 
configuration. In both cases the dipoles were matched by an ATU.

Frequency Signal strength, 3-m rod antenna, Signal strength, 10 m dipole
 3.850 MHz 33 dBmV 46 dBmV
 7.185 MHz 31 dBmV 58 dBmV
14.347 MHz 35 dBmV 51 dBmV
18.145 MHz 45 dBmV 60 dBmV
28.400 MHz 76 dBmV 68.7 dBmV

2 MHz, however, it assumes no losses in the 
tuner. The upper curve assumes a realistic Q 
of 200, and shows 22 W at 2 MHz. Power is 
I 2R, so a 10% increase in Re{Z11} causes a 
power loss of approximately 10%; 10 W 
drops to 9 W available for radiation. These 
losses are frequently overlooked. While the 
two-element tuning network produces the 
desired real and imaginary values, the 8 m 
ground wire is too short at this frequency, so 
there is little useful grounding.

Grounding
An antenna tuner can improve the 

matching, but not the radiation. At a single 
frequency this asymmetric dipole shows a 
resonance close to 12 MHz, the antenna-to-
case impedance is 37 W — almost purely 
resistive — and the system works. A sym-
metrical, non-resonant antenna like an 
inverted V with an elevated tuner and an 
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Figure 14 — Simulation of the Im{Z11}. 

Figure 15 — Portable installation of a Rohde & Schwartz  
M3TR transceiver, ready for Amateur Radio contacts from a boat. 

[N1UL photo]

asymmetrical antenna cable isolating the 
radio and RF by actually grounding it, will 
give superior results. If the ATU can tune 
end-fed, high impedance, low current, long 
wires, this may be a good solution, although 
that radio configuration is more of a solution 
for a stationary setup. A counterpoise is 
needed for good results.

Table 2 shows signal strength measure-
ments from a 10-m center-fed non-resonant, 
wire dipole in a V configuration, tuned using 
an ATU. The measurement is made at 10 m 
distance using a test receiver with test 
antenna. For comparison, the table also 
includes the frequency dependent signal 
strength for the 3 m rod transmitting antenna.

HF Propagation
We’ve entered the portion of the 11-year 

sunspot cycle where communication in the 
upper HF range has deteriorated. The differ-

ence between summer and winter propaga-
tion is also a factor. In the summer months 
beginning in May, the D layer of the iono-
sphere makes day-time propagation up to 
15 MHz difficult; low frequency night propa-
gation works better up to 10 MHz. While 
propagation forecasts are available on the 
internet, particularly for long distance con-
nections, the 10 to 600 mile connections are 
more complex. They are too far apart for 
VHF/UHF and too close for HF using ver-
tical antennas. The 10 to 600 miles range is 
best covered using near vertical incidence 
skywave (NVIS) techniques, employing 
horizontal dipoles near the ground. Frequen-
cies from 1.8 to 10 MHz would work well, 
depending on the critical maximum usable 
frequency. The D layer complicates use of 
the band. During the day, 5 to 8 MHz pro-
vides 300 to 500 mile coverage, which could 
increase to at least 2000 miles shortly before 
sunset. 

The 20 m Amateur Radio band for voice 
operation covers 14.150 to 14.350 MHz, but 
even for this small difference, propagation 
may vary significantly, as the coherence 
bandwidth is small.9, 10

Many in the Amateur Radio community 
enjoy low power operation (QRP). Figure 15 
shows a Rohde & Schwartz M3TR trans-
ceiver, ready for portable ham radio contacts 
from a boat.

The availability of the range-extending 
weak signal modes11, 12 of WSJT-X, such as 
FT8, JT65, and JT9 have made it possible to 
operate deeper into a darker ionosphere. We 
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should also keep in mind that during hurri-
cane season and other natural disasters, using 
these portable stations helps saves lives.

Summary
For radio communications, the antenna is 

probably the most critical part of the link, so 
grounding and antenna tuner losses should be 
avoided as much as possible. The inductor is 
always the lossy part of the ATU, while the 
capacitors are significantly better.

For best operation, antenna radials should 
be l/4. One radial is sufficient for tuning, up 
to four will produce a symmetrical azimuth 
pattern, and additional radials will reduce 
ground losses. When l/4 is not possible, use 
the longest practical length. Connecting the 
HF radio ground to a large metallic object is 
also a good choice. For the tests supporting 
this article, a grounding spear of about 10 
inches, similar to a tent peg, was used.

These requirements for optimum antenna 
performance make HF portable radios some-
what complicated and difficult, but the link 
margin equalizing WSJT-X modes help tre-
mendously. Well matched and radiating 
antennas provide the most success. Some of 
these highly portable radios (Figures 1, 2 and 
3) provide vital communications in disaster 
areas — as demonstrated recently in Puerto 
Rico and in South Florida.
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the Armed Forces Communications & Elec-
tronics Association, Fellow of the Radio Club 
of America, former Chairman of the Electrical 
and Computer Engineering Advisory Board at 
New Jersey Institute of Technology, IFCS C. B. 
Sawyer Award recipient, IFCS I. I. Rabi Award 
recipient, Honorary Professor at IIT Delhi, 
India, Chief Judge of IEEE IMS 2014 Student 
Design Competition, and PhD Defense Com-
mittee Member at UCLA and Drexel Univer-
sity. His hobbies include sailing, US Merchant 
Marine Officer, Master of Steam or Motor Ves-
sels, photography and licensed Amateur Radio 
operating since 1956 (DJ2LR and N1UL).

Kazimierz (Kai) Siwiak, KE4PT, holds an 
Amateur Extra class license. He earned his 
PhD from Florida Atlantic University, Boca 
Raton, FL, specializing in antennas and propa-
gation, and earned the BSEE and MSEE 
degrees from the Polytechnic Institute of 
Brooklyn, Brooklyn, NY (now New York Uni-
versity Tandon School of Engineering). He is a 
registered Professional Engineer in Florida 
and Life Senior Member of IEEE. Dr. Siwiak 
holds 41 US patents, has authored many peer-
reviewed papers, several textbooks, and has 
contributed chapters to other books. Kai is a 

life member of AMSAT, and member of ARRL 
where he serves on the RF Safety Committee 
and as Technical Advisor. He is a QST Contrib-
uting Editor, and Editor of QEX. Kai is a dedi-
cated DXer and enjoys portable operating. In 
2014 he operated as ZL/KE4PT from portable 
locations around Wellington, New Zealand. His 
interests include flying (instrument and multi-
engine commercial pilot), hiking, and camping. 
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Maynard A. Wright, W6PAP

6930 Enright Dr., Citrus Heights, CA 95621; m-wright@eskimo.com.

More Octave For Complex 
Characteristic Impedance

The author considers transmission lines with characteristic  
impedance angle near minus 45 degrees.

In a previous article1, we explored what 
happens when the characteristic impedance 
of a transmission line Z0 is complex, rather 
than real. We found that, in most cases of 
interest to Amateur Radio, real Z0 is a reason‑
able assumption or approximation. In some 
cases though, the imaginary part of Z0 might 
make a significant difference in calculated 
and/or measured results.

One case we considered involves Z0 with 
an angle at or near ‑45°. This case closely 
approximates the behavior of telephone cable 
pairs or other transmission lines at voice fre‑
quencies. When a transmission line with such 
a Z0 is terminated in a conjugate impedance, 
the reflection coefficient and VSWR are both 
large, but the amount of power consumed in 
the load impedance is more than for any other 
termination. This seems counter intuitive, so 
we’ll look at it a bit more. Examination of 
such an extreme case will help with all the 
mismatches that involve complex Z0, but the 
extreme case makes certain facts stand out so 
as to shed light on the matter.

First, we’ll examine the same transmis‑
sion line that we used to produce Figures 1 
and 2 in the previous article. We’ll use the 
code from Table 3 — available on the www.
arrl.org/QEXfiles for (op. cit.1) — but we’ll 
terminate it in Z0 to produce Figure 1 in this 
article and in the conjugate of Z0 to produce 
Figure 2 here. To avoid dividing by zero — 
where the VSWR becomes infinite — we 

will use ZL = 50 + j49.999 and Z0 = 
50 ‑ j49.998 rather than(50 + j50) and 
(50 – j50) in our GNU Octave code.

We will need to increase the resolution of 
the abscissa (“distance along line” axis) to 
properly capture the sharp negative excur‑
sions of the VSWR curve for the conjugate 
termination case. To accomplish this, we 
changed the number of elements in array z 
from 200 to 2000. The modified code is listed 
here in Table 1.

Note that there is no reflected wave, and 
therefore no standing wave in Figure 1. In 
Figure 2 the standing wave is significant. The 
limits of the envelope reach from 0 to 2 V at 
the load. So there is a significant reflection 
from the load for the conjugate termination, 
and no reflection at all for the image 
(matched) termination.

Looking at this seemingly odd situation, 
we’ll take advantage of the fact that energy in 
any circuit is transferred by means of the 
electromagnetic field that travels among vari‑
ous circuit elements. Even for a dc circuit, 
such as a battery and a light bulb, the behav‑
ior of the circuit may be analyzed either by 
considering the electromagnetic field travel‑
ing along the wire pair or by considering the 
voltage and currents in the circuit. Individual 
electrons move only short distances in a con‑
ductor before recombination, so the flow of 
current is one of large scale migration and the 
energy itself is carried in the fields generated 

by the massive number of very short dashes 
of electrons2, 3. Electromagnetic waves can 
flow in either direction in such a circuit just as 
they do in a transmission line. Using that 
equivalence, we’ll analyze a circuit of 
lumped components that represents the con‑
jugate impedance match and extrapolate the 
results to our situation with the transmission 
line.

The circuit is shown in Figure 3. We’ll let 
the phase of VS be the reference for the cir‑
cuit. Since the positive and negative reac‑
tances cancel each other in the series circuit, 
the impedance seen by VS will be 100 W real 
and the current flowing in the circuit will then 
be 0.02 A, real. VS along with impedance Z0 
may represent the voltage and impedance 
seen looking back from the load into a trans‑
mission line of any length. 

We’ll use a technique described by Everitt 
and Anner4 to split the load impedance of 
Figure 3 into two segments, one provides an 
image impedance and the other adds to that 
image impedance to produce the original 
conjugate load. We show this circuit in Fig‑
ure 4. Externally, the load looks exactly the 
same electrically as does the load in Figure 3.

A simplified form of the compensation 
theorem5 states that “any impedance in a net‑
work (either linear or nonlinear) may be 
replaced by a generator of zero internal 
impedance, whose generated voltage at every 
instant is equal to the instantaneous potential 
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Figure 1 — Voltage along line away from image impedance 
 termination.

Figure 2 — Voltage along line away from conjugate impedance  
termination.

Table 1.
Octave code.
graphics_toolkit gnuplot; 
gamma = 0.01 + 1j * 0.5;  # Used to generate Figure 2
Zo = 10 ‑ 1j * 10; 
# Zl = Zo;  # Used to generate Figure 1
Zl = 10 + 1j * 10;  # Used to generate Figure 2
rho = (Zl ‑ Zo) / (Zl + Zo); 
V1 = 1.0; 
p = log(1 / sqrt(abs(rho))); 
q = ‑0.5 * arg(rho); 
l = 16 * pi; 
z = linspace(0, l, 2000); 
d = l .‑ z; 
Vdabs = sqrt((sinh(real(gamma) .* d .+ p)) .^ 2 + (cos(imag(gamma) .* d .+ q)) .^ 2);  

# (8.17)
scale_factor = abs(2 .* V1 * e .^ (‑1j .* imag(gamma) .* l) .* sqrt(rho)); 
Vdabs = scale_factor .* Vdabs; 
upper_bound = scale_factor .* cosh(real(gamma) .* d .+ p); 
lower_bound = scale_factor .* sinh(real(gamma) .* d .+ p); 
upr_bnd = upper_bound(2000); 
lwr_bnd = lower_bound(2000); 
plot(d, Vdabs, d, upper_bound, d, lower_bound); 
grid(); 
xlabel(“DISTANCE ALONG LINE => TOWARD TRANSMITTER”); 
ylabel(“LINE VOLTAGE: ABSOLUTE VALUE”); 
pause; 

difference produced across the replaced 
impedance by the current flowing through it.” 
We’ll use this theorem to replace ZL2 in Fig-
ure 4 with VR in Figure 5. The voltage gener-
ated by VR is,

2 0.02 100 2.0 VR LV I Z j j= ⋅ = ⋅ = +   (1)

We now have a circuit with two voltage 
sources, one of which, VS, is responsible for 
both providing a matched reflection-free sig-
nal to ZL1, and for producing reflected voltage 
VR.

Using superposition, we can calculate the 
currents that will be caused to flow in the cir-
cuit by each voltage source, VS and VR, inde-
pendently and then add them algebraically to 
determine the total current flow. I1 current due

 to VS is,
 ( )

( ) ( )
( )

1 0 1

2.0 50 50 50 50

0.01 0.01  A

S LI V Z Z

j j

j

= +

= − + +  
= +

 (2)

and I2 current due to VR is,

( )
( ) ( )

( )

2 0 1

2.0 50 50 50 50

0.01 0.01  A

R LI V Z Z

j j j

j

= +

= − + −  
= − +

 (3)

Since the positive senses of the sources 
are oriented away from each other, as shown 
in Figure 5, the two currents, as specified, are 
flowing in opposite directions. The total cur-
rent, therefore, is found by subtracting I2 from 
I1, 

1 2 0.02 AI I I= − =   (4)

This agrees with our original calculation 
of the current. Using Figure 5 we’ll calculate 
the voltage at the load from each source as 
follows,

( )
( ) ( ) ( )

1 1 0 1

2.0 50 50 50 50 50 50

1 V

L S L LV V Z Z Z

j j j

= ⋅ +

= ⋅ − − + −  
=
  
 (5)

and

 ( )
( ) ( ) ( )

2 1 0 1

2.0 50 50 50 50 50 50

1 V

L R L LV V Z Z Z

j j j j

j

= ⋅ +

= ⋅ − − + −  
=

  

 (6)
VL1 results from the current due to the 

incoming (incident) electromagnetic wave 
and VL2 produces a reflected electromagnetic 
wave that travels back toward the source.

The two voltages combine as (1 + j1) V, 
which matches what we calculated earlier. 
Now we’ll imagine that we can back up along 
the transmission line represented by the com-
ponents inside the dashed lines of Figures 3, 
4 and 5. We’ll assume that the transmission 
line is lossless. The angles of the vector volt-
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Figure 3 — Conjugate termination shown normally.
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 V

ZL2 = + j100 Ω
Reactance necessary to build
out load to complex conjugate

ZL = 50 + j50 Ω
Complex conjugate
load impedance

Figure 4 — Conjugate termination shown split.

ages VL1 and VL2 will rotate in opposite direc-
tions as we back up along the line, coming in 
and out of phase alternately at 90° intervals. 
Ignoring the effects of attenuation, when the 
two voltages are in phase, they reinforce to 
produce 2 V. When they are out of phase, they 
cancel to 0 V. 

This is what we see in Figure 2, where the 
envelope of the voltages along the line 
reaches from 0 to 2 V. The VSWR will be 2 
divided by 0, yielding the infinite VSWR that 
we see in the calculations. Although we con-
cluded in the previous article that a complex 
Z0 would cause errors in the calculation of 
VSWR, it appears that we have now shown 
that the traditional calculations of reflection 
coefficient and VSWR are not in error in this 
extreme case. It’s apparent, though, that they 
will not be useful in predicting line loss accu-

rately using the usual calculations or graphi-
cal methods.

Note that in the case of a transmission line 
that is short-circuited or open-circuited, the 
reflection coefficient is either +1 or -1, real 
value in either case, indicating that all the 
power is being reflected from the end of the 
line. In our case the reflection coefficient is 
+j1. All three terminations — shorted, open, 
and conjugate — yield reflection coefficients 
that have a magnitude of 1. Since the angle of 
the reflection coefficient is discarded in the 
calculation of VSWR, the VSWR will be 
exactly the same: infinite, for each case.

Chipman6 states that the reduced loss in 
the case of the conjugate match is caused by 
combining of the incident and reflected waves 
in the section of line near the load. For a con-
jugate match, the phase relationships of the 

two waves yield less loss in the line than is the 
case for an image impedance match. Chip-
man notes that this effect occurs in a relatively 
short section of the transmission line close to 
the load because the loss per wavelength asso-
ciated with a large angle Z0 is necessarily high 
because of the relationships among the pri-
mary constants that lead to the non-real Z0.

For certain combinations of Z0 and ZL, the 
reflection coefficient can exceed a magnitude 
of 1 and can be as high as 2.41 (op. cit.6). This 
is not a violation of the law of conservation of 
energy because the energy constituting the 
reflected wave is obtained from energy that 
was initially received from the incident wave 
and stored in the reactive element(s) of ZL. 
This situation reminds us of resonance, where 
the voltages across various circuit elements 
may exceed the voltage supplied to the circuit.

Although Everitt and Anner provide a 
method for solving for impedances and 
losses, including complex Z0, using a step-by-
step procedure7 it is easier today to build a 
T-equivalent network8 or ABCD matrix (op. 
cit.1) using software such as GNU Octave and 
to use such models to calculate losses and 
impedances as desired. We might also use 
TLW, a versatile transmission line analysis 
program packaged with The ARRL Antenna 
Book9. These methods are completely general 
and can handle either real or complex charac-
teristic impedances equally well.

An expression for “loss due to SWR” — 
the additional loss over matched-line loss that 
is caused by a mismatch — was contributed 
by Charles Michaels, W7XC, in 199710. His 
expression requires the impedance of the load 
Z0 and the impedance at another location 
back toward the originating end of the line 
but it doesn’t require the reflection coefficient 
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Table 2.
Octave code
Zo = 50 ‑ 1j * 16; # transmission line characteristic impedance
ZL = 200 ‑ 1j * 190;  # load impedance
Zl = 63.147 ‑ 1j * 47.085;  # impedance at a point on the line back toward the source
Added_loss = 10 * log10((1 ‑ (abs((Zl ‑ conj(Zo)) / (Zl + Zo))) ^ 2) /  
    (1 ‑ (abs((ZL ‑ conj(Zo)) / (ZL +Zo))) ^ 2))

or VSWR. Charles’ expression is accurate 
and useful for lines with real or complex Z0, 
but it does require the measurement or calcu-
lation of the complex impedance of the line at 
two points as inputs to his equation. GNU 
Octave code that implements Charles’ equa-
tion is listed here in Table 2. Omission of a 
terminating semicolon in the expression for 
the variable “Added_loss” will cause the 
value of that expression to be printed on 
execution of that line of code.

Maynard Wright, W6PAP, was first licensed 
in 1957 as WN6PAP. He holds an FCC Gen-
eral Radiotelephone Operator’s License with 
Ship Radar Endorsement and is a Registered 
Professional Electrical Engineer in California. 
Maynard was involved in the telecommunica-
tions industry for over 48 years and is now 
retired. He has served as technical editor of 
several telecommunications standards and 
holds several patents. Maynard is an ARRL 
member, a Life Senior Member of IEEE, a Past 
Chairman of the Sacramento Section of IEEE, 
and a Life Member and Past President of the 
North Hills Radio Club in Sacramento, CA. 

Figure 5 — Conjugate termination with VR replacing +j100.
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Complex image
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I2 = –0.01 + j0.01 A
current in line due to reflected voltage

I1 = 0.01 + j0.01 A
current in line due to source voltage

I (total) = I1 – I2 = 0.02 A
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Upcoming Conferences
will coordinate the publishing of the pro-
ceedings by the ARRL. We are always look-
ing for additional papers for the proceedings. 
You don’t have to be a presenter to have 
your paper published in the proceedings. If 
you have an article on your latest microwave 
related project that you would like published, 
please send your article to Kent, WA5VJB 
at wa5vjb@flashnet. 

24th Annual Pacific Northwest 
VHF-UHF-Microwave 

Conference

Issaquah, Washington
October 11 – 12, 2019
www.pnwvhfs.org 

Join other weak-signal VHF, UHF and 
Microwave operators for the 25th Annual 
PNW VHF Society Conference! Details will 
be added to the website as they become 
available.

2019 AMSAT Space Symposium, 
50th Anniversary

October 18 – 20, 2019
Arlington, Virginia
www.amsat.org

AMSAT announces the 2019 37th An-
nual AMSAT Space Symposium and Gen-
eral Meeting will be held on Friday through 
Sunday, October 18 – 20, 2019, at the Hilton 
Arlington, 950 North Stafford St., Arlington, 
VA 22203.

The Hilton Arlington is located in the 
heart of the Ballston neighborhood of Ar-
lington, VA. Connected to the Ballston Metro 
Station, the hotel offers easy and effortless 
access to Washington DC’s top tourist des-
tinations like the National Mall, Smithsonian 
Museums, and historical monuments. The 
hotel is six miles from Reagan National 
Airport and the National Mall.

The AMSAT Board of Director’s Meet-
ing will be held just before the Symposium, 
October 16 – 17, at the same hotel.

The current plan includes tours of 
Washington DC/Baltimore area on Sun-
day and Monday, October 20 – 21. The 
banquet speakers will celebrate AMSAT’s 
long history; an OSCAR Park display also 
is planned. Please plan join us for the 50th 
Anniversary Symposium.

You can make hotel reservations by call-
ing the hotel directly at 703-528-6000. The 
group name is AMSAT, Radio Amateur Sat-
ellite Corporation. Or use the link provided 
on the AMSAT website.

Symposium and banquet tickets will be 
available for purchase on the AMSAT store 
beginning in July.

timing, Automatic Packet Reporting Sys-
temtm (APRS), short messaging (a mode of 
APRS), Digital Signal Processing (DSP), HF 
digital modes, Internet interoperability with 
Amateur Radio networks, spread spectrum, 
IEEE 802.11 and other Part 15 license-
exempt systems adaptable for Amateur 
Radio, using TCP/IP networking over Ama-
teur Radio, mesh and peer to peer wireless 
networking, emergency and Homeland De-
fense backup digital communications, using 
Linux in Amateur Radio, updates on AX.25 
and other wireless networking protocols. 

Microwave Update 2019

October 3 – 5, 2019
Dallas, Texas

www.microwaveupdate.org

The North Texas Microwave Society would 
like to invite you to the annual Microwave 
Update Conference to be held October 3 – 5, 
2019 at the Hilton Garden Inn and Confer-
ence Center in Lewisville (Dallas), Texas. 

Microwave Update is the premier micro-
wave conference of the year; initially started 
by Don Hilliard, WØPW (SK) back in 1985. 
This is the ideal conference to meet fellow 
microwave enthusiasts and share ideas and 
techniques that will help you conquer your 
next microwave band. 

We have a full slate of speakers already 
set up. If you are interested in speaking, 
please let us know.

Topics will include small-dish EME, 
microwave propagation, parabolic-dish 
feedhorn design and construction, SSPAs, 
circuit design, latest microwave devices, 
software defined radios, and digital modes, 
just to name a few. 

We still have several surplus electronics 
and mechanical places in the DFW area that 
may be worth a visit on Thursday. A work-
shop on GNU Radio, led by Tom McDermott, 
N5EG, is planned for Thursday afternoon. 
GNU Radio is a development and simula-
tion environment used to create and test 
software defined radio applications. This 
is a powerful learning tool and GNU Radio 
can be used to implement working radio ap-
plications. Friday morning will be dedicated 
to “antenna gain.” An informal program for 
the spouses has been planned, and will 
include local shopping and sightseeing in 
the Lewisville, Grapevine and greater DFW 
area on both Friday and Saturday.

Our Saturday night banquet speaker will 
be Rex Moncur, VK7MO, who has activated 
over 100 grid squares on 10-GHz EME in 
both Australia and New Zealand. Rex will 
show us some of the beautiful places he 
has visited and talk about his adventures 
to some of the more remote places down 
under. This should be a real treat for hams 
and spouses. 

Call for papers: Kent Britain, WA5VJB, 

GNU Radio Conference 2019

September 16 – 20, 2019
Huntsville, Alabama

https://www.gnuradio.org/ 
grcon/grcon19/

The GNU Radio Conference 2019 will 
be held at the “Huntsville Marriott at the 
Space & Rocket Center.” This conference 
celebrates and showcases the substantial 
and remarkable progress of the world’s best 
open source digital signal processing frame-
work for software-defined radios. In addition 
to presenting GNU Radio’s vibrant theo-
retical and practical presence in academia, 
industry, the military, and among amateurs 
and hobbyists, GNU Radio Conference 2019 
will have a very special focus.

Summer 2019 marks the 50th anniver-
sary of NASA’s Apollo 11 mission, which 
landed the first humans on the Moon. GNU 
Radio Conference selected Huntsville, 
Alabama, USA as the site for GNU Radio 
Conference 2019 in order to highlight and 
celebrate space exploration, astronomical 
research, and communication. 

Space communications are challenging 
and mission critical. Research and develop-
ment from space exploration has had and 
continues to have far-reaching effect on our 
communications gear and protocols. 

Registration and an online and mobile-
friendly schedule will be posted at the 
conference website. 

ARRL and TAPR 38th Digital 
Communications Conference 

(2019)

September 20 – 22, 2019
Detroit, Michigan

www.tapr.org/dcc.html

Mark your calendar and start making 
plans to attend the premier technical con-
ference of the year, the 38th Annual ARRL 
and TAPR Digital Communications Confer-
ence to be held September 20 – 22, 2019, 
in Detroit, MI. The conference location is the 
Detroit Metro Airport Marriott Hotel.

The ARRL and TAPR Digital Commu-
nications Conference is an international 
forum for radio amateurs to meet, publish 
their work, and present new ideas and 
techniques. Presenters and attendees will 
have the opportunity to exchange ideas and 
learn about recent hardware and software 
advances, theories, experimental results, 
and practical applications. 

Topics include, but are not limited to: 
Software Defined Radio (SDR), digital 
voice, digital satellite communications, 
Global Position System (GPS), precision 
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*A special handling surcharge per item applies to oversize items; truck freight fees are charged for products that are too large or too heavy for regular ground service —ask your sales rep for details.

Build Your Go-Kit with DX Engineering!

We’re All Elmers Here! Ask us at: Elmer@DXEngineering.com

Proud sponsor of the October 2019 VP6R Pitcairn Island DXpedition

Go-Kit Packages
DX Engineering makes it simple to assemble your perfect Go-Kit. 
Choose from Go-Kit combos for HF, 2 Meter or Digital operation. 
Packages include HF, mobile and handheld radios from leading 
brands; antenna tuner; speaker and mic; power supply; DC panel; 
battery backup switch and charger; and carrying case. Digital 
Go-Kits come with SignalLink™ interface and cables. Enter “Go-Kit” 
at DXEngineering.com for full details.

PicoAPRS-Lite 
APRS Transceiver Module Kit
DX Engineering now carries WIMO’s 
incredibly versatile Automatic 
Packet Reporting System (APRS). 
Developed for balloon tracking, the 
PicoAPRS-Lite can also be a valuable 
tool for EMCOMM operations. It 
features automatic or manual 
frequency tuning, integrated GPS 
module with balloon mode, and  
temperature/air pressure sensor. It 
easily fits in your pocket or installs 
out-of-sight in your vehicle. Enter 
“WIMO APRS” at DXEngineering.com 
for more information.

Wire Antennas
Make us your source for wire 
antennas. Choose from 
DX Engineering’s versatile EZ-BUILD UWA Center T and End 
Insulator Kits that let you build virtually any wire antenna type; 
fan dipoles from EAntenna that use multiple parallel wires with 
spacers to allow each band dipole to remain separate; SOTABeams’ 
portable and pre-assembled wire antenna kits; and many more 
from Alpha Delta, Buckmaster and Bushcomm. 

Equipment Cases
Keeping your gear safe and transportable is essential when 
disaster strikes. DX Engineering has rugged cases from trusted 
manufacturers, including iPortable’s Pro2 Equipment Rack 
Systems that combine DC power distribution point, speaker and 
shelving; virtually indestructible Pro Series cases from Gator; and 
waterproof, watertight NANUK cases. Enter “Equipment Cases” at 
DXEngineering.com for the full lineup.

DXE-UWA213-KIT



YAGI URBAN BEAM

S M A L L  F O O T P R I N T

B I G  D E L I V E R Y

YAGI URBAN BEAM
G O  S M A L L

D E TA I L S  &  O R D E R I N G :  

w w w. s t e p p i r. c o m  

4 2 5 - 4 5 3 - 1 9 1 0    

The UrbanBeam is excellent for use in high density population areas or properties 

with small lot sizes, where a full-sized Yagi may not be an option.  The distinctive 

shape and small footprint (15.5 sq ft turning radius) of the UrbanBeam helps  

make neighbors and spouses happier, while still delivering the exceptional results 

you would expect of a SteppIR Yagi.  The UrbanBeam is a high-performance,  

two element Yagi on 20m-6m and folded dipole on 40-30m.  With features such  

as 180 degree direction change, bi-directional mode and full element retraction 

for stormy weather. You can enjoy all the features of a SteppIR Yagi while chasing 

low-sunspot-cycle DX or rag-chewing with your friends!
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