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W3YJ shows full screen full color waterfall displays on an external monitor.
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Harry Bloomberg, W3YJ, describes how to use wiview

software to display the waterfall of late-model Icom radios on

your desktop monitor. The software provides a growing list ok oot v
of rig-control features like tuning, setting audio levels, and
changing modes. For radios that can connect to a network,
you can use a network connection instead of a USB cable.
There are many ways of configuring your waterfall display,
including expanding it to cover your entire desktop. You can
also select from many different color schemes, as well as
select the bandwidth that will be displayed. Double-clicking
on a signal of interest will automatically retune your radio,
and place that signal in the middle of your pass band. With
wfview you can have an external waterfall displayed on a
nice large monitor in your station.
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The American Radio
Relay League

The American Radio Relay League,
Inc., is @ noncommercial association
of radio amateurs, organized for the
promotion of interest in Amateur Radio
communication and experimentation,
for the establishment of networks to
provide communications in the event
of disasters or other emergencies, for
the advancement of the radio art and
of the public welfare, for the representation of the
radio amateur in legislative matters, and for the
maintenance of fraternalism and a high standard
of conduct.

ARRL is an incorporated association without
capital stock chartered under the laws of the state
of Connecticut, and is an exempt organization
under Section 501(c)(3) of the Internal Revenue
Code of 1986. Its affairs are governed by a Board
of Directors, whose voting members are elected
every three years by the general membership. The
officers are elected or appointed by the Directors.
The League is noncommercial, and no one who
could gain financially from the shaping of its
affairs is eligible for membership on its Board.

“Of, by, and for the radio amateur,” ARRL

numbers within its ranks the vast majority of active
amateurs in the nation and has a proud history of
a;:fhievement as the standard-bearer in amateur
affairs.

A bona fide interest in Amateur Radio is the only
essential qualification of membership; an Amateur
Radio license is not a prerequisite, although full
voting membership is granted only to licensed
amateurs in the US.

Membership inquiries and general corres-
pondence should be addressed to the
administrative headquarters:

ARRL

225 Main St.

Newington, CT 06111 USA

Telephone: 860-594-0200

FAX: 860-594-0259 (24-hour direct line)

Officers

President: Rick Roderick, KSUR
P.O. Box 1463, Little Rock, AR 72203

The purpose of QEXis to:

1) provide a medium for the exchange of ideas and
information among Amateur Radio experimenters,

2) document advanced technical work in the
Amateur Radio field, and

3) support efforts to advance the state of the
Amateur Radio art.

All correspondence concerning QEX should be
addressed to the American Radio Relay League,
225 Main St., Newington, CT 06111 USA.
Envelopes containing manuscripts and letters for
publication in QEX should be marked Editor, QEX.

Both theoretical and practical technical articles are
welcomed. Manuscripts should be submitted in
word-processor format, if possible. We can redraw
any figures as long as their content is clear.

Photos should be glossy, color or black-and-white
prints of at least the size they are to appear in

QEX or high-resolution digital images (300 dots per
inch or higher at the printed size). Further
information for authors can be found on the Web at
www.arrl.org/gex/ or by e-mail to gex@arrl.org.

Any opinions expressed in QEX are those of

the authors, not necessarily those of the Editor or
the League. While we strive to ensure all material
is technically correct, authors are expected to
defend their own assertions. Products mentioned
are included for your information only; no
endorsement is implied. Readers are cautioned to
verify the availability of products before sending
money to vendors.

Perspectives

Keep Talking

In the July/August Perspectives | mentioned traditional CW, RTTY and PSK31 as
examples of key and keyboard modes that can support conversations on the HF
bands rather than just rapid fire minimalist exchanges of modes like FT8.

The column resonated with several hams. Most notably Donald S. Brant Jr.,
N2VGU, was quick to remind me of the JS8 conversational mode in the JS8Call
application by Jordan Sherer, KN4CRD. JS8 is indeed a clever mode implemented
in the JS8Call application, and it encourages conversations and rag chewing activity
over weak signal paths. JS8Call was brought to the attention of QST readers by
Steve Ford, WB8IMY, in his “Eclectic Technology” QST columns of January 2019
and May 2022. Steve notes that the JS8Call application was built upon the open
source WSJT-X software framework, and it employs many aspects of FT8, but it
uses the mode in a way that can support keyboard-to-keyboard conversations. It
brings the highly popular FT8 technology to the conversationalist.

Our rules and regulations are designed to provide an amateur radio service hav-
ing fundamental purposes that include the continuation and extension of our unique
ability to enhance international goodwill, and to advance skills in both the communi-
cation and technical phases of the art. Good ideas, like FT8, can spawn other good
ideas, like JS8, that exemplify the fundamental principles of ham radio. Let’s keep
talking.

InThis Issue:
* Harry Bloomberg, W3YJ, displays a waterfall on a remote station.
* Benjamin Neveu controls an SSB receiver with a smartphone.
* Brian Callahan, AD2BA, reviews the CW Record Protocol.
» H. Lawrence Serra, N6NC, explains enhanced 40 m propagation over the
North Pacific.
» John Stanley, K4ERO, verifies the short/open method of measuring S11.
* R. Evans Wetmore, K3VFA, presents satellite path link calculations.
* Eric Nichols, KL7AJ, in his Essay Series, solves parallel complex circuits.

Writing for QEX

Please continue to send in full-length QEX articles, or share a Technical Note of
several hundred words in length plus a figure or two. QEX is edited by Kazimierz
“Kai” Siwiak, KE4PT, (ksiwiak@arrl.org) and is published bimonthly. QEX is a
forum for the free exchange of ideas among communications experimenters. All
members can access digital editions of all four ARRL magazines: QST, OTA,
QEX, and NCJ as a member benefit. The QEX printed edition is available at an
annual subscription rate (6 issues per year) for members and non-members, see
www.arrl.org/gex.

Would you like to write for QEX? We pay $50 per published page for full
articles and QEX Technical Notes. Get more information and an Author Guide at
www.arrl.org/qex-author-guide. If you prefer postal mail, send a business-size
self-addressed, stamped (US postage) envelope to: QEX Author Guide, c/o Maty
Weinberg, ARRL, 225 Main St., Newington, CT 06111.

Very kindest regards,
Kazimierz “Kai” Siwiak, KE4PT
QEX Editor



Harry Bloomberg, W3YJ

201 Delafield Rd., Pittsburgh, PA 15215; hpb @ pitt.edu

View a Watertall on Your
Remote Station with wfview

Display full screen full color waterfall displays using wfview.

In the November/December 2020
edition of QEX I describe how to use
a Raspberry Pi to remotely operate my
IC-7300. This has been highly successful.
I've earned DXCC with CW, and digital
endorsements with this station. However,
I could not use one of the Icom IC-7300’s
best features: its beautiful and colorful
waterfall display. Thanks to a new piece
of open source software named wfview, 1
can now view the waterfall and do a whole

se HmHO
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lot more, see Figure 1. It is available for
download from wfview.org and is released
under the GNU General Public License
v3.0. It installs and runs on Linux, Windows,
and MacOS. I have used it only on Linux.
The primary function of wfview is to
display the waterfall of late-model Icom
radios like the 1C-705, 1C-7300, IC-7610),
IC-R8600, IC-7850/51, and IC-9700 on
your desktop monitor. It also provides a
growing list of rig-control features like

NoMachine - Raspbecry P 4 Hormitage
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tuning, setting audio levels, and changing
modes. In addition, if you have a radio like
the IC-7610 or IC-705 that can connect to a
network, you can use a network connection
instead of a USB cable.

There are many ways you can configure
your waterfall display. You can expand it
to cover your entire desktop if you like.
You can select from many different color
schemes, some of which may require a trip
to your optometrist. You can also change

ﬂﬂalqlml.Ll0.0‘m ™ Firig Memory ) Tl 2309 « 607w [aan

Figure 1 — Screenshot of the desktop of the remote station running wfview, and sharing the screen with Fldigi, and Flrig.
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the bandwidth that will be displayed. If
you happen to see a signal of interest in
the waterfall, double-clicking on it will
automatically retune your radio to place
that signal in the middle of your band pass.
In some on-line reviews, a few hams have
criticized the entry-level IC-7300 for lacking
a video port and down-graded the IC-7610
for not using an HDMI connector for
external video. With wfview you can easily
have an external waterfall displayed on a
nice large monitor in your station.

In the case of the IC-705, the ability to
connect to the built-in wireless RS-BA1
server is more than a convenience. The
IC-705 is a wonderful radio, but it is
notorious for RFI from a USB cable. With
wfview I operate my IC-705 completely
untethered, which is liberating, simplifies
setup, and completely eliminates noise from
the USB cable. I use Fldigi in CW mode
to key my IC-705 through the wireless
connection, so [ don’t even need an external
CW keyer. Yes, when I operate my IC-705
the radio is right in front of me where I can
see its waterfall, but it’s great to see that
waterfall full screen on the 11.6 inch display
of the computer I use for portable operation.
I use Ubuntu Linux, which provides virtual
desktops. It takes just one keystroke to
switch from wfview to, say, WSIT-X or
Fldigi.

Wfview interoperates well with other
popular open source software packages like
WSIT-X, Fldigi, and Flrig. Even though
wfview talks directly to your radio, it does
not tie up either the virtual or physical USB
connection and makes it easy to share the
connection with other programs. In Linux,
this is done by creating a pointer to the
USB connection in your home directory.
For Windows, you can install a virtual USB
cable.

4 QEX September/October 2022

Likewise, wfview allows sharing
soundcards. If you're using a physical USB
cable, you use the same soundcard devices
you've always used. If using a network
connection with Linux, the developers have
provided a procedure for creating loopback
audio devices for your applications like
WSJT-X and Fldigi. On Windows, you
must install virtual connectors to physical
soundcards.

Wfview is a multi-threaded object-
oriented program written in C++. The code
is written to be cross-platform across Linux,
Windows, and MacOS and makes good use
of the gt toolkit and QCustomPlot. Although
rig control code is designed to work with
almost any Icom radio going back 30 years,
it will work best with newer radios. For
example, the program has been tested with
the IC-718, although as with other older
radios, you get only rig control and not the
nice waterfall display. The user manual has
an entire section titled “Using Older Radios”
and contains a detailed matrix of what works
on which radios.

Documentation for wfview is excellent.
It is clearly written, and unlike a lot of
documentation for open source projects,
it does not assume you're a life-long
Linux sysadmin. I followed the provided
installation directions and wfview installed
very easily and without any drama the first
time. Support is provided through an on-line
forum.

Accessibility for the visually impaired
has been considered in designing the
program. Although the program is designed
to be used with touch screens or a mouse,
the entire program can be run from a
keyboard with every operation available
by keystroke, including one to activate the
build-in 1C-7300 speech synthesizer. Many
common tasks can be performed by pressing
just a single key. Tooltips are screen reader
compatible.

There are many advanced features in
wfview I've not yet tried. One is the ability
to stream audio using wfview connected
to your radio as a server to another wfview
instance through a network as a client. You
can also use wfview as a wireless server
for a radio that does not have a network
connection like the 1C-7300.

On the wfview roadmaps arc new
core features support for more radios,
client-side DSP functions, the ability to
assist satellite operation, additional radio
controls in separate windows, an emulated
HamLib control server, Raspberry Pi
GPIO integration for peripherals and
radios without CAT commands, enhanced
program-to-program communications, and
more.

Key to the success of wfview
development is working as a team and the
principles behind open source software. The
developers and thousands of world-wide
users collaborate in ways that would not be
possible had the project been closed source.
Everybody gets to share in contributing
ideas, working on bug fixes, and suggesting
enhancements. Amateur radio really needs
to embrace the concept of source code
being like a schematic. The programs we
use ought to come with source code and
support multiple operating systems. Wfview
is developed by volunteers Elliott Liggett,
W6EL (lead developer); Jim Nijkamp,
PASE; Phil Taylor, M@VSE; and Roeland
Jansen, PA3MET.

Harry Bloomberg, W3YJ, was first licensed
in 1972 as WN3TBL. He recently retired after
working many years as a software engineer.
Harry graduared from the University of
Pittsburgh in 1979 with a BSEE degree.

He also holds a Masters of Mathematical
Sciences degree from the University of Texas
at Dallas. Harry is an alumni member of
Panther Amateur Radio Club (PARC) at the
University of Pittsburgh. He also belongs

to Mercer County ARC and Skyview Radio
Society. Harry enjoys CW contesting and
working many digital modes. He has had
three articles published in QST about NBEMS
and wrote a chapter in the ARRL Public
Service Communications Handbook on
NBEMS.



R. Evans Wetmore, K3VFA
1609 Fifth St., Manhattan Beach, CA 90266; evansw@me.com

Satellite Link Calculations

Satellite link data includes gain-to-temperature ratio and
effective isotropically radiated power.

There has been a clear rise in satellite activity, but there has been
little about link calculations that can reveal the viability of both
satellites and earth stations in making successful communications.
These calculations show how good satellites and earth stations need
to be for success.

In General

Link calculations are normally done using decibels, which
greatly ease the math required. Also, by convention, power levels
are normally stated with respect to a watt, e.g., dBW. With amateur
satellites allowance must be made for the constantly changing path
length and Doppler shift. We will not address that in this article,
since these time-varying parameters are different for each satellite/
earth station configuration.

As with any communication channel consideration must be made
for the received power and for noise. With these parameters, carrier-
to-noise may be readily determined.

Received Power
Received power is set by combining transmit power, path loss,
and receive and transmit antenna gains. Specifically:

P=P+G,-L +G, (1)

where:
P, = transmitter power output (dBW)
G, = transmit antenna gain over isotropic (dBi)
L, =path loss (dB)
G, = receive antenna gain over isotropic (dB)
P, =received power (ABW).

The antenna gains should include any feed line losses. Adding P,
and G, yields EIRP (effective isotropically radiated power) in dBW.
This makes Eq (1),

P =EIRP-L,+G, 2
The path loss between two unobstructed antennas is:

L, =20log(/f)+20log(r)+k, (3)
where:

Lp = path loss (in dB)
f= frequency (in MHz)
r = path distance (same units as k,,)

k,=-27.55 dB il ris in meters.
k,=-37.87 dB if ris in feet
k,=32.45 dB if r is in kilometers
k,=36.58 dB if r is in statutc miles.

Noise
Using linear values, the rms noise power in the received signal is:

Pn = kBTb (4)

where:
P, =noise power, W
k; = Boltzmann constant (1.38 x 107 J/K)
T'= noise temperature (K)
b = bandwidth (Hz).

Eq (4) can be restated in decibels:
P

wdBW kb':db' + 7;I.B + de (5)

where:
P,..sw = noise power, dABW
kg4 = Boltzmann constant (10 log(k))
b,p = bandwidth (10 log(b)).

The receiver noise temperature 7 in kelvin is directly related to the
receiver noise factor by:

T=290(n, 1) ©)

where:
n,= noise factor (linear value)

Noise figure N, is noise factor n,expressed in decibels, so,

n, = 10V %)
The overall system noise temperature 7., in kelvin is:
8
T =T +T.m[i—l)+np[iflj+i #
; Ul m n,
where:

T, = temperature received by antenna (K)

T,p = antenna physical temperature (K)

T,» = transmission line physical temperature (K)
Ty = receiver noise temperature (K)

1, = antenna efficiency (between 0 and 1)

1, = transmission line efficiency (between 0 and 1).
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G/T Figure of Merit

G/T is a figure of merit for the receiving part of a link, ie., an
carth station or the receiving part of a satellite. G refers to the receive
antenna gain less any losses between the antenna and the first age of
amplification. 7' refers to the overall system noise temperature, 7,
Note that the noise bandwidth b is not included in the G/7..

From the above equations, it can be seen that,
B =Py = £ )]

N

- % +EIRP—L, ~kp,z5 ~byg

where:
C/N = carrier to noise ratio (dB)
G/T = gain to temperature ratio (dB).

By rearranging terms in Eq (9), one can easily calculate the
required performance of a satellite or an earth station satellite
performance is limited, which makes its E/RP limited; this dictates
how good an earth station G/T must be in order to achieve whatever
C/N is needed for successful reception.

Normally the receive antenna gain of an earth station is specified
along the antenna boresight. However, with a satellite this is not
practical because the receiver site on the ground is often not along
the satellite antenna boresight. Therefore, for satellites a two-
dimensional G/T plot is made, thus reflecting the changing antenna
gain with respect to the boresight gain.

An lllustrative Example

Consider a 2 m downlink from a satellite with an EIRP of 0.5 W.
What sort of carth station is required for CW and SSB reception?
The values used in this example are for illustration only.

Here are the known parameters:

distance between the carth station and the satellite will be from
400 km (52.04 dB) to 1000 km (60 dB).

¢ frequency downlink is 146 MHz (43.29 dB).

o satellite ETRP is 0.5 W (=3.01 dBW).

* CW: (/N and required bandwidth is 500 Hz (26.99 dB), and
C/Nis 5 dB.

* SSB: C/N and required bandwidth is 3000 Hz (34.77 dB),
and C/N is 20 dB.

Using the above values we calculate the path loss for the two
distances:

L, so0im =43.29+52.04 +32.45

=127.78 dB
LI’:IOO()hn = 4329 + 60.00 =+ 3245 )
=135.74 dB
* For C/N =5 dB, 400 km, 500 Hz:
G

5 =?—3.01 -127.78+228.6-26.99

=-65.82 dB

N Q
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e For C/N =5 dB, 1000 km, 500 Hz:

5= %-—3.01—135.74+ 228.6—-26.99

2 =-57.86 dB
T
* For C/N =5 dB, 400 km, 3000 Hz:

5= %—3.01—— 127.78+228.6 -34.77

S 430448
T

* For C/N =5 dB, 1000 km, 3000 Hz:

5= %—3.01—135.74+228.6—34.77
b -35.08 dB
T

The most stringent G/T is —35.08 dB. If we assume a receiver
system noise temperature of 600 K, then,

600 K =27.78 dBK
G-T=-35.08
..G=-35.08+27.78=-730dB

At first glance this would lead one to feel that an antenna gain
of —=7.30 dBi is adequate. There are two reasons why this will in all
probability not be so. First, the E/RP from the satellite will not be
a steady (.5 W because the satellite antenna is not always pointing
toward the earth station. This means additional EIRP degradation
must be included. Second, another factor that degrades reception is
the Doppler shift resulting from the relative velocity of the satellite
with respect to the earth station. The effect of Doppler shift will
depend on the receiver design.

Some Final Thoughts

The most difficult factor to calculate is noise. From attenuation,
antenna side lobes, the warmth of the Earth and the sky, and so
on. For most amateur satellite links, an approximation is all that is
needed.

Amateur satellite data should include EIRP and G/T as a function
of the compound angle from the satellite. This information will make
link calculations possible. Of course, to this data must be added the
degradation caused by the dynamics of the satellite itself in orbit.

Evans Wetmore, PE., K3VIA, a ham since the 1960s,holds an
Amateur Extra class. Prior to his retirement, Evans was Senior Vice-
President, Advanced Engineering of the Fox Technology Group. As
such he was responsible for engineering and technology for Digital
Cinema for Twentieth Century Fox and for FCC and antenna work

for Fox Television Stations. He began his career at PBS where he

helped engineer and deploy the first nation-wide satellite television
distribution system. In 1979 he migrated to Hollywood to work

on Special Effects on Star Trek the Motion Picture, Brainstorm,

and Bladerunner. He is a Fellow of SMPTE and an Associate
Member of the ASC. He authored the Optical Formula section of
the ASC Handbook. Evans holds multiple patents and is a registered
professional engineer in North Carolina and California. He got his
degree in Electrical Engineering from Duke University.



John O. Stanley, K4ERO

524 White Pine Ln., Rising Fawn, GA 30738; jrnstanley @gmail.com

Verification of the Short/
Open Method of Measuring
Small Network Losses

Practical and simulated examples of its use, and of the errors are
discussed, along with their source and a correction method.

I have been researching a method to
measure loss in a network, especially useful
for antenna tuners, along with presenting
some examples of where and why the
method sometimes gives erroneous results.
The method excels when losses are low,
which is where other methods are error
prone. This document contains many
examples of the use of the method along
with both practical and simulated examples
of its use. Errors are discussed, their source
along with a correction method.

The method is very similar to the method
long used to measure coaxial cable loss, and
which has recently been refined by showing
the need to use both a short and an open on
the far end, and to take half the average (in
dB) of the two return loss values. Failure to
do so can lead to large errors in certain cases,
for example when the line is electrically
short and has high loss, combined with a
complex Z,, which is not uncommon. See
references [1]. [2], [3], [4], and [5] for recent
works on this topic.

The most lossy networks normally used
in electronics are attenuators. Some attention
will be given to how the method can be used
to measure such devices and what it means
if the method gives strange results. At the
other extreme are matching networks where
it is normally desired to have as little loss
as possible. In between are filters where
some considerable loss might be accepted
in the interest of passing some frequencies

preferentially and rejecting others.

My analysis will use SPICE (QUCS)
simulations to get a feel for accuracy of
the method, and the cases where it can
give misleading results if the limitations

3 dB Pi-Type Attenuator 50 to 50 ohms
S11s=6.13, S110=6, calculated loss 3.033
Measured S21= 3.03 ohms

R1 R2 R3
R=292 Ohm R=18 Ohm R=292 Ohm

Figure 1 — 3 dB 50 O attenuator.

are not properly understood. This will
be supplemented with real world tests to
confirm that the SPICE simulations are
realistic. The QUCS screen will be shown
in the terminated condition. The S11o/s
values are taken by adding a short or open to
the circuit and running the simulation, then
recording the values. These screens are not
shown in the interest of space.

Attenuator tesis

See the Sidebars — Definition of Terms,
and Test Method for Networks. A 3 dB
attenuator (Figure 1) was analyzed and
the simulation showed that S11s and Sllo
should both be about 6 dB. (S110+S11s)/4
should show 3 dB. This is confirmed to be the

TID LOGAG 10dB/ ~6.02dB

D, 4

-

Figure 2 — S11s (CH1 LOGMAG) as read on a nanoVNA. There is a short connected to the
output of the attenuator.
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same as the S21 (through path) calculation
to within a small error. This error can be
rounding errors or due to the resistor values
not being exactly the calculated values.

The nanoVNA (Figure 2) indicated
values near 6 dB (varying somewhat with
frequency) for a calculated loss of 3 dB
+0.05 dB. This test might seem unnecessary,
but it confirms that the pad is undamaged
and, if its label is lost, could reveal the loss
value. One can also see how perfect the pad
is vs. frequency. Of course, the nanoVNA
could also do a check using the S21
(through) connection.

A useful attenuator is the “minimum
loss” 50 to 75 Q pad (Figure 3). This
matches 50 to 75 Q with a good match on
cach end. The design can be made with
more loss than the minimum, but not less
and still have the ends matched. This shows

that the method works even when input Z
and output Z are dilferent.

This 20 dB pad will match 50 to 500 Q
(Figure 4). The calculated loss from the
S1ls and Sllo is exactly the same as the
S21 value. The perfection of the method is
ensured by the very precise values used for
the resistors. In the real world such precision
would not be possible but close enough to
make the loss calculation method useful.
What if both ends are not matched to the
network? Consider a “network™ consisting
of a single 40 Q resistor between a 50 Q
source and a 10 Q load (Figure 5). The
input (S11) will be matched, but on the
load side there will be a very bad mismatch.
With a short on the output the input will
still nearly match (S11s = —19.1 dB) but
with the open, it will not (SI11o = 0 dB).
The calculated loss will be 4.85 dB, but

S21 shows 6.99 dB. Thus, the error will be
2.14 dB, clearly a serious error. Changing
the “network”™ to a 20 Q resistor, feeding a
30 € load reduces the error to 0.38 dB and
changing it to a 10 € resistor feeding a 40
Q2 load reduces the error of the method to
0.09 dB. Further tests showed that the error
could be explained fully as additional loss
due to the mismatch at the output, S22.
That the error is due to S22 mismatch can
be confirmed by comparing the loss error
to the mismatch loss in Figure 6A and its
expanded version Figure 6B. For example,
with the 40 Q resistor, SWR is 9:1 and the
unaccounted for loss is 2.2 dB, as nearly as
can be read, compared to the calculated 2.14
dB. Likewise with the 10 Q resistor, the
output side SWR of 1.5 leads to 0.1 dB error
(0.09 calculated with the S11o/s method).
Figure 7 relates SWR to return loss in dB.

S11s=11.44dB, S11o11.44dB Calc loss =5.72dB

Rt
R=866 S nosss
7=50 z=75

= 5.72dB Pl-Type Attenuator —

Figure 3 — 50 to 75 Q2 “minimum loss”
attenuator, with 5.72 dB loss.

20dB 50 to 500 ohm pad, S21=20 dB
S$11s=40dB,S110=40 dB Calc loss=20 dB

P1
Z=50

“R3
R=52.3 Ohm R=782.7 Ohm R=1311 Ohm

R1 R2

Figure 4 — 50 to 500 (2 attenuator with 20

500 400 10 Q load
Source SWR=9:1
SWR 1:1 « 7 dB Attenuator 4~

Figure 5 — Badly designed attenuator
pad. The input (S11) will be matched, but
on the load side there will be a 9:1 SWR.

The S110/s method is not accurate for this

network.
dB loss.
5 Pl 1.00
/ / - =
T T i : //
.70
@ 3 %60 1/
2 /
o - .50
- 2 //
S 2+ e S .40
5 5 /
h-) 2.3 / 4
31 .20 /
.10 /
- - .00
5 10 15 20 25 30 35 40 1.0 15 2.0 2.5 swr 3.0 35 4.0
SWR at output of network
(A (B)

Figure 6 — Chart (A) shows the additional loss caused by a mismatch at the output of a network due to the mismatch. An expanded
version (B) allows more precision for low SWR values.

S
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Figure 7 — Handy scale for converting between return loss (RL) in dB and SWR.
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The method applied to lossless
networks

Here is an L network (Figure 8A)
to match between 50 and 200 Q. There
are no losses in the components, so there
will be no “through loss™ (S21) provided
that the components are properly tuned.
This approximates an antenna tuner that
is properly adjusted. As one would guess,
Sllo and S11s are both 0 dB since there is
simply no place for any loss to occur. With
the load removed, no resistance is found
anywhere in the network, so conservation
of energy alone says that there can be no
loss anywhere in the network — we did say
it was a lossless network. However, if the
network is improperly tuned as in Figure
8B, there will be a mismatch loss on both
ends. This will not be accounted for by
the S11o/s method. The mismatch at S11
and S22 will both be the same, which is a
characteristic of lossless networks. A return
loss of 12.7 dB equates to an SWR of 1.6
and a matching loss of 0.12 dB at each end.
This gives us a total matching loss of 0.24,
close to the 0.239 total loss calculated by the
S21 method.

This example tells us something rather
obvious. One should tune any tunable
network to a match on at least one end,
normally the end with the transmitter. If
the losses are very small, this will tune both
ends and there is no chance of a mismatch
causing additional loss. As the losses
increase, tuning one end may or may not
tune both ends as we will see in the next
examples. But even with a lossy network
it is possible to have both ends matched. In
that case the S110/s method works perfectly.

A tuner with loss that works very
well with the S110/s method

This tuner (Figure 9) is very well
matched on both ends, but has some loss
in both the inductor and the capacitors. The
S1lo/s method works very well. However,
to get this result we had to assume the same
unloaded Q for each component, which is
not realistic in that inductors typically have
a lower unloaded Q than capacitors.

Figure 10 shows an example of a T
network tuner that when matched on the
input side will have 1.09 SWR on the output
side. Nevertheless, the S11o/s method gives

Definition of Terms
S110 - is the magnitude in dB of
the return loss with the output open.

Labeled CHO LOG MAG on
nanoVNA in dB.

S11s —is the magnitude in dB
of the return loss with the output
shorted.

Labeled CHO LOG MAG on
nanoVNA in dB.

S21 — is the voltage ratio
between output and input of the
device under test. When followed
by a dB, it is the same ratio in dB.
S$12=821 for passive networks.

Labeled CH1 LOG MAG on
nanoVNA in dB.

S11 —is the complex voltage
ratio of the wave reflected from the
input of a network.

S22 — is the complex voltage
ratio of the wave reflected from the
output of a network.

S11 and S22 are best observed
on a Smith Chart display.

frequency | dBS11 | dBS21 dBS22 N \
b M e o |8 | ey e
S11s=0dB, S110=0dB, Calc loss =0dB | | : '”;__ i
LYY ® INRR .- M =T
L1 il 488 . oS
/] L=1.378 uH AP
C1 3 / ’ ;r;qslﬁnc;s %02e+06
Z=50 C=137.8 pF -60- \ o
- — i " . frequency: 6.02e+06
dBS22: -58.9
i ® 4 ] :
frequency
frequency | dBS11 | dBS21 | dBS22 (A)
1e07 -12.72 |1 -0.239 | -12.7 Pi tuner with nearly the same QU for all components
S11s=.512, S110=.463, cal attn=.24375 S21=.244

S11s=0dB, S110=0dB, Calc loss =0dB L1 R2
~ L=2.27uH R=5000
| Ed Z=200
' L=1uH e i
C1 + Z=100 Z=100
| Z=50 1 C=137.8 pF c1 — = 1
— " C=150pF I L _— C2 -
— = = R1 _: > = = C=150pF
- (B) - R=5000 R3
(B)  R=6000

Figure 8 — L networks (A) and (B) used to show that

mismatched loads cause S21 loss.

Figure 9 —The response (A) of a lossy network (B) that is

matched on both ends.

QEX September/October 2022 9



the correct answer to three decimal places.
This is because a 1.09 SWR, as shown
in Figure 6B, introduces no significant
amount of mismatch loss in addition to the
calculated value. Figure 18B will confirm
this.

In contrast to the above example, Figure
11 is a case where the S11o/s method
gives significant error. Matching into a low
resistance load, which commercial tuners
often do poorly, we see that the calculated
value is 1.36 dB, whereas the true loss is
1.67. This extra 0.31 loss can be explained
by noting that the mismatch on the output
side 1s 9.32 dB return loss, or 2.05 SWR,
which from Figure 6 and Figure 7 shows
an extra mismatch loss of 0.26 dB. In this
example, the method is not very accurate,
but it does serve to warn that the tuner loss
is high.

dBS11| SWRin
522 |1

dBS22
-215

SWRout
1.09

dBS21
-0.193

S115-663 dB,S110-.109 dB Cal loss = .,193 dB

R=0.8 Ohm
L=6340nH OU
Z=150

Figure 10 —Typical T network tuner.

. frequency | dBS11 | dBS21 | dBS22
- 1e07 -29.06 | -1.67 |-9.32

S11s=.5.32|ciB, S110=.155dB, Calc loss =1.36dB
I

I
c1'! Z=10

: Cc2
L1 C=179 pF
C=105 pF 4
7=50 L=930 nH
— L1loss —
— Lossy T match R=2 =
—— Qu=30

Figure 11 —T match tuner feeding a low

Zload.
frequency | dBS11 | dBS21 \ dBS22
—11e07 -34.45 | -0.756 ‘ -15.1

S11s=2.59|(iB, S110=.2185dB, Calc loss =.702dB
B

C1“

Cc2
L1 C=386pF
C=230 pF 1
. L=490 nH
= LossyTmatch SL1loss =

—— Qu=30

Figure 12 —T match better adjusted for
feeding the low Zload.
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If we use less L and more C in tuning
to this 10 Q load (Figure 12) we find that
the calculated loss is halved, and the error
is reduced from 0.31 dB to only 0.054 dB,
that is, it is reduced by 80%. This further
illustrates that the S11o/s method is very
accurate for low loss values, but has more
error when the losses are higher. We also
notice that as losses go higher, the match
on the output side is worse when we match
the input side. This is what causes the error
to increase.

How unbalanced loss in tuned
networks causes a mismatch on
the output end

What causes the mismatch on the output
side as we tune for match on the input side?
It seems it is not just loss in the components,
but unmatched loss between the series and
shunt elements that is the problem. If it
were only loss that causes the problems,
the attenuator pads would not work at all
with this method, since they have very high
loss. But we know that an attenuator that is
missing the shunt resistors fails badly in this
measurement method. Antenna tuners can
make the Z looking into the network be 50
€ even for loads that depart considerably
from 50 + jO Q. However, it is not always
realized that the output side of the tuner does

Figure 13 — Model of a transmission
line with loss.The Rand G represent the
resistance in the wire and the leakage in

the insulation.

not necessarily provide a perfect conjugate
match to the Z looking into the transmitter
end of the coax. This problem is caused by
“unbalanced” losses in the tuner.

It has been known for many years that
transmission lines, which are a type of
network, may not have the same losses in
the conductor as it has in the insulating
medium. An ideal transmission line (Figure
13), which is modeled as an infinitc number
of infinitesimal pi or T networks will
have an inductance L per unit length, and
capacitance C per unit length and with no
losses, the Z; will be:

0

7 = R+ joL
G+ joC

i \/E.Howcver, including the losses,
C

0

If the amount of loss in the inductors
(conductors) is equal per unit length to the
loss in the capacitors (insulators) the line
will have a purely resistive Z;, typically 50
Q for coaxial lines and 600 Q for balanced
(telephone) lines. When the two types of
loss are unequal, strange things happen. The
7, of the line will be complex. On telephone
lines this causes problems that were solved
by inserting additional inductance every
mile or so (the familiar 88 mH chokes)
so that the ratio of L/C and R/G will be
the same, see: https://www.prc68.com/I/
Inductors.shtml.

When loss is added to a circuit, the match
points on the input and output move away
from a match but in opposite directions. If
we adjust for a match at the input S11, as
is normally done, the output mismatch S22

Tr2 151
L1=.27 uH
_L2=2 uH

k=0.9 500

_ Z=50 Ohm
=] (A)

S110=1.6, S11s=0 Calc loss=.4dB
(Adjust C1 to 200 pf for S110)
S21=.414dB

Tr2 1 2> R1

L1=.27 uH R=5000 . C2 —L
, L2=2 uH C=100 pF

k=0.9 — c1 Z=500

C=100pF T

(B)

Z=50 Ohm

Figure 14 — Effect of matching the input
of a circuit with unbalanced losses
between the series and parallel elements.

Figure 15 — Link coupled tuner (A) for
balanced loads. In (B) part of C1 is put on
the output to represent a reactive load.



will be pushed further away from a match
when the losses in the tuner are unbalanced
between the series and shunt elements. This
is illustrated in the Smith Chart of Figure 14.

With coax, we simply live with the issues
as they are usually quite small. To see how
small, put a 50 € load on a coax using the
TLW program and see what the Z,, is at the
input end of the coax. It will be close to 50
€2 but not exactly that due to the complex Z,
of the coax.

What about reactive loads?

All of the simulations done to this point
have had resistive loads. In the real world,
loads such as antennas are often reactive.
Previous testing methods for tuner loss have
typically allowed only resistive loads to be
evaluated. In the example here (Figures
15A and 15B), the 200 pF capacitor, C1, was
divided between C1 and C2 and in parallel
with the 500 Q resistive part. Each of these
was set to 100 pE. This represented a load
with a negative parallel reactance. When the
short was applied, the S11s value was the
same with either tuner. However, when the
open was applied in the Figure 15B circuit,
thereby removing both the 500 Q load and
the 200 pF part of the load, the network
was detuned and the S11o value was not
the same as in the above example. Thus,
the total loss calculation was incorrect.
However, by adjusting C1 to 200 pF instead
of the 100 pF that remained, the method
worked well. This illustrates that when a
reactive load is involved, adding the short
or open can pull the tuner out of resonance.
Since loss is maximum at resonance as
circulating currents increase, it was evident
that when loads are reactive, one must retune
to resonance when doing the S11o or §22s
loss measurements. This adjustment should
be made only to the component on the
output side of the tuner when possible. This
could be either a series or parallel element,
and cither an L or a C depending on the tuner
configuration.

Figure 16 is a T match feeding a reactive
load. Tt is adjusted to resonance. The
capacitor labeled jXc¢ is the reactive part of
the load while the R is the real part. This load
reactance affects the resonant frequency.
When the open is applied to the network,
C2 is effectively removed from the circuit
as one end of it is floating. When the short
is applied, C2 is active, but the capacity
in the load is not. C2 must be readjusted
to resonance, which puts the effect of
the reactive part of the load back into the
circuit. If the short could be connected to the

junction of the real and reactive part of the
load, the resonance would not shift, but that
is not possible.

In some cases, it may not be possible
to re-resonate the network. This could be
due to limitations in the adjustment values
of the output component or inability to
adjust that component manually in the case
of an autotuner. If resonance cannot be
restored when making the measurements,
the calculated loss will be less than the true
value. This is in contrast with the errors that
result from output mismatch, which always
add to the measured value. Apart from
adding an external component to extend the
match range of the network, I have no other
suggestion as to how resonance could be
restored when either of these problems exist.
We can consider this condition to represent
a case for which this method is not suitable.
It will only exist with highly reactive loads,

jXc

Figure 16 — T match with a reactive load.

probably those barely within the tuning
range of the network itself.

To see if this method is limited to T
networks, a simulation was made of a
link coupled balanced tuner, Figure 17,
which shows a plot of S11 with the load
disconnected (S110). The resonance was
restored by tuning C5 so that the Sllo
was maximum at the test frequency. Since
resonance increases the current in the
network, loss is maximum at that frequency.
The Smith Chart display provides a quick

Test Method for Networks

Install a load (resistor or antenna)
on the output of the antenna tuner.
Tune for best match. Remove the
load and put a short on the output,
record S11s. Replace the short with
an open and record S110. Add S110
to S11s and divide by 4. This gives
the loss of the network.

If the load is reactive, as is typical
with antennas, you must readjust to
resonance (where the S11 value is
worst) before taking the S11 values,
using only the tuner adjustment that
is at the output of the network.

Johnson Matchbox, load is reactive
C2 and C3 adjusted to have match
S5115=.132 S110=1.59, with open
re-resonate via C2 and C3

calloss 43 521= 423 dB

Lr1 | C1
R=1 Ohm

Tr1
L1=27uH
L2=10 uH
N
IC5

C=180 pF

C=400 pF

C2 .
C=40pF S!

C3
C=40pF =

—-----

N2 Z=50 J‘ C=400 pF
— Lr2 |
. R=1 Ohm
0 1
frequency. 3.59MHz
dBS11:-159
@ -11
o
-2

3 32 34 36 38 4
Frequency MHz

S[1.1]

Figure 17 — Analysis of the Johnson Match Box tuner.
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look at losses. With either the short or open,
one wants the curve (o be as far from the
center as possible indicating a load that is
mainly reactive. One can also see that at
resonance the loss is greatest. This is the
point where the curve crosses the jX=0) line.

The inductor was modeled with series
resistors that represent its finite unloaded
Q value. The loss was calculated by S21
to be 0.423 dB. The S1lo was then scen
to be 1.59 dB and the S11s was 0.132 dB.
This gave 0.43 dB total loss. The input was
matched at the expense of the output match.
Since the output mismatch was small,
the error was not significant (0.007 dB).
When the open was present, the resonant
frequency shifted above 4 MHz. Adjusting
C2 and C3 to 400 pF each brought it back
to resonance at 3.59 MHz. But it is not
possible to adjust C2 and C3 apart from C1
and C2 in the real world Johnson Matchbox
(Table 1) because they are ganged with C1
and C3, so resonance was also tried instead
by adjusting C5. This gave essentially
the same result. Real world tests with an
actual Johnson Matchbox showed similar
behavior. The main “Tuning” dial (C5) was
used for resonance, not the “Matching” dial
(C1-C4).

Error correction for high loss
values
Even though the S1lo/s method does

even if itis difficult or impossible to measure
them as will normally be the case with all
but 50 Q2 loads.

WARNING: Cases where the tuner
was cither not properly tuned, or the tuner
not re-resonated when testing a reactive
load, are not correctable as they represent
blunders in applying the method, not errors
in the method itself.

A plot of S110/s measured values vs. S21
values shows that the errors are small when
the loss is small. They are also small when
the shunt and series arms of the network
are equally lossy, which makes the S11o
and S11s values nearly equal. When losses
are more than 1 dB, the mismatch at the
output can be large when tuning for match
at the input. If we know the mismatch at
the output, we can calculate the mismatch
loss using the SWR vs. mismatch loss
charts of Figure 6. This works fine with
simulations, but with real world networks
may be difficult or impossible. But we can
estimate the expected error by taking the
absolute value of the ratio of S11o and S11s
readings. If the S11o and S1ls value ratio
is close to 1, the error is negligible. If it is
about a three to one ratio, the error will be
near the curve labeled 3 in Figure 18A. If
the ratio is over 40 to one, the error will be

near the infinity curve. The additional loss
due to mismatch then can be added to the
S1lof/s calculated loss for a corrected value.
An example from Figure 18 would be a
tuner that measures 3 dB with the S1lo/s
method. Its true loss would be between 3
and 4 dB depending on the S22 mismatch
loss. Which of these is closest to the correct
value can be estimated from the absolute
value of the S110 to S11sratio. If that ratio is
near 3:1, the curve labeled 3 would give the
excess loss estimate, so we would assume a
true loss of 3.26 dB. If the ratio is high, true
loss could be 4 dB.

These curves were derived from the
results of many simulations. I believe they
are accurate to within about 0.05 dB for high
losses, and 0.02 for low losses. It is likely
that formulas could be developed to provide
a more exact correction factor, but I have not
attempted that. There seems to be a definite
relationship between S1lo, S11s, S22 and
the error value. When errors are present, the
actual loss is more than the measured loss.
Even without correction, this method can
serve to indicate that the load being matched
is not being fed power in an efficient way.
Either readjustment or redesign of the
network may be called for.

Table 1 —Tests on the K4ERO Johnson Matchbox.

not account for additional loss due to a freq.. MHz  Load, Q Stlo, dB S11s,dB  Loss, dB  Efficiency
mismatch at the output, there is a way to 3.7 68 1.4 1.0 0.60 87.1%
estimate those losses fairly accurately. The 3.7 390 0.96 0.91 0.47 89.9%
charts of Figure~18 were devised to allow 5 - 1k 0.73 0.83 0.39 91.4%
one to account for the losses due to S22,
0.25
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Figure 18 — Correction factor (A) for networks where the S110 and S11s values differ. Use the curve corresponding to the
absolute value of the S110 and S11s ratio. (B) shows an expanded scale for low values of calculated loss.
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John Stanley, K4ERQ has contributed
many articles to QST, QEX and other ARRL
publications. He co-authored two chapters
in the NAB Engineering Handbook. John
received the ham call KNAERQO 67 years
ago and has been active ever since. John,

aided by his wife of 53 years Ruth, WB4LUA,

spent most of his working life doing training,
consulting and other engineering work

at Christian shortwave stations in many
countries . They now live on Lookout
Mountain in Northwest Georgia.
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Upcoming Conferences

ARRL/TAPR Digital

Communications Conference

September 16 — 18, 2022
Charlotte, North Carolina
www.tarp.org

The 41st Annual ARRL/TAPR Digital
Communications Conference (DCC) is
scheduled for September 16 — 18, 2022,
in Charlotte, North Carolina.

Make your reservations now for three
days of learning and enjoyment at the
Hilton Charlotte Airport Hotel. The DCC
schedule includes technical and intro-
ductory forums, demonstrations, a
Saturday evening banquet, and an in-
depth Sunday seminar. The DCC is for
everyone with an interest in digital com-
munications — beginner to expert. See
website for details. Note that all plans are
subject to change due to Coronavirus.

Conference papers will be distributed as
PDFs to DCC attendees. Printed copies
of the papers will be available for sale at
Lulu (www.lulu.com).

6th Annual 2022 Pacific
Northwest VHF Society
Conference

Oct 7 - 8, 2022
Salem, Oregon
www.pnwvhfs.org

The 6th Annual 2022 Pacific Northwest
VHF Society Conference will be held
Friday — Saturday, October 7 — 8 at the
Holiday Inn Hotel, 3301 Market St. NE,
Salem, OR 97301. Conference registra-
tion is $65 before October 1, or $75
thereafter and at the door. See website
for more information.

40th Annual AMSAT Space

Symposium

October 21 - 22, 2022
Bloomington, Minnesota
www.amsat.org

The 40th Annual AMSAT Space
Symposium will be held October 21 —
22, 2022, at the Crowne Plaza Suites
hotel in Bloomington, Minnesota.

Call for papers: Proposals for sympo-
sium papers and presentations are
invited on any topic of interest to the
amateur satellite community. We request
a tentative title of your presentation as
soon as possible, with final copy submit-
ted by October 14 for inclusion in the
symposium proceedings. Abstracts and
papers should be sent to Dan Schultz,
N8FGYV, at n8fgv@amsat.org.
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H. Lawrence Serra, N6NC

1135 Torrey Pines Rd. Apt. 2C, La Jolla, CA 92037; hiserra@gmail.com

Why Summer 40 m Propagation
Is So Good Between Japan
and the US Pacific Coast

Summary of an investigation into the physical causes of
enhanced 7 MHz summer trans North Pacific propagation.

ForsevenmonthsIcheckedeverysourceof
data available, consulted RF, oceanographic
and meteorological experts, researched and
dismissed competing meteorological and
RF theories, and concluded that enhanced
40 m CW summertime trans North Pacific
propagation is the result of smooth sea RF
reflection points under huge summertime
Pacific high pressure areas

CW Skimmer as a Propagation Tool

In 2008 Alex Shovkoplyas, VE3NEA,
invented the CW Skimmer software. 1 saw
the opportunity for a local skimmer to be
an effective contest and propagation tool, so
with an SDR I was set to monitor and log
nightly 7 MHz CW signals received at my
San Diego, California location. From San
Diego, 7 MHz had always provided excellent
nighttime propagation to DXpeditions on
the Pacific Islands, so I was interested in HF
propagation between San Diego and Japan.
At the same time I designed and installed
at my location, 700 yards from the Pacific
Ocean, a 40 m 2-element parasitic vertical
array aimed directly at Japan and the Asian
coast, bore-sighted at 315°, and a switching
network to feed the antenna to the SDR and
CW Skimmer from 9 pm to 9 am local time
to monitor nighttime CW signals from the
Asian coast.

This was useful for a year, showing me
occasional JA call signs received overnight
across the Pacific. Then on a Saturday
morning, July 24, 2010, I looked at the call
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Figure 1 — PROPLAB 3-hop Tokyo — San Diego model for July 24,2010, with
superimposed data.

signs collected overnight by CW Skimmer

and discovered 141 JA call signs recorded
between about 07:00Z and 15:00Z (12
am — 8 am PDT). 80% of them were in
the 3 hours between 08:00Z — 11:00Z
(1 am — 4 am PDT). I remember being
astonished, because the CW Skimmer had
never recorded more than a couple of JA 7
MHz call signs overnight, and I noted the
event in memory.

Investigation
JEICKA: I emailed contester Tack
Kumagai, JEICKA, to ask him why 1

received all those calls at one time. He said
it was the date of the annual Japan summer
domestic CW contests, but what astonished
him was that 85% of the call signs were
from 5 watt JA CW stations!

USN Radio Ops: I tried to locate retired
USN radio operators who had sailed the
Pacific in WWII to learn their anecdotal
understandings of summertime 7 MHz
propagation, but sadly most had passed.

Reverse Beacon Network (RBN): I
checked the RBN data for July 24, 2010. My
N6NC 141 RBN JA spots represented 14%
of all RBN 7 MHz JA spots from all around



the world on that date, an unusually large
percentage. The average signal-to-noise
ratio of those 141 reported JA call signs was
10.9 dB.

WSPR, PSK, GPS TEC Data: I exam-
ined data from WSPR and PSK Reporters,
GPS satellite Total Electron Content (TEC)
data, gray line enhancement and PMSEs.
Specific data was either inapposite, or did
not exist for July 2010.

VOACAP Propagation Data: VOACAP
propagation data is available online to hams
with interfaces such as Jari Perkiomiki’s,
OH6BG, app voacap.com/hf/ and Alex
Shovkoplyas’, VE3NEA, HamCAP
program dxatlas.com/hamcap/.

I studied VOACAP data. I used both ham
interface programs and ran the VOACAP
profile for 7 MHz (40 m) on July 24, 2010.
To my surprise, the data showed the 7 MHz
month of July propagation circuit reliability
between Tokyo and San Diego to be
between 90% and 100% for 5 — 6 hours/day
based on years of VOACAP data.

K9LA PROPLAB Model

I corresponded with propagation guru
Carl Luetzelschwab, K9LA, an RF engineer
with industry experience and many amateur
propagation experiments, to see if he had
any idea what caused the trans Pacific
propagation anomalies. Carl generally relies
on the data from ionosondes located at the
middle of propagation paths to determine
what and how many ionospheric hops have
occurred to complete the HF circuit, and
he modeled for me in PROPLAB a 3-hop
potential 7 MHz path (Figure 1).

So a PROPLAB-predicted 3-hop, 2 sea
surface reflection path actually existed, and

my 10.9 dB SNR average for the 141 JA call
signs on July 24 was not entirely anomalous,
but an unusually good time of the year for 7
MHz trans Pacific propagation.

Path-End lonosondes

Unfortunately, there are no ionosondes
located along the great circle path between
San Diego and Tokyo across the North
Pacific, depriving us of vertical ionospheric
data along the path. I discovered that there
were ionosondes located close to each end
of the propagation path, so I checked the
archives of the Wakkanai-Hokkaido, Japan
and the Point Arguello/Vandenberg AFB
(Los Angeles) ionosondes for data at each
path end. I noted that virtually the entire
North Pacific along the path was in the dark
on that date; darkness generally reduces the
MUF along the path.

The Wakkanai and Point Arguello
ionosondes both reported vertical overhead
MUFs of around 3.3 MHz, too low for 7
MHz propagation. However, I noticed at
the bottom of the ionosonde report charts
for July 24, 2010 that a table showed
slant range MUFs based on low angle
waves traveling long distances through a
cumulatively denser ionospheric electron
layer determined by the length of the
hop. This scale showed at ~1550 km
seaward from each coastal ionosonde — the
midpoint of a ~3100 km hop — the MUF
was as high as 12.4 MHz, good for 7 MHz
propagation. The total electron density
at 1550 km seaward from each path end

caused a refraction in the ionosphere of

the low angle 7 MHz HF wave back down
toward the ocean’s surface at a point 3100
km further seaward from both ionosondes.
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Figure 2 — The concentric shapes indicate RF graze zone / reflective sea surfaces on
north Pacific synoptic weather chart.

RF waves refract in the ionosphere, and
reflect from the ocean’s surface. Refraction
produces the offset image you see when
you place a ruler in a glass of water. These
slant range MUFs meant that with a similar
middle hop, the 3-hop path completed and
would connect the two hops emanating
secaward from each coast.

PROPLAB Ray Trace Models

I returned to Carl’s 7 MHz 3-hop
PROPLAB model ray paths across the north
Pacific on July 24, 2010. The three-hop
model showed a 90%-100% reliable 7 MHz
VOACAP circuit in July between Japan
and the US Pacific coast based on years
of VOACAP data. But due to ionospheric/
atmospheric absorption, and likely rough sea
reflection losses, I initially thought the 3-hop
path across the Pacific was unlikely. That is,
until T went back and reviewed the detail of
the VOACAP data which showed the takeoff
angle (TOA) of the strongest signals for the
date, time, and ionospheric condition. The
VOACAP TOA graphs showed maximum
transmitted signal strength at 8° and 10°
elevation TOAs. The EZNEC model of
my two element, 40-meter parasitic array
aimed at Japan showed a maximum signal
elevation angle of 10° and +8 dBi gain.

While there is no direct correlation
between TOAs and AOAs (angles of
arrival), in discussions with Carl, K9LA,
we concluded that the low angle, strongest
TOAs from Asia usually arrive strongest
here in San Diego at close to the same low
AOAs — within £0° to 2°. In this case both
maximum signal TOAs in Japan (8° and
10°) and the 10° maximum signal elevation
angle of my vertical array in San Diego
were the same. I concluded it is unlikely for
a 10° TOA to be received at a substantially
different AOA, barring the infrequent
occurrence of certain atmospheric and
meteorological conditions, which did not
exist on July 24, 2010.

Interferometer

To verify the assumption about TOAs and
AOAs, I created a make-do interferometer
with which to gauge the AOA of HF RF
signals at my QTH. Over several months
the interferometer was tested on shortwave
signals from around the world. Remarkably,
almost uniformly, the reported AOAs of
these HF signals were within 0° to 2° of the
reported VOACAP TOAs at the transmitter
locations, confirming the 10° TOA and AOA
of the JA RBN spots.
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Smooth Sea, Calm Water RF
Reflections

Ina2017 CQ Magazine article [1], David
Day, N2DAY, suggested that data analysis
showed a likelihood of stronger US ham
160 m CW spots recorded in Europe when
the Atlantic Ocean wave heights were less
than 3 m (10 ft) high. Earlier US Navy
and other research papers generally did
not address smooth sea propagation under
summer North Pacific Ocean high pressure
centers, but the Day article tended to
confirm my guess about smooth sea states
enhancing signal strengths.

I found recent papers [2], [3] dealing with
the issue of the RF reflectivity from smooth
or rough ocean surfaces. Li [2] contended
that for a smooth ocean surface, RF waves
refracted down from the ionosphere were
reflected as specular waves off the ocean
surface — that is, near perfect reflection,
angle of incidence equals angle of reflection
— and incur virtually no loss in reflection
off the smooth ocean surface. Wang [3]
shows the same result — near lossless HF
wave reflections off a smooth sea surface,
and zero loss in the ionosphere.

Specifically, Figure 3 in [2] gives the
reflection coefficient for the calm sea vs.
frequency. At 7 MHz, it’s about 0.975. Thus,
2010g(0.975) =—0.2 dB. For the rough sea in
Figure 4 of [2] the reflection coefficient at 7
MHz is about 0.5, so 20log(0.5) = —6 dB.
That shows 5.8 dB more loss per reflection
from a rough sea compared to a smooth sea
[4]. Smooth sea could make the difference
for the propagation of weak JA CW signals
on July 24, 2010.

All this suggested Carl’'s PROPLAB
three-hop 7 MHz path for July 24, 2010
was increasingly likely. But of course, this
assumed smooth sea at the ocean reflection
points of the HF waves. How could one ever
assume that anything as big as the largest
ocean in the world would have smooth sea
areas’

Mariners’ Observations of Dead
Calm Under Summer North Pacific
Highs

I discussed my findings with a 40-year
sea-going captain ham friend, and we
both concluded that a physical cause
for the propagation most likely was the
summer North Pacific highs. Any sailor
who has participated in the summertime
TRANSPAC Race from Los Angeles
to Hawaii knows that the easterly-most
summertime North Pacific high is the bane
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of racing sailors, because the high(s) — oval
blobs sometimes stretching 800 miles wide
on an E-W axis — must be skirted in order
to avoid sailing through their middles where
the water is often dead calm, mirror-flat with
zero wind. Quoting from [S]:

“Within this high pressure area, winds
typically are light or nonexistent. In June
or July, for example, winds outside the high
might range from 10 to 25 knots, whereas
winds inside would range from 0 to 10
knots, the lightest wind strengths being
positioned near the center. Indeed, when our
sailboat has been positioned near the center
of the high, we've seen a mirror-smooth,
seemingly painted ocean. Sometimes the
only thing left to do is to swim in 18,000 feet
of ripple-less, crystalline water.”

Sailing through these annually occurring
highs is likely why Ferdinand Magellan
named it the “Pacific”’ Ocean. See, generally
[6] about summertime North Pacific wind
conditions.

I compared the highs to Carl’s PROPLAB
three-hop, 7 MHz trans-Pacific path and
found them to closely coincide on a slightly
south-skewed path (Figure 2).

HF great circle propagation paths can
often be skewed +50°off the center of the

path [7]. From [8], “Evidently, with the path
under midnight conditions, ionization has
diminished to where the great circle signal
is no longer supported, but a signal from a
scatter region to the west is capable of being
propagated.”

Multiple Diffuse Scattering

Even more likely, the low sea state on
July 24, 2010 could likely have enhanced
the specular RF wave arriving at San Diego
by means of multiple diffuse scattering,
whereby the received signal is the sum of
all possible paths — not only the specular
wave.

From [9], “Multiple diffuse scattering
can occur for every launched wave that
reflects from the ionosphere; the received
signal is the sum of all possible paths, such
as the one shown in orange, not just the
specular reflected ray shown in red.” See
Figure 3.

Path Wave Heights

The National Weather Service (NWS)
archive charts showed model-predicted
maximum wave heights of 1.5 m (5 ft)
during that time, see Figure 4. But the

v
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Figure 3 — lllustration of multiple diffuse scattered waves on a 2-hop model.

Wave Heights at Reflection Points

Figure 4 — NWS archival wave height chart for July 24,2010.



actual wave heights were even lower than
1.5 m. The NWS notes state that its wave
heights were calculated to warn mariners
of the highest potential wave size they
might encounter 48 hours in the future, and
that the data for the wave height modeled
predictions consider only the top one-third
of wave heights likely for that period. This
calculation excludes data of two-thirds of
the wave heights possible, which are much
lower than the 1.5 m shown on the NWS
prediction chart. Sailors know that wind
speeds and their resultant waves are highest
during the day because the addition of solar
radiation energy increases air movement,
and that wind speeds drop at sunset and
overnight in what sailors call the “Evening
Lull.” The July 24, 2010 event was at night
over the darkened North Pacific. Evaluating
all this in context convinced me that the
NWS-modeled possible maximum wave
heights under those highs likely exaggerated
the actual surface wave heights between
Japan and San Diego during the dark North
Pacific night on July 24, 2010.

As we guessed, archived satellite
coverage of the mid-North Pacific in 2010
is scanty, but my SIO classmate Gabi
integrated satellite data of North Pacific
wave heights near the two PROPLAB
ocean reflection points at 2.5 hours after the
July 24, 2010 propagation event. The data
showed actual wave heights — “ground
truth” — of between 0.77 mto 1.1 m (2.5 ft
to 3.6 ft), with the majority of wave heights
around 1.0 m (3.3 ft).

Eureka! That is a smooth sea for any
ocean. This data confirmed that the NWS
wave height prediction of 1.5 m was at least

33% higher than actual wave heights on
July 24, 2010. So I believe I found some
answers to what enhanced the 7 MHz CW
propagation across the North Pacific on July
24, 2010 and allowed all those weak JA call
signs to be copied by my San Diego CW
Skimmer: smooth sea reflections of refracted
specular and multiple diffuse scattered 7
MHz rays under North Pacific high pressure
areas.

Data Checks

See Table 1. VOACAP /NWS: to be sure,
Iresearched the 12 year period 2010 to 2021
in the NWS archives for the locations of the
North Pacific highs on each July day of the
JA domestic CW contests, and the highs
were there each year, but not in winter where
in January 2010 lows with 7 m (23 ft) wave
heights and 45 kt (52 mph) took their place
— rough seas! The VOACAP data showed
only one hour of 90% 40 m propagation at
16:00Z (08:00 PST) for January compared
t0 5 — 6 hours in July.

RBN: I researched the RBN archives
again for reported high JA spot numbers
by west coast stations on the days of the
July JA domestic CW contests each year
from 2010 to 2021. I could find no other
southern California CW Skimmer reports
besides my own, so I relied on regular RBN
40 m reports from Robert Wilson, N6TV,
in Santa Clara, CA (LAT 37° N) and Jack
Reed, WATLNW, (also LAT 37° N) in mile-
high, radio-quict Utah. Both CW Skimmers
reported regularly over the 12 years. Of
twelve month-of-July 7 MHz JA high spot
count days over 12 years, six showed NWS
corrected day of “seasanal” wave heights of

I mor less, three of 2 m or less, two less than
3 m, with one outlier.

Ap/Kp/Wave Heights: T checked the
space weather Ap/Kp indexes and wave
heights for the July dates cach year from
2010 to 2021. For the July high JA RBN
spot dates there was a correlation with Kp
index values between 0 and 1.7 (Kp range
of 0—3) and/or NWS-reported wave heights
of 2 m or less (likely corrected ground truth
wave heights of 1.34 m or less), but no
correlation with any Ap index values (Ap
range of 2 — 15).

Conclusion

It took a decade, but I believe I've solved
the mystery of the normally good, but
sometimes superb, annual summertime 7
MHz propagation across the North Pacific.
What I experienced on July 24, 2010, and
what other western US stations experienced
over 12 years, was regular good 7 MHz
summer propagation across the North
Pacific enhanced by the presence of the
relatively smooth ocean surfaces below
the regularly occurring Pacific highs. The
smooth sea reflections likely reduce loss
and produce composite stronger RF signals
at the path end than rougher seas would
produce.
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Table 1 —Tabular data of RBN western US-JA 7 MHz RBN spots 2010 to 2021

(a) RBN US West Coast JA Spots.

(b) Great Circle Pacific Wave Heights (NWS Maps & Satellite).

Pacific highs are present in all data.

Year (a) (a) (a)
WAZLNW N6TV  N6NC

20107/24 N/A N/A 141
20117/23 172 N/A N/A
20127/21 76 226 33
20137/27 187 N/A 96
2014 7/26 168 N/A 3
20157/25 128 N/A N/A
2016 7/26 58 297 N/A
20177/22 1 243 N/A
2018 7/21 342 410 N/A
20197/20 128 115 N/A
20207/18 151 96 N/A
2021 7/17 269 51 N/A

(a) N6WIN /
WBYX

(b) Wave
Heights

0.77m-1.0m (Satellite data)

2.5m-4.5m
2.0m
1.0m
2.0m-3.0m
1.0m

N6WIN, 236  2m

WeYX , 377

10.7 cm SSN  A-Index K-Index
SFI AP Kp1
85.5 47 4 1.7
86.3 43 7 2.3
104.6 29 8 2.3
109.3 68 9 2.7
114.6 58 6 1:3
93.7 34 7 2.3
88.9 27 7 2.0
90.4 0 15 3.0
702 12 10 1.7
68.3 0 2 0
68.1 0 3 1.3
78.1 48 3 1.0
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A First Commentary on the
CW Record Protocol

A review of the CW Record Protocol with responses
to suggestions, critiques, and additional features.

The CW Record Protocol [1] garnered
a healthy amount of attention since
publication. A number of amateur operators
wrote to give me support, provide critique,
and suggest additional features that I had
not considered in my original formulation.
Others expressed interest in a tangible
implementation of the protocol through
hardware and software.

As mentioned in the original article,
follow up articles to address commentary
and detail further development would be
forthcoming. In this article, we will review
the CW Record Protocol, introduce and
respond to the three major suggestions,
critiques, and additional features offered
by amateur operators — who graciously
took the time to respond to the original
article — consider the potential pedagogical
and outreach potential for the CW Record
Protocol and novel protocol development
writ large, and finally conclude with a look
towards continued future work.

Because future work and the next major
article on the CW Record Protocol will
focus on a software-based implementation,
the addressing of suggestions, critiques, and
additional features will not necessarily make
adirect attempt to refigure the protocol itself
with these additions. Rather, the goal of this
article is to gauge directionality of these
additions and responses to them in order to
guide the initial software implementation.

As with the previous article, comments,
criticisms, and suggestions from the public
are solicited and welcome. It continues to be
my hope that these articles spur a continued

interest in protocol development at all levels
of complexity.

A brief review of the CW Record
Protocol

Building off previous work by Intel in
their HEX Record format [2] and Motorola
in their S-Record format [3], the CW Record
Protocol provides two important features
that cnable the transmit and reception of
binary data over Morse CW. First, inspired
by the work from Intel and Motorola, data
content is broken down into manageable
chunks, known as records, that are then
encoded in such a way as to reduce the
time to transmit messages. Second, the
CW Record Protocol provides a semi-
standardized sequence of events that dictates
how the data is to be transferred: stations
establish communications by any agrecable
method such as a routine QSO, then
begin rounds of transmit, error checking,
and record re-request, followed by a data
termination response from the receiving
station (data termination does not imply
termination of communications). Stations
can then continue what may be an otherwise
typical QSO or terminate communications.

Suggestions, critiques, and
additional features

[ was fortunate enough to receive a
number of comments and critiques from
the original article as well as a presentation
given during the August 2021 QSO Today
Virtual Ham Expo [4]. The majority of

this article will be spent addressing the
three most major suggestions, critiques,
and additional features discussed in those
conversations. These are presented and
addressed in no particular order.

Unambiguous start record characters

The first critique we will address centers
around the potential fragility of relying on
a specific number of dit time-units between
records. Instead, it was suggested that we
follow the suggestion of both Intel HEX
Record and Motorola S-Records in that
each begin with a character (colon in the
case of Intel HEX, S in the case of Motorola
S-Records) that cannot be found anywhere
else in a record, and thus serves as a clear
demarcation of the beginning of any record.
An idea to use prosigns and/or punctuation
for such a starting character was forwarded.
This certainly seems like a worthwhile idea
to consider and explore.

Potential downsides could be size:
particularly poor choice of prosign and/or
punctuation could needlessly inflate the time
to transmit a message. However, there is an
implicit gain to be made here as well that
could mitigate at least some of that inflation
penalty: we no longer need to impose a time
space greater than space between words
(7 dit time-units) between records, as the
starting character makes the delineation tor
us. This saves two dit time-units between
records for every record compared to the
original formulation, which suggested 9
dit time-units between records. Even more,
we can combine functions of the start unit
character and the record type and create
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single-character start signs that perform both
of those functions.

Note that in the original formulation,
records began with one of AQ, Al, or A2.
Encoded per the suggested table in the
article, that produces a mandatory time to
transmit overhead of 9 dit time-units for the
most common AQ record (7 dit time-units
for A plus 1 dit time-unit for O plus 1 dit
time-unit for the space between characters).
Al and A2 records each have an overhead
of 11 dit time-units. Combining the time
between records we save and the overhead,
we can stand to improve efficiency.

We might also note that there are a
plethora of letters that go unused in the CW
Record Protocol and we could in theory
use these letters as the start characters.
I am, however, keen to avoid such an
implementation because of the possibility
that unused letters carry the potential to be
less clear than characters outside the 26
letters and 10 numbers. This possibility of
reduced clarity may not matter so much to
computer-aided transmit and receive, and 1
am open to a computer-only variant of the
CW Record Protocol in which maximum
efficiency can be eked out through such a
substitution.

For a more general use case, we can turn
to punctuation marks and miscellaneous
signs to take on the role of start characters.
International Morse code provides for
enough of these marks and signs sufficient
for the CW Record Protocol and provides

significant room for growth should the
protocol expand far beyond its current
formulation.

Table 1 provides a list of punctuation
marks and miscellancous signs, section
1.1.3 of Recommendation ITU-R M.1677-1
[5], along with their dit time-units to
transmit. As in the original article, dit
time-units to transmit includes intra-Morse
character spacing.

Immediately, the invitation to transmit
and multiplication signs are eliminated as
a potential start character choice; they are
simply letters and as we just discussed it
might be beneficial to not employ unused
letters to avoid potential loss of clarity. Tt
is even worse in the case of invitation to
transmit, as K is one of the letters used for
encoding in the CW Record Protocol.

Next on the potential list would be
Understood (SN) and Wait (A4S).
According to the ARRL Operating Manual,
Understood is a valid response to Wait [6].
And they are both only 11 dit time-units
to transmit. For a computer-only variant
of the CW Record Protocol, these might
well be the winning combination to replace
A0 and Al records (A2 records, data
without checksum records, would not need
replacement in a computer-only variant).

My preference in the general case is
for the double-hyphen character to replace
A0, the cross character to replace Al, and
the question mark to replace A2. Both the
double-hyphen and the cross are 13 dit time-

Table 1 - Dit time-units to transmit punctuation marks and miscellaneous

signs.

Sign name

Full stop (period) [.]

Comma [,]

Colon or division sign [:]

Question mark [?]

Apostrophe

Hyphen or dash or subtraction sign [-]
Fraction bar or division sign [/]
Left-hand bracket (parenthesis) [(]
Right-hand bracket (parenthesis) [)]
Inverted commas (quotation marks) [*”]
Double hyphen [=]

Understood (SN)

Error (eight dots)

Cross or addition sign [+]

Invitation to transmit [K]

Wait (AS)

End of work (SK)

Starting signal (CT)

Multiplication sign [x]

Commercial at [@]

Dit time-units
to transmit

Morse equivalent

e—0o—9o— 15
A ] R 19
—_———ee 17
[ J—p— ) 15
P——— 19
—0000 — 15
—00o—o 13
P — 15
P B 19
e—_v0—0 15
—000 — 13
see—o 11
seccccece 15
e_eo_o 13
- 9
e —_v00 11
see—9o— 15
— i @ 17
—e 11
[ Jp— 7
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units, while the question mark is 15. Each
of these special characters are symmetrical
in their keying; symmetry being known
to be a characteristic preferred by humans
and other animals [7], [8], [9]. Hopefully
symmetrical start characters aid at least
slightly in their memorization in the event of
human transmit and/or receive. Even in the
case of computer-aided transmit and receive,
the additional time between 11 dit ime-units
and 13 dit time-units is not so large as to be
overly detrimental to the overall efficiency
of the protocol.

Address information

The baseline Intel HEX Record
format affords four characters of address
information in a record, yielding the entire
range of the 16-bit address space (0x0000
to OXFFFF). There are two additional Intel
HEX Record types that can provide for a
larger address space. The firstis the Extended
Segment Address, which can provide for
20-bit addresses; this somewhat curious
choice of address size is a historical remnant
of the Intel x86 segmented address model,
which could address up to 1 megabyte of
memory (20-bit addresses) divided into 64
kilobyte segments. The second is called
the Extended Linear Address record type
that allows for 32-bit addressing. Motorola
S-Record format provides for a variable
number of characters to represent an
address. S1 records provide four characters
and is analogous to Intel HEX, S2 records
provide six characters for 24-bit addresses,
and S3 records provide eight characters for
32-bit addresses.

No Intel HEX Record nor any Motorola
S-Record type provides a mechanism for
64-bit addresses, which would be necessary
for the majority of modern CPUs. The
CW Record Protocol, in recognizing that
addresses may not be necessary for modern
computers and in perhaps an overzealous
quest for shorter records, omitted the
address ficld entirely. As aresult, the original
formulation required the transmitting station
to send the entirety of the data message in
order without breaks. A couple of amateur
operators critiqued this design approach.

While literal addresses may not be
as useful as they once were, sequence
numbers may provide a more modern and
robust solution to alleviate the raised issues.
Sequence numbers are a solution used in
packet-based networking protocols such as
TCP. There are some additional benefits to
sequence numbers as well. Records can be
sent out of order and records could be sent
over multiple transmissions if interruptions



made continuing impossible. Sequence
numbers also make it easier [or the receiving
station to re-request bad records as one may
be able to easily figure out which records
are missing/malformed by keeping a list of
good records and their sequence numbers,
and simply re-requesting the sequence
numbers for all records not on that list.

The Motorola S-Record format has
additional record types, S5 and S6, that
give the number of records transmitted at
the end of a transmission. Such information
might prove prudent as well for the CW
Record Protocol, though embedding that
information into an end-of-transmission
record might be more suitable.

Error checking and correcting

The final primary critique of the original
formulation of the CW Record Protocol
is in error checking. Building off the Intel
HEX record and Motorola S-Record
formats, both provide for only rudimentary
error checking through a checksum byte
located at the end of each record. While
even a single checksum byte will perform
its job admirably, such a solution suffers
from a number of drawbacks: perhaps most
importantly, a single-byte checksum has a
high probability of failure. That is to say, it is
possible for many different combinations of
record data to produce the same single-byte
checksum. In certain instances, there is no
way to distinguish between a valid record
and an invalid record if both happen to
produce the same checksum. With the entire
range of possible checksum byte values as
small as 256 as in the original formulation
of the CW Record Protocol, there is ample
opportunity for a deliberate attack or even
random chance to cause an invalid record to
be accepted as valid.

There are a few methods to deal with this
issue. The first would be to simply increase
the number of checksum bytes at the end of
each record. Of course, this increase comes
at the cost of enlarging every record. The
probability of failure may still be too high.
Adding just one more byte to the checksum
only slightly decreases the probability of
failure, still likely uncomfortably common
for certain scenarios, as the range of
possible checksum values increases to just
65,536. Worse still, a station determined o
sabotage a communication is very likely
to discover records that produce the same
checksum. With such attacks being known
against much more sophisticated hashing
algorithms such as MD5 [10], the possibility
of a similar malicious attack is all too
welcoming against such a simple algorithm

as found in the CW Record Protocol.

The next level up in error checking
sophistication would be to introduce
Hamming codes. As I discussed in the
article on DataTV [11], Hamming codes are
capable of not only detecting one-bit errors,
they are also capable of correcting one-bit
errors. Alternatively, one could detect two-
bit errors while losing the ability to correct
one-bit errors [12].

These improvements come at a cost. It
requires sending more data to detect and
correct errors. The most basic Hamming
code, Hamming(3,1), is the worst in terms
of the amount of additional data required to
send in order to achieve error correction, as
Hamming(3,1) requires you to send three
complete copies of the data; or, inversely,
only one-third of all data sent is actually
used to convey the intended information.
Moving up to the next Hamming code,
Hamming(7.4) improves this ratio to four-
sevenths. Going further up continues to
improve the ratio at the cost of complexity to
implement. An ideal balance will be found
by continued development and usage of the
CW Record Protocol. Of course, additional
error correcting codes exist, to pick just one
additional example, Reed-Solomon codes.
Further research will investigate the trade-
offs for other error correcting codes.

Lastly, some recent amateur radio
research can augment error correction in
the CW Record Protocol in the situation
where the transmitting station is able to
be heard by many potential receiving
stations. In this scenario, a protocol known
as Packet Compressed Sensing Imaging
(PCSI) may be used in order to increase
the likelihood of successful transmission.
PCSI, originally presented at the ARRL/
TAPR 2020 conference, describes the ability
for receiving stations to form an ad-hoc
network that allows them to effectively
pool their received transmissions [13]. So
long as every record in a transmission is
successfully received by at least one station
in the network, all receiving stations in
the PCSI network, through the pooling
of correctly received records, will be able
to fully reconstruct the message at each
receiving station.

Pedagogical and outreach
potentials to be found in protocol
development

One-way transmissions are permitted
to assist in learning International Morse
code. Unfortunately, that does not actually
free operators from the requirement to

establish a QSO prior to sending a data
transmission using the CW Record Protocol.
However, there is no requirement that an
additional number of stations may not listen
to such a transmission. As such, stations
are free to listen to any transmission that
utilizes the CW Record Protocol and take
for themselves a copy of the data being
transmitted. In addition, a PCSI or PCSI-
like network can therefore be established
in the event that a CW Record Protocol
transmission of interest is set to begin at
a future known and scheduled time, and
that transmission follows all the FCC
rules. So it is possible in theory to obtain a
data broadcast, though perhaps only with
creative reinterpretation of the rules.

This creative reinterpretation paves the
way for a re-creation of novel forms of data
transmission pioneered in the 1980s: and
discussed in a previous article [14]: usage of
television and radio broadcasts to transmit
computer data, as found on the BBC [15],
Swedish Radio [16], German broadcasts
[17], the Netherlands [18], and Yugoslavia
[19]. Combined with my previous articles
on SSTV [11], [14], The CW Record
Protocol sits on the precipice of producing
part of the next generation of work for
amateur radio at large. No longer, in the case
of CW, being simply guardians of the past,
amateur radio can be poised to steward new
futures for these old technologies.

[ imagine using the CW Record Protocol
as one of many outlets to demonstrate
to the next generation of young amateur
operators new ways of sharing the lives
they live in the mediums and forms they
are comfortable with and used to sharing
their lives in, just using the technologies
amateur radio stewards as the backbone of
those communications, providing a vehicle
through which our social media-driven lives
can be better understood technically. The
pedagogical and outreach potentials for
these reinterpretations are vast. More such
reinterpretations are needed and welcome.

The addition of pedagogic and outreach
value as a focus for the CW Record
Protocol, and my extended research interest
in protocol development, stems from
conversations with David Kazdan, ADRY,
at Case Western Reserve University, who
introduced me to Coherent CW [20].
Kazdan uses Coherent CW in his university
teaching as a part of his responsibilities
as faculty advisor for the Case Amateur
Radio Club, W8EDU, as Coherent CW
provides a novel data mode for Technician-
class license holders. It is my hope that
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future articles detail collaboration between
students at my home university, Renssclaer
Polytechnic Institute, and Case Western
Reserve University, and hopefully many
others, through a shared interest in novel
protocol development and other amateur
radio interests that draw on and demonstrate
this idea of stewarding new futures for
old technologies and the pedagogical and
outreach potential of the idea.

Future work

Subsequent articles will continue to
refine the CW Record Protocol as additional
feedback is provided and iterated upon
through experience with increased usage.

A follow-up article will introduce
software that provides all necessary functions
to operate as a standalone computer-aided
transmit and receive package. Feedback
from this article and previous discussions of
the CW Record Protocol will be instrumental
in the ultimate formulation of this initial
software package.

Security concerns may still arise in certain
environments. While certain strategies
exist to mitigate some potential security
concerns, like outright impersonation,
other security concerns are not able to be
mitigated. Notably, since FCC rules forbid
encryption [21], amateur radio is a poor
medium for information that truly needs to
remain confidential. Security, then, should
focus on integrity and availability where
possible. Beginning with the discussion of
error checking in this article, future work
will include a determination of the overall
trade-offs for different error checking and
error correcting techniques.

Conclusion

This article investigated the three primary
suggestions, critiques, and additional
features for the CW Record Protocol
as guided by feedback provided to the
author from interested amateur operators
in response to the original CW Record
Protocol article. The suggestions addressed
include unambiguous start record characters
to help clarify how to separate records in a
transmission without relying on potential
unclear spacing rules; using sequence
numbers for information about record
ordering to facilitate reconstruction after
receive, permit more accurate resend
requests, and allow for records to be sent out
of order and over multiple transmit sessions;
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and improved error detection and error
correction that go beyond a simple one-byte
checksum.

The article then considered pedagogical
and outrcach potentials for novel protocol
development writ large, focusing on the idea
that protocol development can add a new
mission for amateur radio: stewarding new
futures for old technologies.

It continues to be my hope that these
articles spur continued, renewed, and fresh
interest in novel protocol development at
all levels of complexity. Feedback from the
public is desired and appreciated to help
guide future work.
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SSB Receiver Controlled
by a Smartphone

This approach saves cost by using the smartphone for a display and for control.

As a student in IT at Touchard
Washington High School in Le Mans, 1
carried out a 6 week internship at the FOKFI
Radio Club of Le Mans. My internship topic
was to program a human-machine interface
(HMI) of an SSB receiver based on the
SI4735 integrated circuit. Typically, this
component, which costs only a few dollars,
is driven by an Arduino and a touch screen.
My program aims to control the receiver
with a simple smartphone. This reduces the
cost, since the complete receiver is reduced
to an ESP32 microcontroller with a Wi-Fi
access point and the S14735.

The SI473x Integrated Circuit

The SI4735 consists of two antenna
inputs followed by two amplifiers. The [Q
demodulator as well as the analog to digital
converters are well recognized. The signal
processing is done directly internally by the
Digital Signal Processor (DSP). The signal
is sufficient to drive headphones directly
from the audio outputs ROUT and LOUT to
hear the selected station.

Four receiver bands are supported:

* 87 — 108 MHz: classic FM reception
with RDS decoder,

* 153 -279 kHz,

* 520 - 1710 kHz,

*2.3-26.1 MHz.

SSB reception is made possible by a
micro code downloaded into the SI7435 at
power on. The integrated circuit works in
the same way as a classic Software Defined
Radio (SDR) receiver without the need for
a computer. The selection of the reception
frequency and the reception mode are done
by a microcontroller via an I°’C bus. The

» DOUT

DFS

GPO/DCLK

ROUT

» LOUT

FM /SW -
ANT Si473x-D60
(<V>) RDS
L~ | (S47317) g iTAL
35) AUDIO
> lﬁ! ® LOW-IF |
b : vy 3
AM /LW . AMI ® s ADC DAC
ANTE ! LNA DSP
RFGND T ® Q
4/7 ex ADC DAC
2.7~5.5 V (QFN) [ Acc |
2.0~5.5V (SSOP) ya
R s SR o T arc INTERFAGE
111 f O
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=
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Figure 1 — Internal block diagram of the SI4735.

Figure 2 — Arduino kit and SI4732 receiver.
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microcontroller does not perform any audio
processing, it is only used to control the
SI4735 and to host the web page, which is
the control interface of my project. The local
oscillator is clocked by a 32,768 Hz quartz
crystal. Figure 1 shows the internal block
diagram of the SI4735.

Existing Kits

Kits with a SI473x can be found on the
internet. As seen in Figure 2, the S14732
based receiver is driven by an Arduino
Nano. Moreover, the OLED screen is too
small, and the set lacks flexibility in use; it
is impossible to enter a frequency directly.

There are many other projects still based
on the Si473x integrated circuit. Ricardo
Caratti, PU2CLR, has made a library [1]
specially designed for the SI473x. He also
lists various projects on his site, such as
the receiver driven by an ESP32 and a TFT
touch display IL19341 (Figure 3). This one
offers a certain comfort in the readability,
but the cost of the display is not negligible.

The Objective of My Project J B 1 - e e

The objective is very simple: control - . —
the receiver with a smartphone instead of
a display. For this, I must design an HMI
using a Wi-Fi access point and a web page.
It would have been possible to make a
dedicated application for Android, but using
a web server directly integrated in the ESP32
microcontroller allows for a more versatile
use of different brands of smartphones.

As a result, the hardware parts count is
reduced to the bare minimum (see Figure
4):

Figure 3 — Breadboard with an ILI9341 display.

[SNR: 2 dB Signal: 14 dBuV] AGC ON

= - - o 3 ———

30 @V @ a2 o ; MODE HAM BANDW
V'IVI"J»‘) { 3 : uUuse =+ 30m v 1.2 N
T

E N Smartphone
»
>
L ,:P STEP-FREQ ~

‘ ' FREQ

Interface IHM

FREQ BFO  AGC  About

Figure 4 — Prototype using a smartphone.
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Figure 5 — Human Machine Interface.

BFO

AGC

* An ESP32.

* A SI4735 with its 32,768 kHz quartz
crystal.

* A wide band HF filter at the input.

Benefits of Using the ESP32

There are a lot of projects based on the
ESP32 microcontroller on the internet. It has
a 2-core SoC clocked at a frequency of 240
MHz, 4 MB of flash memory, and 520 KB
of RAM. Wi-Fi connectivity and Bluetooth
are integrated into the circuit. These are the
strong points of this microcontroller as any
connected object. The Wi-Fi access point
managing the Web server is realized by
the ESP32 and has nothing to do with the
internet network. It is possible to use the
receiver in a portable station configuration.

In an atMega328p (Arduino Nano)
it would have been impossible to fulfill
this objective because it has no Wi-Fi
connectivity and has a very limited memory.

Interface Description

The programming was done with
the Arduino IDE and NetBeans [2] in
C++. The web page uses JavaScript code
and automatically dialogues with the
ESP32 acting as an interface between the
smartphone and the SI4735 receiver. The
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®
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@)

Figure 6 — Selection of bands and reception mode.
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IHM developed by Benjamin Neveu
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Touchard Washington. Le Mans

FREQ BFO AGC About

Figure 7 —The “About” tab.

user has only one web page with different
tabs. The description follows the ESP32_
SSB.ino file, in the ESP32_SSB folder,
in the O1_Projets folder of the ESP32_
Si4735_Control_by_WiFi-master.zip file on
www.arrLorg/QEXfiles.

In the upper part of the HMI (Figure 5),
we find the main information:

* Frequency,

» Signal to noise ratio (SNR),

* The RSSI (Received signal strength
indicator),

¢ The status of AGC on or off,

¢ A slider for volume control.

Just below (Figure 6), there are three
drop-down lists that allow you to choose
the mode (LLSB, USB), the different bands
(10 m to 630 m), then the bandwidth in

BANDW listening (0.5, 1.0, 2.2, 3.0, 4.0
kHz ).

e The “FREQ” tab is composed of a
rotary knob which is reminiscent of the one
present in any conventional receiver. This
one allows you to increment or decrement
the frequency with a step that you can
select right next to it in the “STEP-FREQ”
drop-down list (1 kHz, 5 kHz), the “FREQ”
button allows you to directly enter the
frequency you wish to listen to.

* The “BFO” tab has the same elements
as the “FREQ tab. This allows you to adjust
the frequency more precisely according
to the step selected via the “STEP-BFO”
selection (1 Hz, 5 Hz, 10 Hz, 25 Hz). The
“Reset” button allows you to reset the BFO
setting.

* The “AGC” tab allows you to activate
or deactivate the automatic gain control.

* The “About” tab displays (Figure 7) the
author of the program.

How to Implement the Project?

I have created a Github site [3] indicating
the programming procedure. A printed
circuit board (Figure 8) will be available
soon, and the board production files are
on the QEXfiles web page along with
additional images, schematics, and software.

Conclusion

The internship at the FOKFI Radio Club
was very enriching for me. I was able to
apply all the computer science courses (C++,
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Figure 8 — Prototype SSB receiver board Front (right) and Back (left).

Errata

HTML, JavaScript) acquired during my first
year of BTS at Gabriel Touchard - George
Washington High School through the
SSB receiver project. I thank Mr. Ghislain
Ballester, FAHGA, president; Mrs. Christine
Carreau, FAGDI, vice-president; and Mr.
Anthony Le Cren, FAGOH/KF4GOH,
member and teacher at the Touchard High
School, to have welcomed me to the Radio
Club. I also thank teachers Mr. Simier, Mr.
Cruchet and Mr. Bernard at Touchard High
School for the help they gave me during my
training [4].

Benjamin Neveu currently attends a two-
year post-A-level in IT at Touchard High
School in Le Mans, France. He is a shortwave
listener; and plans to take the amateur
radio license exam soon. His internship at
the FOKFI Club enabled him to discover
the different modes of transmission and to
implement them through a Human Machine
Interface. Benjamin observes that computer
science is more and more present through
SDR receivers.

Notes

[1] Ricardo Caratti, PU2CLR, library: https:/
github.com/pu2clr/SI4735.

[2] Install Arduino IDE: https://github.com/
PhilippeSimier/Esp32/tree/
master/00_install_EDI.

[3] Programming: https://github.com/
BenjaminNeveu/ESP32_Si4735_
Control_by_WiFi/tree/master/EN.

[4] Public workspace: http://ftouchardin
foreseau.servehttp.com/ent/public/.

26 QEX September/October 2022

Dear Editor,

In “Self-Paced Essays #11: Reactance,” by
Eric Nichols, KL7AJ, the statement “we
use j Im{Z} to indicate the reactive or
imaginary part of the impedance” is not
correct; the imaginary part of the imped-
ance is Im{Z} without the j. Additionally, the
correct expression for capacitive reac-
tance using the author’s sign convention
should be X.=-1/(27fC).There are
two conventions to specify reactance, and
in the convention used by the author, a
minus sign is missing. These matters are
discussed in textbooks on circuit theory
and analysis, and in IEEE standard defini-
tions [IEEE Standard 270-2006, 3.266
and 3.267] and [The Authoritative
Dictionary of IEEE Standards Terms, 7th
Edition, Institute of Electrical and
Electronics Engineers, 2000, p. 929. ISBN
0-7381-2601-2]. — Phil Erickson, W1PJE,
phil.erickson@gmail.com; William Liles,
NQ6Z: Steve Stearns, KEOIK.

Author Nichols responds,

| missed that in my final review. Thanks
for the note! George Grammar, W1DF, in
his August 1943 QST article, as well as
other ARRL publications, use the positive
convention of capacitive reactance. —
Eric Nichols, KL7AJ, Kki7aj72@gmail.
com.

The Editor replies,

Reactance is indeed Im{Z} without the j.
Grammer’s August 1943 QST article
does call out capacitive reactance as a
positive quantity, as do other ARRL pub-
lications. For consistency with Nichols’
text and Figure 1, the negative sign con-
vention applies here. In their letter, Phil
Erickson, W1PJE, et al., also point out
this choice, while mentioning that there
are two conventions. In a subsequent let-
ter, Larry Joy, WN8P, supports the choice
with the minus sign. — 73, Kai Siwiak,
KE4PT, QEX Editor.

Errata — QEX July/August 2022

In the QEX article “Multi-Band HF
Phasing Receiver Using SoftRock
Ensemble Il and Arduino Uno,” by Dave
Harrison, W6IBC, we erroneously identi-
fied Rick Campbell’'s call sign as NN7B in
several locations. In fact Rick’s call sign is
KK7B. We regret the error

Errata — QEX July/August 2022

In the QEX article “Self-Paced Essays
#12: Resonance,” by Eric Nichols, KL7AJ,
the correct expression for capacitive
reactance magnitude on p. 34 should be
|XC| =1/(2xfC).Alsoon p. 35 in three
places, as well as in the formula for Z, X;
should be |X¢|. We regret the errors.



Eric P. Nichols, KL7AJ

AlasKit Educational and Scientific Resources, 3763 Lyle Ave., North Pole, AK 99705; ki7aj72@gmail.com

Self-Paced Essays — #13
Parallel Complex Circuits

Parallel reactive and resistive components can be solved

We trust you have had a chance to
ponder the last essay’s parting question:
is the capacitor in series with the inductor,
or in parallel? The answer is that there’s
not enough information to answer the
question! It only becomes meaningful when
we consider where we connect the power
source. If we break the loop and insert
a voltage source in the loop, it’s a series
circuit. If we leave the circuit as is, but put
a power source in parallel with the existing
components, it now becomes a parallel
resonant circuit. We can’t actually put a true
voltage source directly across the circuit,
because a true voltage source would short
out the circuit, so we need to put a high value
of resistance in series with our generator.
This becomes a “pseudo-current source” —
sometimes called a dependent or controlled
current source. A true current source
(independent current source) puts out the
same current no matter what, which would
cancel out what we need to demonstrate so,
instead we will use a voltage source and a
high value of series resistance (Figure 1)

As in our previous series resonant
example, this circuit is tuned to 5.033 MHz,
with a frequency sweep between 4.5 and
5.5 MHz. We will plot the current through
R1 and the current through L1, which will
be the same as the current through C1, but
in the opposite direction (Figure 2 and
Figure 3).

So, how do you explain this behavior?
Well, you either believe Kirchhoff’s Current
Law (KCL) or you don’t! Let’s look at the

graphically and by formulas.

.ac lin 1000 4500000 5500000
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vi 10000 4000001  0.000000001
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Figure 1 — A parallel resonant circuit.
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Figure 2 — Current through R1.

SPICE node junction between R1, L1, and
C1. Let’s assume there is no resistance
inside the loop. At resonance we would
have infinite current circulating, or more
aptly, “sloshing back and forth™ between

L1 and C1. Well, in the real world we won’t
have zero internal loss, but it can be very,
very low. At any rate, KCL tells us that the
current entering the node has to equal the
current leaving the node. If at any time the
current emerging from L1 into the node is
equal to the current leaving the node and
entering C1 (or vice versa), there is no
possibility of current entering the third port
of the node, the port where R1 is connected.
Atresonance, the L1 and C1 currents will be
equal and opposite, and so R1 current will
be minimum.

As always, we encourage you to
actually build this circuit and make some
measurements; don’t rely entirely on SPICE
modeling. However, I've never encountered
a properly modeled SPICE program that
didn’t very closely match reality.

The parallel tuned “tank™ circuit is
actually a special case of countless complex
parallel circuits, but it’s an important one.
We will come back to visit this with a great
deal more detail, later on.

Back to Basics, Sort of

Being able to work out complex series
circuits is fairly straightforward. If you
know the Pythagorean Theorem, you can
work these problems out in minutes, or
sometimes in your head. However, when
dealing with parallel components, the
calculations can be a bit more “fun.”

Let’s say you have a 100 Q resistor
and 50 € of inductive reactance in parallel
with the resistor. We want to know the
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Figure 3 — Current, amperes, through L1 or C1

ANSIm

Antenna Modeling Software

Affordable Precision

ANSiIm is an extremely
accurate moment method
program for modeling
antennas and other radiating
structures.

* All Versions

*  Use of multi-radius wires

¢ easy modeling of coax

* Double precision accuracy

* Segments up to ¥ wavelength

*  Export information in multiple
formats

*  Compatible with NEC BSC

* Plus ad Pro Versions

5,000 &40,000 segments
respectively

* 2D surface patch elements,

* Use of dielectrics

EM-Bench

www.em-bench.com

Phoenix Antenna Systems Ltd
www.phoenixantennas.com

28 QEX September/October 2022

SPICE Modeling with Current Sources

We hope some of you have had a chance to experiment with SPICE circuit
modeling. It's a wonderful way to learn a lot of circuit principles. There are a
few cautions and quirks about SPICE that you should know about. Probably
the one that causes the most confusion to novices is how it handles current
sources.

Current sources in SPICE are independent current sources. That is, they
put out a finite, fixed amount of current regardless of what they’re connected

circuits.

to. This is a crucial component of differential amplifiers, and operational
amplifiers in general, which we will discuss in great detail before too long.
SPICE was indeed created primarily to assist in the design of such active

However, if you try to model, say, a parallel tuned circuit driven with a
SPICE current source, you will get no results, or very odd ones.

What you need for these situations is a dependent current source, which
is a voltage source and a high value of resistance in series. That is precisely
what we do to model most parallel tuned circuits.

Incidentally, this also applies to current sources in NEC antenna
modeling. Until fairly recently, most “front ends” to NEC modeling did not
offer current sources at all; the user had to “manufacture” them from the
normal voltage sources. Now, most NEC “flavors” include an ideal current
source. We will explore NEC antenna modeling before too long, as well.
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0 —
0 50 100
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Figure 4 — Parallel impedance graphic
solution.

total impedance. Remember, we always
want our answer to have both magnitude
and phase. How do we go about solving
this? There is a neat graphical solution to
this, which I learned in a slide rule manual.
Interestingly enough, I've never seen this
method described in any textbook, either
amateur or commercial; I don’t know
why this was not published far and wide.
However, I have checked it out thoroughly,
and it always works. So, I will happily pass
along this privileged information. Perhaps,
as an exercise, one of you can explain
exactly why it works, see Figure 4.

First plot your reactance at Point (A).
Plot your resistance at Point (B). Draw a
segment between points A and B. Now
draw another segment C from the origin
to segment AB. where the new segment is
perpendicular to segment AB. The length

of segment C is the impedance magnitude,
and the angle 6, shown in the plot, is the
phase angle. All you need is some quadrille
paper, a straight edge and a protractor. Pretty
tricky, eh?

Now, in case you aren’t safe around
pointy objects like pencils and compasses
and other drawing paraphernalia, we can
solve this with mathematics. For a parallel
resistance and reactance, the formula for
impedance magnitude |7] is:

VR + X?
The formula for phase angle is:

@ = arctan (ﬂ) .
X

For the values given, the impedance
magnitude is 40.0 Q. The phase angle
is 60°. You might want to practice a few
times with a ruler and a protractor on a few
problems and see how close you come to
your calculator’s answer. Later on, we’ll use
another graphical method, namely the Smith
Chart, to figure out both impedances, and
their reciprocal values, admittances.

In our next essay we'll talk more about
Q, and various methods of measuring it.
We'll also show it’s importance in countless
radio design problems. — 73! Eric.
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