
Forum for Communications Experimenters March /April 2002

$5

INCLUDING:

ARRL
225 Main Street
Newington, CT USA 06111-1494

OK1DNZ’s VHF/UHF Diplexer
The national association
for AMATEUR RADIO





  Mar/Apr  2002  1 

Mark J. Wilson, K1RO 
Publisher 
Doug Smith, KF6DX 
Editor 
Robert Schetgen, KU7G 
Managing Editor 
Lori Weinberg 
Assistant Editor 
Peter Bertini, K1ZJH 
Zack Lau, W1VT 
Ray Mack, WD5IFS 
Contributing Editors 

Production Department 
Steve Ford, WB8IMY 
Publications Manager 
Michelle Bloom, WB1ENT 
Production Supervisor 
Sue Fagan 
Graphic Design Supervisor 
David Pingree, N1NAS 
Technical Illustrator 
Joe Shea 
Production Assistant 

Advertising Information Contact: 
John Bee, N1GNV, Advertising Manager 

860-594-0207 direct 
860-594-0200 ARRL 
860-594-4285 fax 

Circulation Department 
Debra Jahnke, Manager 
Kathy Capodicasa, N1GZO, Deputy Manager 
Cathy Stepina, QEX Circulation 

Offices 
225 Main St, Newington, CT 06111-1494 USA 
Telephone: 860-594-0200 
Telex: 650215-5052 MCI 
Fax: 860-594-0259 (24 hour direct line) 
e-mail: qex@arrl.org 
Subscription rate for 6 issues: 

In the US: ARRL Member $24, 
nonmember $36; 
US by First Class Mail: 
ARRL member $37, nonmember $49; 
Elsewhere by Surface Mail (4-8 week delivery): 
ARRL member $31, nonmember $43; 
Canada by Airmail: ARRL member $40, 
nonmember $52; 
Elsewhere by Airmail: ARRL member $59, 
nonmember $71. 

Members are asked to include their membership 
control number or a label from their QST wrapper 
when applying. 

Mar/Apr 2002 QEX Advertising Index 
Active Electronics: 63 
American Radio Relay League: 64, 
  Cov III, Cov IV 
Atomic Time, Inc.: 64 
Down East Microwave Inc.: 64 
Roy Lewallen, W7EL: 64 
Nemal Electronics International, Inc.: 64 

Noble Publishing; Cov II 
Palomar: 63 
Teri Software: 51 
Tucson Amateur Packet Radio Corp: 34 
TX RX Systems Inc.: 16 
Universal Radio, Inc.: 46 

About the Cover 
Transmission lines and 
coils inside the VHF/UHF 
Diplexer (see Zanek, 
page 47). 

Features 
3 Build a 250-MHz Network Analyzer 

By Steve Hageman 

11 A 455-kHz IF Signal Processor for SSB/CW 
By William E. Sabin, W0IYH 

17 About Monopoles and Dipoles 
By Valentin Trainotti, LU1ACM 

25 The Fractal Loop Antenna: Understanding the 
Significance of Fractal Geometry in Determining 
Antenna Performance 
By Dr. Steven R. Best, VE9SRB 

35 Some Notes on Turnstile-Antenna Properties 
By L. B. Cebik, W4RNL 

47 A Low-Loss VHF/UHF Diplexer 
By Pavel Zanek, OK1DNZ 

52 A Homebrew Shaft Encoder 
By Doug Smith, KF6DX 

Columns 
62 Out of the Box 

55 RF By Zack Lau, W1VT 

In order to ensure prompt delivery, we ask that 
you periodically check the address information 
on your mailing label. If you find any inaccura-
cies, please contact the Circulation Department 
immediately. Thank you for your assistance. 

QEX (ISSN: 0886-8093) is published bimonthly 
in January, March, May, July, September, and 
November by the American Radio Relay League, 
225 Main Street, Newington CT 06111-1494. 
Yearly subscription rate to ARRL members is $24; 
nonmembers $36.  Other rates are listed below. 
Periodicals postage paid at Hartford, CT and at 
additional mailing offices. 
POSTMASTER:  Send address changes to: 
QEX, 225 Main St, Newington, CT 06111-1494 
Issue No 211 

Copyright ©2002 by the American Radio Relay 
League Inc. For permission to quote or reprint 
material from QEX or any ARRL publication, send 
a written request including the issue date (or book 
title), article, page numbers and a description of 
where you intend to use the reprinted material. 
Send the request to the office of the Publications 
Manager (permission@arrl.org) 

INCLUDING: 

60 Letters to the Editor 

62 Next Issue in QEX 

mailto:qex@arrl.org
mailto:permission@arrl.org


2   Mar/Apr  2002 

THE AMERICAN RADIO 
RELAY LEAGUE 
The American Radio Relay League, Inc, is a 
noncommercial association of radio amateurs, 
organized for the promotion of interests in Amateur 
Radio communication and experimentation, for 
the establishment of networks to provide 
communications in the event of disasters or other 
emergencies, for the advancement of radio art 
and of the public welfare, for the representation 
of the radio amateur in legislative matters, and 
for the maintenance of fraternalism and a high 
standard of conduct. 

ARRL is an incorporated association without 
capital stock chartered under the laws of the 
state of Connecticut, and is an exempt organiza-
tion under Section 501(c)(3) of the Internal 
Revenue Code of 1986. Its affairs are governed 
by a Board of Directors, whose voting members 
are elected every two years by the general 
membership. The officers are elected or 
appointed by the Directors. The League is 
noncommercial, and no one who could gain 
financially from the shaping of its affairs is 
eligible for membership on its Board. 

“Of, by, and for the radio amateur, ”ARRL 
numbers within its ranks the vast majority of 
active amateurs in the nation and has a proud 
history of achievement as the standard-bearer in 
amateur affairs. 

A bona fide interest in Amateur Radio is the 
only essential qualification of membership; an 
Amateur Radio license is not a prerequisite, 
although full voting membership is granted only 
to licensed amateurs in the US. 

Membership inquiries and general corres- 
pondence should be addressed to the 
administrative headquarters at 225 Main Street, 
Newington, CT 06111 USA. 

Telephone: 860-594-0200 
Telex: 650215-5052 MCI 
MCIMAIL (electronic mail system) ID: 215-5052 
FAX: 860-594-0259 (24-hour direct line) 

Officers 

President: JIM D. HAYNIE, W5JBP 
3226 Newcastle Dr, Dallas, TX 75220-1640 

Executive Vice President: DAVID SUMNER, 
K1ZZ 

The purpose of QEX is to: 
1) provide a medium for the exchange of ideas 

and information among Amateur Radio 
experimenters, 

2) document advanced technical work in the 
Amateur Radio field, and 

3) support efforts to advance the state of the 
Amateur Radio art. 

All correspondence concerning QEX should be 
addressed to the American Radio Relay League, 
225 Main Street, Newington, CT 06111 USA. 
Envelopes containing manuscripts and letters for 
publication in QEX should be marked Editor, QEX. 

Both theoretical and practical technical articles 
are welcomed. Manuscripts should be submitted 
on IBM or Mac format 3.5-inch diskette in word- 
processor format, if possible. We can redraw any 
figures as long as their content is clear. Photos 
should be glossy, color or black-and-white prints 
of at least the size they are to appear in QEX. 
Further information for authors can be found on 
the Web at www.arrl.org/qex/ or by e-mail to 
qex@arrl.org. 

Any opinions expressed in QEX are those of 
the authors, not necessarily those of the Editor or 
the League. While we strive to ensure all material 
is technically correct, authors are expected to 
defend their own assertions. Products mentioned 
are included for your information only; no 
endorsement is implied. Readers are cautioned to 
verify the availability of products before sending 
money to vendors. 

Empirical Outlook 
Investments in Technology 

Recently, the ARRL leadership ap-
pointed a working group for so-called 
software-defined radios (SDRs). That 
group will join the existing Digital 
Voice Working Group in a major push 
to advance the state of our art. This 
action is a significant step within 
Amateur Radio toward upgrading our 
capabilities. Much work has already 
been done on DSP-based radios and it 
falls to us to build on it for the future. 

Michael Marcus, Associate Chief for 
Technology, Office of Engineering and 
Technology at the FCC sees the SDR 
as a way to engender interest in 
“smart” radio systems that help revive 
experimentation within Amateur Ra-
dio. The premise is that if you give 
more flexibility and control to radio 
operators, they will play with those 
possibilities and perhaps come up with 
new and better things. Mike is right to 
encourage Amateur Radio to make the 
most of what is available to us. 

Presenting advanced controls in safe 
and useful ways is a major challenge, 
though. It is easy to imagine minor al-
terations to transmitter software that 
would produce signals occupying too 
much bandwidth, resulting in adja-
cent-channel interference. Manufac-
turers are rightly concerned about the 
amount of customer support required 
after releasing intimate details of 
their products. They view certain fac-
ets of digital transceiver design as pro-
prietary and find little incentive to let 
them go without recompense. It is 
therefore likely that open-architecture 
software-radio design will be left to 
amateurs for the foreseeable future. 
US hams and manufacturers have led 
the way in SDRs. We have been doing 
it for at least five years now. QEX is 
lining up some more articles on the 
subject—stay tuned. 

High-speed digital networking is 
achieving great bounds in the commer-
cial world that hams could easily 
match. An ARRL working group for 
that is also in the works. Inexpensive 
equipment is readily available to help 
us occupy the part of our spectrum that 
is at risk of being overrun by commer-
cial interests—especially the 23-cm, 
13-cm and 5-cm bands. As pressure 
builds to make the best use of our re-
sources, we must embrace and improve 
on such technologies. Check our Let-
ters column for additional comments on 
high-speed networking. 

As it turns out, there are excellent tie- 
ins among digital voice, SDRs and digi-
tal networking. Embedded digital audio 
systems are already in use on the 
Internet and we have every reason to 
deploy them over radio links. Develop-
ment of high-speed modulation schemes 
may benefit voice, data and video opera-
tions. Your comments, please! 

In This Issue 
Follow Steve Hageman as he de-

scribes how he turned his VHF source 
project into a scalar network ana-
lyzer. Discover how eight more ICs 
and a little effort can add great versa-
tility to your shack. We continue 
our journey through Bill Sabin, 
W0IYH’s transceiver with a look at 
his 455-kHz-IF circuit. It provides 
most of the IF features you’d expect in 
a high-quality rig, including gain con-
trol, speech processing and CW enve-
lope shaping, in an all-analog design. 

We have three antenna articles that 
should provide some food for thought. 
Valentin Trainotti, LU1ACM, brings 
us some observations about monopoles 
and dipoles. Tino relates some history 
of these antennas and brings valuable 
insight into what makes them work. 
Steve Best, VE9SRB, takes a hard look 
at unconventional loop antennas, in-
cluding fractal topologies. His analysis 
leads him to some conclusions about 
their multiresonant behavior. Aug-
menting his recent QST article, L. B. 
Cebik, W4RNL, offers a detailed inves-
tigation of turnstiles and similar an-
tennas. He has discovered some 
interesting relationships between feed 
methods and radiation patterns. 

Pavel Zanek, OK1DNZ, returns with 
another neat project you can build on 
a budget: a VHF/UHF diplexer. It 
might be just what you need for your 
dual-band antenna or transceiver. In 
Out of the Box, Ray Mack, WD5IFS, 
presents a review piece by Cornell 
Drentea, KW7CD. The object of review 
is the Almost All Digital Electronics 
L/C meter model II B. 

Doug Smith, KF6DX, presents 
information on how you can build a 
shaft encoder for your rig. Learn how 
to do it at minimum expense and 
maximize your enjoyment. In RF, Zack 
Lau, W1VT, completes his discussion 
of 10-GHz DXing by describing a 
homebrew offset feed for small 
satellite-TV dishes. 73, Doug Smith, 
KF6DX, kf6dx@arrl.org.     �� 

http://www.arrl.org/qex/
mailto:qex@arrl.org
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9532 Camelot Dr 
Windsor, CA 95492 
shageman@sonic.net 

Build a 250-MHz 
Network Analyzer 

By Steve Hageman 

Network analyzers are wonderfully useful in design 

work, yet commercial models are expensive. 

Here’s an inexpensive homebrew version for your bench. 

Anetwork analyzer is used to 
help circuit designers verify 
the frequency response of their 

circuits. With the addition of some 
simple receiver circuits, the previously 
published VHF-source project1 can be 
turned into a full-featured and cali-
brated scalar network analyzer. The 
resulting instrument should prove valu-
able for all amateur HF and VHF circuit 
measurements. If you built—or are con-
templating building—the VHF source 
project, then you will be pleased to know 
that this eight-IC addition expands the 
RF source into a versatile measuring in-
strument. 

Analyzer Architecture 
This analyzer follows its commercial 

cousins in design and implementa-
tion.2 As can be seen in the block dia-
gram of Fig 1, the heart of this project 
is a previously published RF source 
(See Note 1). 

The analyzer uses the typical, three- 
receiver design (see Note 2). The 
source’s RF output is routed to the RF 
input of the R and A receiver. These 
receivers sample the RF via a pair of 
Mini-Circuits directional couplers. 
The coupler separates the forward and 
reflected portions of the RF and di-
rects them to the appropriate R and A 
detectors. This allows reflection mea-
surements to be made. 

The RF is then routed through the 
device under test (DUT) to the B-term 
receiver. The terminology used for the 
receivers (ie, R, A and B terms) follows 

a long-standing tradition in the test 
and measurement industry (see 
Note 2). The R term is aptly named for 
the reference. The reference is the 
actual forward power applied to the 
DUT. This term is used in a ratio for 
all the DUT measurements. The A 
term is the reflected power from the 
DUT. When a reflected-power/refer-
ence-power (A/R) measurement is 
made, the result is the true input 
match of the DUT versus frequency. 

The B term is used to make trans-
mission measurements of the DUT. 
When a transmission/reference (B/R) 
measurement is made, the result is 
the true gain or loss of the network. 

Some analyzer designs use a single 
receiver with either PIN-diode or me-
chanical switches to switch the re-
ceiver among the different channels. 
This can be cost effective in a micro-

1Notes appear on page 10. 

mailto:shageman@sonic.net
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wave analyzer because the cost of a 
receiver might be very high; however, 
the heart of the receiver circuit used 
here is the Analog Devices AD8307 
logarithmic detector IC. This very- 
high-performance IC is lower in cost 
than the lowest-cost RF relay, so I 
used one per channel. Another down-
side of using a switched receiver is the 
settling time as the receiver is 
switched between channels. 

The architecture described is a sca-
lar analyzer. That is, no phase infor-
mation is available, as would be the 
case with a vector network analyzer or 
VNA. A VNA typically operates with 
tuned receivers that require an LO- 
frequency offset from the RF source 
frequency. While a VNA has higher 
performance than a scalar analyzer, I 
judged that the increased circuit com-
plexity required would have made the 
project too complex to be practical. 

Nevertheless, a scalar analyzer can 
be used for many test and measure-
ment applications around the work-
shop. After all, scalar information is 
an infinite improvement over the al-
ternative: simply tuning for the great-
est signal strength, a procedure that 
we all have had to resort to from time 
to time! 

Receiver Circuits 
At the heart of the receiver design 

(Fig 2) is the AD8307. It contains all 
the circuitry needed to detect a CW RF 
signal from dc to 500 MHz in an 8-pin 
package. 

The input impedance of the AD8307 
is approximately 1.15 kΩ. To match 
this to 50 Ω requires an equivalent 
shunt impedance of approximately 
52 Ω. Using two 105-Ω, 1%, 1206-size 
SMT resistors provides an excellent 
high-frequency match for the B-term 
receiver. Since the DUT sees the 
match of the B-term receiver directly, 
we must use special care when build-
ing this portion of the circuit (as will 
be discussed later). A series 121-Ω 
resistor, R3, helps to isolate the input 
capacitance of the log amplifier from 
the RF path and provides for electro-
static-discharge (ESD) protection. 

The output of the AD8307 (U1) is 
filtered (C6) and amplified by 1.64 
(U2) to match the receiver output to 
the 0-4.096 V input range of the subse-
quent A/D converter stage. The dy-
namic range of the B-term receiver is 
from approximately +17 dBm (1-dB 
compression) to about –70 dBm. Using 
the internal VHF source at +15 dBm 
provides a maximum dynamic range of 
approximately 85 dB when measuring 

Fig 2—The heart of the analyzer is the Analog Devices AD-8307 (U1). These ICs were 
developed for power measurement and control in the wireless-communication market. 
They are used here as wide-dynamic-range CW receivers. The three R, A and B receivers 
used are identical in design. The only critical portion of the circuit is from the RF input 
(J1) to pin 1 of U1. See the text for some notes on building the receiver. 

Fig 1—Just eight additional ICs added to the VHF source elevate that project into a full- 
featured scalar network analyzer. 

passive circuits such as filters. 
The R, A and B receivers use the 

same arrangement of detector and 
post-amplification as the B-term re-
ceiver. However, a coupler is used as 
the interface to the DUT. Three pri-
mary specifications of the coupler are 
important to us: 

1. Coupling factor—the amount of for-
ward or reflected signal that is 
sampled from the DUT input. This 
factor is expressed in decibels. For 
the Mini-Circuits coupler used in 
this project, the coupling factor is 
typically 19 dB. This means that if 0 
dBm were applied to the coupler in 
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the forward direction, –19 dBm 
would be measured at the forward- 
coupled port. More coupling “steals” 
more power from the DUT; less cou-
pling reduces the received and mea-
sured signal and this can reduce the 
dynamic range. 

2. Directivity—essentially the leakage 
of the forward power into the re-
verse-power path (and vice versa). 
Ideally, this factor would be 0 (or 
–∞ dB); practically, the couplers 
chosen have directivities of –50 dB 
at low frequencies to about –35 dB 
at the top end of the frequency band. 

3. Through-line loss and through-line 
port match—these terms usually go 
hand in hand. A lower through-line 
loss usually means a better port 
match. Port match is very impor-
tant. When measuring the reflection 
of a 50-Ω DUT, we need an excellent 
port match to ensure that our test 
instrument does not cause unneces-
sary reflections (ie, we want a SWR 
of 1:1, ideally). 

A/D Converter 
The A/D converter (Fig 3) is based 

on a Maxim MAX186, 12-bit design. 
This A/D features a built-in precision 
reference and an eight-channel input 
multiplexer. For this application, only 
three channels are used. 

The MAX186 is a successive-ap-
proximation converter with internal 
track-and-hold. Most integrated A/D 
converters eject a current charge from 
the multiplexer input port when a con-
version is being made or the input 
multiplexer is switched from channel 
to channel. If the source impedance of 
the circuit driving the A/D is zero, this 
charge causes no voltage error at the 
input. However, connecting a con-
verter like this directly to the output 
of an op amp (especially a low-band-
width op amp like the LMC7111) can 
cause a significant voltage perturba-
tion during conversion. Remember 
that the output impedance of an op 
amp is not low at high frequencies. In 
fact, a plot of the output impedance of 
an op amp versus frequency looks in-
ductive. Resistors R1-R3 and capaci-
tors C4-C6 dampen the charge ejected 
from the A/D converter and help to 
keep the current in a tight loop right 
at the converter. These components 
also provide some degree of low-pass 
filtering that applies video filtering to 
the receiver outputs. 

The resolution of the detector-A/D 
converter combination is about 
0.025 dB per least-significant bit 
(LSB) of the converter. This is more 

than adequate resolution to produce 
aesthetically pleasing, low-apparent- 
noise displays. The A/D is controlled 
by a three-wire serial interface and 
plugs directly into a spare internal 
serial-bus connector on the source’s 
existing CPU board. 

The A/D board is also the logical 
place for the +5-V regulator that is 
used to power the receivers and the 
A/D. This regulator directly connects 
to the VHF source project’s +5-V un-
regulated power bus. 

Construction Details 
The network-analyzer addition was 

built breadboard-style in four sections 
that correspond to the two schematics 
(Figs 2 and 3) and the block diagram 
(Fig 1). The receivers were built to fit 
into die-cast aluminum enclosures for 
maximum shielding from themselves, 
stray RF and nearby radio stations. 
The only critical portion of the 
analyzer’s circuits is the RF path; the 
rest of the circuitry is relatively lay-
out-insensitive; nearly any reasonable 
layout will work. 

The receivers should have short RF 
paths that start from the SMA-to-PC- 

board connectors (see parts list). The 
most-critical items here are the two 
termination resistors. These resistors 
must be placed directly from the cen-
ter conductor to the frame of the SMA 
connector right at the connector to 
maintain low SWRs for the receivers. 
Fig 4 shows the basic arrangement of 
the input circuit. The input circuit is 
built “three-dimensionally,” sus-
pended in air with 1206-size SMT com-
ponents as shown. The input pin of the 
AD-8307 detector is soldered directly 
to the chain of suspended parts as 
shown. 

While this construction method does 
not maintain the 50-Ω transmission- 
line environment that we would ide-
ally want, it works well as long as we 
keep the total length of the circuit 
shorter than about λ/20 and stray re-
actance is minimized. I find working 
with SMT components in this manner 
is very easy with 1206-sized parts. I 
use a fine, pointed-tip Weller solder-
ing iron and small amounts of 0.025- 
inch-diameter solder. 

Since the detectors have usable band-
widths of 500 MHz and very large dy-
namic ranges, take precautions to keep 

Fig 3—The A/D converter was built on a small piece of copper-clad PC-board material. 
The interface to the VHF Source CPU is via J4, this connector was laid out on the 
Source’s original CPU board. The Maxim 186 A/D converter is a 12-bit device that gives 
about 0.025-dB resolution in this project. 
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all RF from external sources out of the 
receivers. I accomplished this by hous-
ing the receivers in die-cast aluminum 
enclosures as described. I also used 
feedthrough capacitors for all the power 
and signal lines entering the enclosure.3 
Additionally, the B-term receiver 
should be housed in a separate enclo-
sure from the R receiver. This is because 
we are trying to preserve a possible 
80-dB dynamic range and this kind of 
isolation is much easier to achieve if 
both receivers are in separate shielded 
compartments. Since the R- and A-term 
receivers’ isolation requirements are set 
by the directivity of the couplers, they 
can be mounted in the same enclosure 
as long as all the inputs and outputs (in-
cluding power and ground) are kept 
separate. 

I mounted the A/D converter board 
and the receivers on the top cover of 
the VHF source’s cabinet. The RF con-
nections are made with flexible RG- 
179 coax-to-bulkhead BNC connec-
tors, with the other end terminated in 
a SMA coax connector attached to the 
receiver input. You must use good coax 
connectors for all the RF connections. 
Simply stripping the coax pigtail style 
will not work well at these frequencies 
considering the measurement resolu-
tion of this instrument. 

I mounted the Mini-Circuits cou-
plers behind the instrument’s front 
panel as shown in Fig 5. This keeps the 
through-line path short and simple, 
preserving the port match and mini-
mizing power loss. 

Measurement Calibration 
Routines 

Measurement accuracy enhance-
ment is possible using error correction 
on the raw measurement data to pro-
duce a more accurate result. These 
techniques have been used since the 
1970s when computers were first in-
troduced to network analyzers. The 
basic scheme is shown in Fig 6. Here, 
the DUT is connected to a perfect mea-
surement coupler through a two-port 
error adapter. The arrows in the error- 
adapter block denote signal flow and 
the error adapter is modeled using sig-
nal-flow-graph techniques. 

So now we have a system that mea-
sures the DUT’s actual reflection coef-
ficient, Γa, through an error adapter 
that transforms the DUT’s actual re-
flection coefficient to the measured re-
flection coefficient, Γm. By calibrating 
the system against some standard, 
well defined reflection devices, such as 
a short circuit, open circuit or load and 
determining the error-adapter coeffi-

Fig 4—The critical part of each receiver is the input circuit. This is a side view of how I 
built my receivers on a small piece of copper-clad PC-board material. It is important to 
keep the total length of the input circuit below about λλλλλ/20 (around two inches in free air) 
to preserve the input match and bandwidth of the receiver circuits. 

Fig 5—The Mini-Circuits couplers are mounted directly to the back of the analyzer front 
panel. The RF through-path length is minimized and the couplers are connected together 
with a SMA coupling connection. Be sure to use the proper coax-to-connector assembly 
methods; pigtail connections have too much inductance for the analyzer. 

Fig 6—Error correction in a network 
analyzer is done by inserting an “error 
adapter” between the DUT and an 
assumed-perfect coupler. During 
calibration, a known standard load, open 
and short-circuit terminations are used in 
place of the DUT. The characteristics of the 
error adapter can then be determined and 
hence we can derive the actual reflection 
coefficient of the DUT. 

cients, we can find Γa from our mea-
surement of Γm. 

What happens next is a large amount 
of matrix math and signal-flow graphic 
analysis, which has been covered exten-
sively in other publications.4 

The result is intuitive and the error 
adapter ends up modeling three major 
error terms: 
1.Directivity of the coupler—this is 

really the dynamic-range floor of the 
reflection measurement. 

2.Reflection frequency-response track-
ing—this is how well the R and A 
terms of the measurement coupler 
track with frequency. 
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3. Effect of a non-perfect source match 
of the measurement coupler—if the 
measurement system does not have a 
perfect match, the signal will be re-
flected from the measurement port 
back to the DUT (and vice versa) caus-
ing a measurement error. 
Directivity itself is easily measured. 

If we place a good 50-Ω load on the re-
flection port, then no signal is reflected 
into the A term and all the signal at the 
A-term receiver is caused entirely by the 
directivity of the coupler. 

Reflection tracking is the frequency- 
response error from the R term to the 
A term with frequency. Offset errors 
between the receivers are also in-
cluded. The reflection-tracking term is 
easily measured. Using a high-quality 
short or open circuit on the reflection 
port will cause the entire signal to be 
reflected back to the receiver and 
tracking can be easily determined. I 
used a modified form of reflection 
tracking here, which has been used in 
industry for some time with scalar 
analyzers. I use both a measured short 
and a measured open, then use both 
values to get an average reflection- 
tracking term. 

The last error term arises because 
of the nonideal source match of the 
measurement port. This causes some 
of the signal reflected by the DUT to 
be reflected and measured again by 
the A-term receiver. Intuitively, this 
is worse with highly reflective DUTs. 
If the DUT is a good match to 50 Ω, it 
won’t reflect anything itself and hence 
the mismatch at the receiver port is 
inconsequential. A highly reflective 
DUT, on the other hand, combined 
with a poor measurement-port match 
can cause quite a lot of signal reflec-
tion and re-reflection, contributing to 
measurement errors. 

The source match is usually mea-
sured with the help of good-quality 
(and precisely modeled) short and 
open-circuit standards. Short and 
open circuits are on opposite ends of 
the Smith chart and are known quan-
tities. When the math is done, it turns 
out that two equations can be mapped 
to these two known standards, and the 
source match can be directly solved. 

In this project, source match is ad-
equate (more than 15-dB return loss 
at all frequencies), and given that the 
receivers have a worst-case 1-dB peak- 
to-peak combined nonlinearity, the 
source-match term can be ignored. 
Ignoring this term gives a typical ap-
parent measurement error of approxi-
mately 0.3 dB when measuring an 
open or short circuit over the full fre-

Table 1—Typical Performance Details 

Frequency Range 2-250 MHz 
Frequency Resolution 1 Hz 
Output Level          -15 to +15 dBm 
(Lower outputs are available by using an attenuator on the source output) 
B-term Receiver 1-dB compression point +17 dBm 
B-term load match > 30 dB return loss 
Corrected A/R directivity > 50 dB 

Reflection Measurement Accuracy 
0 to –10 dB reflection: ± 1 dB 
–10 to –20 dB reflection: ± 2 dB 
–20 to –30 dB reflection: ± 5 dB 

Transmission Measurement Accuracy 
Through line: ± 0.1 dB 
± 40 dB: ± 1 dB 
± 60 dB: ± 2 dB 

Sweep time for 51-point display 
One parameter measured: 1.5 s 
Both parameters measured: 2.4 s 

quency range. This is well within the 
achievable accuracy of the instrument 
overall. 

The final error-correction equation 
used for the reflection port is: 

0110

00m
a ee

e−
=

ΓΓ
(Eq 1) 

where Γa is the actual reflection coeffi-
cient; Γm is the measured reflection co-
efficient; e00 is the directivity term and 
e10e01 is the reflection-tracking term. 
Notice that these values are all ex-
pressed as linear ratios, not decibels. 

To calibrate the transmission (B/R) 
receiver path, a simple through-line 
connection is made from the reflection 
port to the transmission port. A fre-
quency sweep is then made and a 
simple offset correction is created be-
tween the R- and B-term receivers at 
every frequency point. 

The complete calibration is done in 
relation to frequency. When a start 
frequency, stop frequency and the 
number of frequency points are speci-
fied, sufficient conditions are known 
to perform a calibration at every mea-
surement point. 

Error correction is a wonderful con-
cept and it can provide measurements 
that are much more accurate. However, 
it can only account for systematic errors. 
It cannot correct for repeatability er-
rors—such as the repeatability in mat-
ing connectors—and it cannot account 
for random drift or noncorrected drift in 
the measurement circuits. 

Calibration Standards 
The measurement-calibration rou-

tines mostly remove offsets, frequency 
tracking and directivity from mea-
surements using known standards. 
However, these procedures do not cor-
rect for gain errors in the receivers. To 
calibrate the gain of the receivers, two 
simple calibration devices need to be 
constructed. The first device is a 
known-reflection standard. This de-
vice is constructed with two 150-Ω, 1% 
resistors (connected in parallel for 
75 Ω total) mounted to a BNC socket. 
The known-reflection standard is 
measured with an ohmmeter and the 
value is stored in a file so the calibra-
tion program can use it to determine 
the actual gain of the A and R receiv-
ers. The 75-Ω reflection value pro-
duces a 1.5:1 SWR (13.98 dB return 
loss) against which the R and A receiv-
ers are measured. 

The other standard is a 20-dB attenu-
ator. The attenuator is constructed 
using six 121-Ω, 1% resistors. This ar-
rangement (shown in Fig 7) produces an 
attenuator with a reasonably precise 
attenuation and minimizes the induc-
tance of the parts, giving a flat fre-
quency response and a good match. The 
attenuator is placed in line between the 
source-output and source-input ports. 
By making readings with the attenua-
tor both in and out of the circuit, the 
gains of all three receivers can be cali-
brated. The receiver-gain procedure is 
handled in a small, separate program. 
The calibration program should only 
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need to be run once or at most, yearly as 
a recertification of the system calibra-
tion. The resulting gain factors are 
stored in a file for use by the main net-
work-analyzer application. 

To calibrate a measurement, only a 
through-line short circuit, open circuit 
and a load are required. For the open, 
I just leave the BNC input open cir-
cuit; at these frequencies, the fringing 
capacitance is low enough to be negli-
gible. For a short circuit, I use one of 
those shorting end plugs that fit a 
BNC. For the load, I use a 50-Ω, 2-W 
through termination like that com-
monly used with oscilloscope inputs. A 
photo of the entire calibration kit is 
shown in Fig 8. 

Firmware/Software 
Most of the PIC firmware for this 

project is the same as was used in the 
VHF source published earlier (see 
Note 1). An additional set of com-
mands dealing with the A/D converter 
was added. To keep the measurement 
speed high, I wrote some data-reduc-
tion routines in the firmware. Specifi-
cally: When the firmware is told to make 
a measurement, it holds off until the 
PLLs are locked. That allows the Win-
dows software to set a frequency, then 
immediately request a measurement. 
The PIC firmware then waits until the 
source is locked on frequency then a 
measurement is made. When making a 
measurement, the firmware applies a 
simple digital filtering routine to ac-
quire multiple A/D samples and then 
mathematically filters them to reduce 
the apparent trace noise. 

The reflection (A/R) and transmis-
sion (B/R) measurements are ratios, so 
to increase the measurement speed 
the firmware makes both a digitally 
filtered R measurement and then the 
A or B measurement. Then the firm-
ware subtracts the values and returns 
a signed result. The values can be sub-
tracted instead of divided, because the 
detectors have already converted the 
measurements to log values. This al-
lows a single 16-bit result to be sent 
over the EIA-232 connection instead of 
two 16-bit values. The Windows soft-
ware can then apply the proper gain 
constant and error correction to the 
result before displaying the value. 

The software that runs the Windows 
application is written in Agilent Tech-
nologies’ VEE (see Note 5). VEE is a 
graphic-based programming language 
that is well suited for instrument con-
trol and data presentation because of 
its multitude of built-in graphing ob-
jects and built-in standard interface 

Fig 7—A high-performance 20-dB 
attenuator can be built with six 121-ΩΩΩΩΩ, 1% 
resistors as shown. To preserve the 
bandwidth of the attenuator, you should 
minimize the lead lengths of all the 
resistors as shown below. This attenuator 
is used to calibrate receiver gain by 
measuring with it in circuit, then out of the 
circuit and deriving a gain factor for each 
receiver. During subsequent DUT testing, 
the attenuator is handy when inserted into 
the B-receiver path to raise its 
compression point to well over 37 dBm. 
Or, it can be used between the source and 
A/R couplers to reduce the source’s output 
power when testing low-power amplifiers. 

Fig 8—The half-homemade, half-purchased calibration kit for the network analyzer 
consists of (left to right): a 1.5:1 (75-ΩΩΩΩΩ ΩΩΩΩ) mismatch standard, 50-Ω termination, shorting 
BNC end cap used for the short standard (the open standard just leaves the input port 
open) and lastly the 20-dB attenuation standard. I built the mismatch load and attenuator 
out of 1/4-W metal-film resistors with the leads trimmed as short as possible. This 
arrangement gave more than adequate results at 250 MHz. 1206 SMT resistors could 
have also been used with slightly less physical robustness. 

(including IEEE-488 bus) support. 
The interface between VEE and the 

PIC firmware is via an ActiveX con-
trol. The ActiveX control was written 
in Visual Basic and it handles the calls 
to and from the PIC firmware via the 
EIA-232 port. Using an ActiveX con-
trol to build a high-level driver for the 
analyzer allows flexibility in that 
many programming languages and 
applications can directly import and 
use ActiveX controls. 

VEE also includes a compiler that 
allows programs written in it to be 
distributed royalty-free. To run the 
analyzer application on any Windows 
PC, one need only download and in-

stall the ActiveX control, load the VEE 
run-time files and then run the com-
piled VEE applications.6 

Using the VHF 
Network Analyzer 

Using the analyzer first requires 
that the DUT be connected to the 
proper ports. If you require only a re-
flection measurement, the DUT may 
be connected just to the reflection 
port. For transmission measure-
ments, the DUT must be connected 
between the reflection and transmis-
sion ports. The source-in and source- 
out ports can be connected with a 
straight BNC jumper or an attenua-
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Fig 10—The analyzer in action! Here is the 
actual measured response of a six-pole, 
21.4-MHz crystal filter. Here the lower trace 
is the transmission loss of the filter (B/R 
measurement) and the upper trace is the 
reflection (A/R measurement) of the filter 
in decibels (right-hand scale). The markers 
may be independently moved on either 
trace. They show absolute data at the point 
of placement and the delta between 
markers. The VEE application also allows 
printing of the plot to any Windows printer 
(color or black and white) and multiple 
sweeps may be displayed simultaneously. 

Fig 9—The setup screen from the main application shows all the parameters that may be 
used to define an instrument sweep. Multiple data formats are also available. Once a 
setup is defined, it may be saved to disk along with the calibration data for easy access 
later. 

tor may be inserted in line to reduce 
the incident power when measuring 
high-gain DUTs. Without the attenu-
ator, the power to the DUT from the 
VHF source can be set within a –15 to 
+15  dBm range via the source’s built- 
in PIN-diode attenuator. For passive 
DUTs, the power from the source 
should be set to the maximum value 
(+15 dBm) to maximize the measure-
ment dynamic range. 

The measurement to be performed 
may be selected from the setup screen 
(shown in Fig 9). The format of the 
measurement may also be selected: 
decibels, magnitude or SWR for reflec-
tion measurements. Full control over 
the sweep is possible by independently 
selecting the start frequency, stop fre-
quency and number of sweep points. 
The source power may be set on this 
screen, also. 

Once a measurement setup is de-
fined, the analyzer must be calibrated 
by pressing the reflection and/or 
transmission-calibration buttons on 
the main screen and placing the 
proper terminations on the ports as 
requested (the calibration is “di-
rected” by the software). At this point, 
the entire setup along with the cali-
bration results may be saved to a setup 
file for later retrieval. 

A sample measurement shows the 
versatility of the analyzer for amateur 
applications. Fig 10 shows the mea-
surement of a six-pole crystal filter 
centered at 21.4 MHz. This filter was 
designed for 50-Ω input and output 
impedances, so it was directly con-
nected to the analyzer. The markers 
show a passband loss of about 3 dB. 
The other marker was positioned at 
the –60-dB response point and the 
delta frequency read 44.67 kHz. The 
reflection is shown in the A/R trace as 
better than about 12 dB over the en-
tire passband. 
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Notes 
1S. Hageman, “Build this 250 MHz Synthe-

sized Signal Source,” QEX, Jan/Feb 
2000. 

2“Exploring the Architectures of Network 
Analyzers,” Agilent Technologies applica-
tion note 1287-2, www.agilent.com. 

31000-2500 pF feedthrough capacitors are 
available from Dan’s Small Parts and Kits, 
Box 3634 Missoula, Montana 59806- 
3634, phone or fax (406) 258 2782, www. 
fix.net/dans.html. 

4D. Rytting, “Effects of Uncorrected RF Per-
formance in a Vector Network Analyzer,” 
Microwave Journal, April 1991 

5Agilent VEE is a graphical test and mea-
surement development system, www. 
agilent.com/find/vee 

6The size of the VEE runtime install program 
is too large to be practical to download 

over a dialup connection however it may 
be found at, www.agilent.com/find/vee. 
The other files that are required (including 
the PIC firmware) are available for free 
download from the VHF Analyzer FAQ 
page at www.geocities.com/hagtronics. 

7A CD-ROM with all the applicable program 
files is available from the author for $5 
(postage paid to the USA and Canada; 
add $10 postage and handling for ship-
ment worldwide). If you order a pre- 
programmed PIC for the project I will 
supply the data CD with all the programs 
for free. A programmed PIC16C63 for the 
project is available for $25 (postage paid 
in the USA and Canada; add $10 postage 
and handling for shipment worldwide). For 
builders of the VHF Source, I will upgrade 
your firmware free of charge as long as 

PNA Parts List 

Receiver Circuits (Three needed per Analyzer) 

R1, R2—105 Ω, 1206, ±1% (Digi-Key, P1050FTR-ND) 
R3—121 Ω, 1/4 W, ±1% (Digi-Key, P1210FTR-ND) 
R4—22 Ω, 1/4 W, ±5% 
R5—6.98 kΩ, 1/4 W, ±1 % 
R6—11.0 kΩ, 1/4 W, ±1% 
R7—1.0 kΩ, 1/4 W, ±5% 
C1, C2—feedthrough capacitor 
C3—0.1 µF, 50 V, ceramic 
C4, C5—4.7 nF, 1206, X7R (Digi-Key #PCC472BCT-ND) 
C6, 0.1 µF, 50 V, ceramic 
C7, 1 µF, 35 V tantalum 
U1, AD8307AN (Allied #AD8307AN) 
U2, LMC7111BIN (Digi-Key #LMC7111 BIN-ND) 

A To D Board 

R1-R3, 1.0 kΩ, 1/4 W, ±5% 
R4-R7, 330 Ω, 1/4 W, ±5% 
C1, C2, C4-C7, C9—0.1 µF, 50 V ceramic 
C3—1 µF, 35 V, Tantalum 
C8—4.7 µF, 16 V, Tantalum 
D1—1N4148 (or 1N914, 1N4448), 
U1—LM2931AZ-5.0 (Digi-Key #LM2931AZ-5.0-ND) 
U2—MAX186, 12-bit A/D converter (Digi-Key #MAX186DCPP-ND) 
L1—EMI filter (Digi-Key, P9807CT-ND) 

GENERAL PARTS 

Couplers 
  0.2-250 MHz coupler (Mini Circuits Labs #ZFDC-20-3; 2 required for project) 
RF Connectors 
  SMA PC-board launch (Digi-Key #J610-ND, 3 required for project) 
Feedthrough Capacitors 
  2500 pF 50 V (Dan’s Small Parts, 5 required for project) 
Hardware 
  Die-cast enclosures for the receivers, 3.9×2.0×1.0 inches, (Jameco #11957, 2 required for project) 

you send the original PIC back to me with 
a SASE that includes return postage. 

Steve Hageman has been interested in 
electronics since the fifth grade. A con-
firmed “analogaholic,” Steve has always 
been fascinated by the magic of receiving 
signals from the “ether.” Steve received a 
BSEE degree from the University of 
Santa Clara in 1978 and since then has 
spent his time designing everything from 
switching power supplies, to embedded 
systems, to most recently RF circuitry for 
test and measurement applications. Steve 
maintains a FAQ page on all his projects, 
including this one, at www.geocities. 
com/hagtronics.          �� 

http://www.agilent.com
http://www.fix.net/dans.html
http://www.fix.net/dans.html
http://www.agilent.com/find/vee
http://www.agilent.com/find/vee
http://www.agilent.com/find/vee
http://www.geocities.com/hagtronics
http://www.geocities.com/hagtronics
http://www.geocities.com/hagtronics
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1400 Harold Dr SE 
Cedar Rapids, IA 52403 
sabinw@mwci.net 

A 455-kHz IF Signal 
Processor for SSB/CW 

By William E. Sabin, W0IYH 

Come look at a modern IF with Collins mechanical filters. 

A s part of a homebrew SSB/CW 
solid-state transmitter project 
for all nine HF bands, with an 

output of 100 W PEP or average, the 
455-kHz IF circuitry described in this 
article provides the following functions: 
• 20 dB of IF speech processing using 

two cascaded Collins miniature tor-
sional-mode mechanical filters.1 The 
microphone amplifier (not shown) has 
a compressor that does no significant 
speech processing, but it provides a 
nearly constant level into the IF-clip-
per circuit. 

• A gain-controllable IF amplifier with 
linear decibels-per-volt control 

1Notes appear on page 16. 

• CW envelope shaping with back- 
wave suppression 

• ALC for a 100 W PA2 and also for a 
600 W PA (30L-1) 

• Limiting of forward power at the PEP 
100 W and 600 W levels with limit-
ing of reflected power for transistor 
and tube protection 

• Mode control, PTT, VOX and fast 
time-sequenced T/R switching and 
receiver muting in conjunction with 
a Parallax Basic Stamp OEMBS2 
microcontroller3 

• Frequency-spotting function 
• All semiconductor devices are easily 

obtained DIP chips, or diodes 
• Analog circuit design is used on the 

IF board 
The emphasis in the SSB speech- 

processing mode is on maximum 
weak-signal articulation and intelligi-

bility. The microphone amplifier has 
an 11-dB rise across the audio range 
to improve high frequency content and 
uses a voice-communications unidi-
rectional dynamic microphone.4, 5  5 No 
other audio processing is used. Previ-
ous articles5, 6 6, 7, 8, 9 9 have discussed 
other modules for this transmitter. 

Board Layout 
Fig 1 shows the 4×6-inch PC board. 

The opposite side of the board has a 
solid ground plane with numerous in-
terconnect wires. Input/output con-
nections and ±12-V inputs are made 
via pressed-in Teflon terminals at 
various locations. Multiple-pin con-
nectors are not used. Three-terminal 
+5-V (78L05) and –5-V (79L05) regu-
lators are included. Aluminum angle 
stock is used to attach the card to the 

mailto:sabinw@mwci.net
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chassis. IF signal paths have low lev-
els of stray coupling. All components 
are through-hole versions that were 
on hand. 

The Block Diagram 
Fig 2 shows the functions of the IF 

board and the interconnections to the 
Basic Stamp controller board and other 
parts of the transmitter. Inputs from 
the front panel and both PAs are pro-
cessed by the controller and applied to 
the IF board and other parts of the sys-
tem in the correct sequence and timing. 
That prevents damage to the PA tran-
sistors, the relays and the receiver 
caused by hot-switching and spurious 
emissions during transmit-to-receive 
and receive-to-transmit transitions. 
When the 600-W PA is operational, an 
additional 10-ms delay allows time for 
its T/R relay to function. The ALC cir-
cuit prevents overload and nonlinearity 
in the signal path. Various other brief 
time delays allow all circuits to reach 
steady states at each point in operation. 
An adjustable VOX/CW hold-time of 
0.25 to 2.5 seconds is provided by a 
555 timer chip. I do not require true 
QSK (full break-in) operation. 

Schematic Diagram 
Fig 3 shows the various segments of 

the circuitry and their interconnections. 
Across the top are three AD847 (Analog 
Devices) high-frequency op amps, two 

Fig 1—PC board construction of 455 kHz IF processor for SSB / CW. 

Fig 2—IF and controller board interconnections. 

mechanical filters (Collins 526-8694- 
010 miniature torsional-mode, see Note 
1), and two 1N34A diodes (RadioShack) 
for IF clipping. The first two AD847s 
provide about 20 dB of voltage gain for 
speech processing. The SSB source re-
sistance for the 455-kHz input signal 
(Fig 2) is 3.3 kΩ. In ordinary SSB opera-

tion, the signal is routed to a third 
AD847. The gain of this stage is set by 
the 1200-Ω resistor so that the peak- 
envelope-voltage (PEV) IF output is 
nearly equal in both modes. The aver-
age output, however, is about 3 dB 
greater in the processing mode because 
of the magnification of the weaker 
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Fig 3—Schematic of 455-kHz IF processor. 
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speech components. In speech-process-
ing mode, the voltage gain of this third 
stage is unity. It was a major effort to 
adjust signal levels and gain values to 
ensure a very clean signal path. 

Signal switching is done by an 
Analog Devices ADG202A 4-pole SPST 
analog switch. This device uses ±12 V to 
maximize the linearity of the SSB sig-
nal by reverse biasing the built-in sub-
strate diodes. The switches themselves 
use +5 V control signals. The double- 
sideband input (LSB and USB) from the 
balanced modulator is about 100 mV per 
sideband. The third-order IMD created 
by these switches is more than 70 dB 
below the PEV, which is negligible com-
pared to other stages of the transmitter. 
In CW mode, the signal is routed to the 
third-amplifier stage. 

After the second mechanical filter, 
the National Semiconductor CLC5523 
gain-controlled current-feedback am-
plifier has a voltage gain of about two, 
set by the 1-kΩ and 470-Ω resistors. Pin 
1 is the ALC input in SSB mode. The 
gain is a little less than maximum with 
no signal and is reduced a decibel or two 
by a negative-going ALC voltage that 
assures the PA output rating and linear-
ity. The gain-control voltage (pin 1) can 
vary from +1.2 V to +0.4 V for a gain 
reduction of 60 dB, but a maximum of 
40 dB is actually used. Beyond 40 dB, 
leakage and stray coupling effects be-
come unnecessary nuisances. 

Fig 4 shows the IF-board USB two- 
tone output, which is 70 mV PEV into 
50 Ω. This level is correct for the next 
stage in the signal path. Fig 4A shows 
the output without IF processing and 
Fig 4B shows it with processing. Fig 4 
includes very low level artifacts of my 
microphone amplifier/compressor and 
my two-tone audio generator. High-or-
der IMD products created by the diodes 
are greatly attenuated by the second 
filter. In Fig 4, the two audio tones are 
900 Hz and 1450 Hz (this spacing is 
required by my spectrum analyzer) 
which create third-order IMD at 350 Hz 
and 2000 Hz, close to the edges of the 
passband. In Fig 4A IMD products are 
not visible. Notice that in Fig 4B only 
odd-order products (3rd, 5th, 7th, etc) 
are visible. This is characteristic of IF 
clipping that improves articulation and 
intelligibility of weak signals, as com-
pared to lower-cost audio clipping that 
creates large amounts of harmonic dis-
tortion and even-order IMD. 

Fig 5 shows the spectra of broadband 
composite adult male and female speech 
signals from a broadband loudspeaker 
into my Shure “Highball” unidirectional 
microphone. The test used slow and re-

Fig 4—Two-tone intermodulation: At A, with no speech processing. At B, with 20 dB of 
speech processing. 

petitive (250) average-holding fre-
quency sweeps (Fig 5A) and peak-hold-
ing (Fig 5B) and a USB signal. The ref-
erence levels for both figures are the 
same. My mechanical filters have a 
3-dB passband from 300 to 2800 Hz. The 
passband ripples are caused by the 

receiver and loudspeaker, not the micro-
phone or AF/IF circuitry. The high- 
frequency emphasis improves voice 
articulation and quality very signifi-
cantly. I optimized the complete re-
sponse experimentally for my voice and 
my microphone by setting R and C val-

(A) 

(B) 
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Fig 5—USB 455-kHz frequency response, from microphone input, of composite 
adult male and female voices with 20 dB of IF limiting. The frequency scale is 1 
kHz per division. At A is an average-holding plot and at B is a peak-holding plot. 
The top-of-scale reference level is the same for both plots. These plots are at an 
RF frequency, but before power amplification. 

has a minimum resolution bandwidth of 
300 Hz, which slightly widens the spec-
trum plot; that is especially noticeable 
at the low frequency end. Fig 5 also 
shows a small amount of LSB output, 

created by the balanced modulator and 
the filter response below the carrier fre-
quency. The “re-peaking effect” (see 
Note 5) in the second filter reduces the 
IF clipping by a couple of decibels. 

The level of the CW input signal is set 
by a front-panel control to achieve a PA 
output from 1 W to 100 W. In this mode 
the CLC5523 gain is set to nearly mini-
mum at key-up and is increased by the 
key-down action. The keying waveform 
is set by a Sallen-Key second-order low- 
pass op-amp filter. Because of the loga-
rithmic control characteristic of the IF 
amplifier, it was expedient to fine-tune 
the time constants experimentally. For 
this, I used a pulse generator to create 
a continuous string of dots so that the 
RF output envelope could be viewed on 
an oscilloscope. The rise and fall times 
are nearly equal at about 5 or 6 ms, 
between the 10% and 90% values. The 
0.47 µF capacitor stretches and rounds 
the trailing edge just the right amount. 
This waveform produces a clean RF 
envelope shape; however, the signal 
does not go all the way to zero on key-up, 
which produces a –40 dBc “backwave.” 

The control board solves this problem 
with software. It operates the CW En-
able input to the analog switch. The 
action is shown in Fig 6. At key-down 
time to the control board (Fig 2), the 
switch is closed, sending IF to the input 
of the CLC5523 amplifier. The RF enve-
lope starts to rise in about 3 ms. At key- 
up time, the key line to the IF board goes 
high, but the switch remains closed for 
12 ms to allow plenty of time for the 
waveform to fall smoothly. The results: 
no backwave and a well-formed CW 
envelope. Also, the software debounces 
the contacts on my old fashioned (1950) 
“side-swiper” key. These fixes show how 
the Basic Stamp improved CW perfor-
mance. For a startup string of dots, 
10 ms of the first dot is lost to allow 
time for receive-to-transmit switching, 
which is okay for my maximum code 
speed. 

The ALC inputs are switched by the 
other ADG202A analog switch. In SSB 
mode, forward and reflected signals 
from the directional couplers at the 
100 W PA and the 600 W PA outputs 
assure linear SSB operation and also 
protect against possible damage from 
excessive SWR. The control board de-
tects that the 30L-1 PA is on and enables 
the appropriate ALC inputs at the 
ADG202A switch. In the CW mode, for-
ward power is not sensed, but reflected 
power is detected and reduces the drive 
to the PA as necessary to protect the PA 
and the two-transformer type direc-
tional couplers (see Note 9). 

ues in the microphone amplifier. 
The adjacent-channel interference at 

3.5 kHz above the carrier frequency is 
very small for two tones and also for the 
speech signal. My spectrum analyzer 

(A) 

(B) 
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Fig 6—CW RF envelope and the CW Enable waveform that prevents CW backwave. 

The ALC filter has a fast-attack 
(2 ms) and slow-decay (2.5 s) response 
using a diode and a dual time-constant 
RC circuit. In SSB, the fluctuations in 
the ALC that are applied to the 
CLC5523 amplifer are very small and 
do not noticeably degrade the quality 
of the SSB signal. 

Also included is a frequency-spot 
function. The controller turns on the 
CW Enable signal and grounds the 
Key Input line (but does not activate 
the T/R relays) and sends an adjust-
able 455-kHz spot-signal level to the 
IF and low-level RF circuits. 

Conclusions 
Although the signal path is an analog 

design, reasonably modern devices and 
circuit design methods are used. In the 
interest of simple and straightforward 
design, I decided not to do any digital 
signal processing in this particular ap-
plication. There is today still a lot to 
learn and a lot to accomplish using ana-
log methods. The mechanical filters are 
a little on the expensive side, but the 
simplicity of the approach more than 
compensates, and the quality of the IF 
speech-processed signal and the clean-
liness of the IF output spectrum are 
outstanding. For details of the mechani-
cal filters that I used in this project, 
go to (www.rockwellcollins.com/ 
otherbusinesses/collins-filters/ 
low-cost-series/). Bob Johnson at the 
Rockwell Collins Filter department has 

been helpful in this project and previ-
ous projects (see Note 1). His expertise 
is always appreciated. 

The OEMBS2 Basic Stamp (www. 
parallaxinc.com/) controller is easy to 
program if you understand simple BA-
SIC programming methods, and it is 
much more than fast enough in this 
application. Delays (the PAUSE XX ms 
instruction) are introduced to slow the 

action where needed. It uses a 
PIC16C57C-20/SS microcontroller with 
a 20-MHz clock and a PBASIC inter-
preter. The EEPROM is very easily 
loaded, modified and debugged (without 
removal from the equipment) via an 
onboard 9-pin connector from a PC se-
rial port using Parallax Editor software. 
Details of the Basic Stamp control 
board, including the BASIC code that I 
use, are not included in this article, but 
are available from me by e-mail. 
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About Monopoles and Dipoles 

By Valentin Trainotti, LU1ACM 

Do you want to put up a vertical antenna? Do you 

have one that’s not performing well? Here are 

the hows and whys of  verticals that work. 

In 1895, Guglielmo Marconi made 
a spark transmission in the Italian 
countryside (achieving a distance 

of 100 meters), beginning a century of 
radio communications. His experi-
ments were based on Heinrich Hertz’ 
electromagnetic-wave discovery a few 
years before, validating the theory of 
James Clerk Maxwell. 

Marconi wanted to achieve truly 
long-range communications for prac-
tical use and maximum range was a 
priority. At first, he saw that maxi-
mum range could be achieved by in-
creasing the antenna height for both 

horizontal and vertical polarizations. 
At that time, the antenna was at once 
the radiating system and part of the 
generator or transmitter. The operat-
ing frequency was a function of the 
antenna’s size. Maximum range was 
achieved by increasing antenna size, 
which lowers the generated frequency. 
When using dipoles, it was difficult to 
have an elevated spark system and a 
big antenna at the same time. 

Therefore, Marconi started working 
empirically because science could give 
him no advice. Almost no one was 
working on these things before him. 
He found a practical method to get the 
spark equipment to the feed point us-
ing a monopole, sometimes called a 
Marconi, antenna. Figs 1 and 2 show 
sketches of a Hertzian dipole and a 
Marconi monopole, respectively. 

The invention of the monopole per-
mitted him to achieve a lower gener-
ated frequency and at the same time, 
a vertical polarization with a smaller 
antenna—half the size of a Hertzian 
dipole for the same frequency. In-
creasing the monopole’s size was very 
simple: Increase its height. That effect 
permitted lowering the frequency and 
Marconi discovered an increase in 
range. The last years of the 19th cen-
tury saw work toward lower and lower 
frequencies to achieve maximum 
range. Of course, as techniques im-
proved, more power was injected into 
antenna systems. This work made 
possible transatlantic radio communi-
cation, which was finally obtained by 
the Marconi-Fleming team on Decem-
ber 12, 1901, linking Podhu, England, 
and St. John’s, Newfoundland. 

mailto:vtrainotti@ieee.org
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The invention of the monopole and 
the vertical polarization it produced 
made possible the launching of a sur-
face wave along the Earth’s surface. 
Surface waves propagate with low at-
tenuation, achieving long-range com-
munications even beyond the horizon. 

Monopoles 
Marconi invented the monopole an-

tenna by making a ground connection 
at one end of the antenna. How this 
antenna and wave propagation 
worked was a mystery at the time. 
Nevertheless, as more scientific and 
technical individuals became involved 
in the radio communications field, 
many questions were answered. In 
1924, Stuart Ballantine wrote a won-
derful paper in the Proceedings of the 
IRE, providing the basis for an opti-
mum monopole antenna for AM broad-
cast stations operating at medium 
frequencies. Optimum monopole- 
antenna height does not necessarily 
yield maximum efficiency, because a 
monopole works with a ground plane 
as an integral part of it. 

Supposing perfectly conducting 
ground, optimum monopole height is 
around 5/8 λ. This height gives maxi-
mum field strength along the Earth. 
Nevertheless, for MF broadcast use, 
the secondary lobe of its radiation 
pattern at this height was found exces-
sive and detrimental to operation at 
night. This effect made possible the 
optimum antenna-height determina-
tion for broadcast use with maximum 
nocturnal service area. The service 
area depends on antenna height, the 
antenna height-radius relationship, 
operating frequency and ground con-
ductivity and permittivity. This noc-
turnal service area is based on the 
distance from the transmitting an-
tenna, where the surface-ionospheric 
wave relationship is 10 dB. Beyond 
that distance, the self-interference 
zone begins, producing distortion of 
the received signals. 

In the Proceedings of the IRE, Dr. 
George Brown wrote an historical paper 
about increasing the efficiency of a 
monopole installed over real ground. 
From his results, a technique using an 
artificial, buried ground plane for a 
broadcast antenna was developed. The 
artificial ground plane consists of 120 
copper-wire radials, close to λ/4 in 
length, placed uniformly on the ground 
along every three degrees of azimuth, 
starting from the monopole’s feed point. 

Ideal soil has an impedance of 0 Ω. 
Nevertheless, a real monopole with an 
artificial, buried ground plane has soil 

Fig 1—Sketch of Marconi’s first dipole and transmitter (1887). 

Fig 2—Sketch of Marconi’s first monopole and transmitter (1896). 

under it having a different surface 
impedance. That impedance is the 
parallel combination of the physical 
soil impedance and the artificial 
ground-radial impedance. Because of 
the divergent wire structure, the 
ground-radial impedance changes as a 
function of the distance from the 
monopole’s feed point. The total 

ground impedance is very low at the 
feed point, theoretically approaching 
zero because the wires are very close 
to one another. As distance from the 
antenna base increases, the total 
ground impedance rises to the imped-
ance of the soil itself. 

The actual soil impedance depends 
on the frequency of operation and the 
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Fig 3—A graph of total ground impedance as a function of distance at 1 MHz (λλλλλ

σσσσ εεεε
ΩΩΩΩ

 = 300 
meters). Total impedance is due to metal-wire ground plane (radials) and real soil 
impedance (σ = 0.03 Siemens/meter εr = 30 at 1 MHz). Soil impedance, Zs = 11.76 + 
j11.14 Ω. = |16.2| /43.45°°°°°. 

Fig 4—Monopole geometry. 

physical constants associated with the 
soil: conductivity, permittivity or di-
electric constant. As an example, 
Fig 3 shows typical soil impedances, 
calculated at a frequency of 1 MHz for 
different numbers of buried ground- 
plane wires. Notice that when the wire 
number is low, the actual soil imped-
ance is achieved closer to the feed 
point; in the higher-wire-number 
cases, increasing the number of wires 
does not decrease the total impedance. 
Notice also from this figure that a 120- 
wire artificial ground plane is almost 
optimal. Adding more wires does not 
increase the efficiency appreciably. 

Near-field electric and magnetic cal-
culations show a maximum for both 
fields at the monopole’s feed point re-

gardless of the monopole’s height. 
That means the power density of the 
radiated wave is a maximum at the 
monopole’s base. Fig 4 shows the an-
tenna geometry. 

Fig 5 shows the monopole’s electric 
field circuit, where conduction current 
flows on the metallic part;  the near-elec-
tric-field representation or displace-
ment current flows in the surrounding 
space, and again, the conduction current 
flows in the ground plane. This permits 
closing the monopole’s electric circuit 
and the production of an electromag-
netic wave into the surrounding space. 

To close the antenna circuit, all the 
force lines representing the near elec-
tric field intercept the ground plane at 
right angles, producing radial con-

ducting currents in it, flowing toward 
the feed point. These radial conduct-
ing currents need a low-impedance 
medium to flow, so as not to lose en-
ergy. For this reason, a high-conduc-
tivity surface or metallic radials are 
needed. Radial length must be at least 
λ/4. Nevertheless, conducting cur-
rents at distances greater than one- 
half wavelength on the ground plane 
do not return to the feed point and do 
not increase the antenna’s efficiency. 
Amateur monopoles generally do not 
get enough space for buried radials, or 
they use only a few to decrease the 
antenna’s cost and, of course, achieve 
lower efficiencies than in the broad-
casting-antenna case. 

One important thing to remember is: 
Monopole ground planes should be of 
infinite conductivity, or as good as is 
possible, because it is part of the antenna 
itself. Any departure from this concept 
yields lower radiation efficiencies be-
cause of low Earth conductivity as com-
pared to metallic conductors. 

Dipoles 
Dipoles are among the oldest anten-

nas and they were the first radiating 
elements used since Hertz’s experi-
ments in 1885-1890. A dipole may be 
used for vertical or horizontal polar-
ization, depending on its installation 
over ground. This is a quite old con-
cept, because Earth was adopted as a 
reference and it is considered a hori-
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zontal plane. Generally speaking, 
“horizontal polarization” means elec-
tric-field vectors are parallel to the 
Earth. Dipoles have been used suc-
cessfully in the last century because 
they are high-efficiency antennas. For 
HF applications, most installations 
use horizontal dipoles, inverted-V di-
poles or horizontal-dipole arrays. 

A vertical dipole, installed over 
ground, produces near-electric-field 
lines that close a circuit over the dipole 
itself. Few lines connect with the image 
and they depend on the dipole’s height 
over ground. This is a big difference 
from the monopole, where all the lines 
connect with the image. In the dipole 
case, fewer lines connect with the image 
as the dipole’s height over ground is 
increased. That means that coupling 
between the dipole and its image less-
ens as its height increases: A dipole 
approaches free-space performance as 
its height increases. A vertical dipole 
and its image constitute a collinear ar-
ray system and its mutual impedance is 
very low. A horizontal dipole and its 
image form a broadside array system, 
their mutual impedance is high and the 
dipole input impedance varies greatly 
as a function of height. 

Fig 7 shows a representation of dipole 
electric-field lines. A big difference can 
be seen comparing this figure with that 
of the monopole (Fig 5). In the dipole 
case, electric-field lines close the an-
tenna circuit in free space for the dis-
placement current and—in low-loss 

Fig 5—A simplified rendering of monopole near electric field and currents. 

Fig 6—Dipole geometry. Fig 7—A simplified rendering of dipole near electric field and currents. 
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metallic conductors—for the conduction 
current. Weak conduction currents are 
in the ground plane under the vertical 
dipole and they depend on the separa-
tion of dipole’s lower tip from ground. 
This is a reason why metallic radials 
should be avoided, especially when the 
dipole is raised above ground. 

To conclude this part: Monopoles 
require very high-conductivity ground 
planes to produce high radiation effi-
ciencies. That is not so important for 
vertical dipoles; their efficiencies de-
pend on their heights above ground. In 
the latter case, ground radials should 
be avoided because of their small con-
tribution to the dipole’s radiation effi-
ciency. Current and power densities in 
the ground plane depend on dipole 
height and physical shapes of lower 
antenna portions. 

Fig 8 shows the calculated close-to- 
ground power-density comparison. In 
each case, infinite ground-plane con-
ductivity has been considered. Each of 
the monopoles and dipoles in this 
simple example are operating at 10 
MHz with 1 kW of input power. Mono-
pole heights are 0.01, 0.25 and 0.5 λ. 
Vertical-dipole heights over ground 
are 0.503, 0.53, 0.6, 0.8 and 1.0 λ. Each 
dipole is λ/2 long, so that separation 
(s) from ground is increased. A mono-
pole and dipole height/radius (H/a, 
slenderness) relationship of 200 has 
been chosen. Similar results can be ob-
tained at other frequencies. 

The dipole has more flexibility be-
cause it can be raised over the ground 
plane, and for this reason, the magni-
tudes of the fields and power density 
are even lower on the ground plane as 
height is increased. This can be seen 
clearly in Fig 9, where the calculated 
dipole power density over ground is 
shown as a function of the dipole’s 
lower tip separation, s, at a distance of 
1 m from the vertical dipole’s base. 
Therefore, power density is reduced by 
around 30 dB when lower dipole tip 
reaches λ/2 and even lower as s is in-
creased any further. 

Empirical Evidence 
Dipole behavior has been verified in 

practice because, during May 1994, an 
MF vertical dipole was designed and con-
structed for a 50-kW broadcast station, 
exhibiting high-efficiency radiation 
without the classical buried ground 
plane. Verification was obtained by 
means of very accurate surface-wave E- 
field measurements along the Earth. 
This achievement can be applied to Ama-
teur Radio practice by having a simple, 
cheap, omnidirectional and practical 

Fig 8—Calculated near power density in dB W / m2 for different monopoles and vertical 
λλλλλ λλλλ/2 dipoles (f = 10 MHz, λ = 30 meters, perfect ground). 

antenna suitable for long-distance com-
munications because of its low-eleva-
tion-angle radiation over real ground. 
The vertical radiation pattern, as a func-
tion of distance, was pointed out by 
Sommerfield, Norton and Jordan. The 
monopole vertical-radiation pattern 
shown is generally the corresponding 
far-field pattern where the surface- 
wave component has dropped out. 

The radiated wave can be seen as the 
sum of a space wave and a surface 
wave. The space wave is the sum of a 
direct wave and a ground-reflected 
wave. For this reason, the wave along 
the Earth is entirely based on the sur-
face wave because the space wave is 
almost zero. In turn, that results from 
the sum of the direct and out-of-phase 

reflected waves. On the contrary, in 
space or at high elevation angles, the 
radiated wave is entirely based on the 
space wave because the surface wave 
is relevant only very close to ground 
and decreases very sharply with eleva-
tion angle. Nevertheless, the total 
field strength is the sum of all wave 
components. It is well known that the 
surface wave decreases with distance 
as a function of polarization, fre-
quency, conductivity and dielectric 
constant of the earth. Vertical polar-
ization is used to produce a strong 
surface wave. Monopoles or vertical 
dipoles are used to generate it. 

At high frequencies, the surface- 
wave range is generally short. Surface 
waves are more effective in the 160 
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and 80-m bands and for very-good-con-
ductivity soils. Vertical antennas, 
especially λ/2 in height—either mono-
pole or dipole—have low take-off 
angles that are useful for long-dis-
tance communication in the HF Ama-
teur Radio bands, using the space 
wave refracted by the ionosphere. 

Grounded Vertical Dipoles 
A new, half-wavelength dipole has 

been developed for use as a vertical 
antenna. A λ/2 vertical dipole is a prac-
tical antenna to be employed in the HF 
bands. It is simple, cheap and very 
efficient. Dipoles have been made over 
the years of different shapes, but gen-
erally, the upper part of the dipole has 
been completely insulated from 
ground. This part of a dipole is very 
sensitive to stray, induced potentials 
that are very dangerous to electronic 
components—especially to sensitive 
preamplifiers because they are di-
rectly connected to the antenna 
through the transmission line. If this 
part of a dipole could be connected di-
rectly to ground, that would be very 
useful since it would avoid static-elec-
tricity problems associated with wind 
and atmospherics. 

A solution to those problems can be 
obtained by designing an entirely 
grounded dipole. Such a grounded di-
pole can be seen in Fig 10. The dipole’s 
central part is made of metallic tubing, 
at once forming its mechanical struc-
ture and having height H. This metal-
lic structure can be connected to 
ground for static-discharge purposes. 
The dipole’s skirt is made of three or 
four copper wires connected directly at 
the central metallic part close to its 
middle (HG). Skirt wires are parallel 
to the central part and are separated 
by a distance from the vertical axis 
(SS). The lower skirt-wire tips are 
separated from ground by dielectric 
isolators at a distance, S. The dipole is 
fed by means of a 50-Ω coaxial line 
connected directly to the proper point 
in the skirt (HF), achieving a good im-
pedance match with the band 
(SWR<2:1, transmission loss lower 
than 0.5 dB). Such a match is gener-
ally wider than necessary to cover an 
HF amateur band. Several models 
have been studied to optimize the 
dipole’s dimensions, achieving a SWR 
(2:1) bandwidth of around 10% in any 
band. This permits operating with a 
good match, even in the 80-m amateur 
band from 3500-4000 kHz, which is the 
most difficult band to cover. In this 
band, a grounded supporting tower 
can be used if any metallic guys are 

Fig 9—Calculated near power density at 1 meter from the dipole base as a function of the 
dipole lower tip height, s, in wavelengths. 

broken into nonresonant lengths by in-
sulators. An advantage of a grounded 
tower is that you can place other an-
tennas at the top; but their effect must 
be compensated in the grounded 
dipole’s impedance adjustment. 

As an example, Table 1 and Fig 11 
show the input resistance, reactance 
and SWR achieved for a grounded ver-
tical dipole that was designed for the 
15-m band. In this case, the resulting 
dimensions are: H=6.8 m, HG=3.35 m, 
HF=2.6 m, SS=0.20 m, S=0.15 m and 
the supporting aluminum tube has a 
diameter of 50 mm. The skirt is made 
of four 4-mm copper wires attached to 
the supporting tube at a point HG by 
means of four metallic spreaders. The 
coaxial UHF female connector is at-
tached to the supporting tube at point 

HF, where the four skirt wires are fed. 
Coaxial line can be installed inside the 
supporting tube through a hole placed 
close to the coaxial connector and close 
to the tube’s bottom for weather pro-
tection. The supporting tube can be 
erected by means of three or four 
Dacron ropes or wires, conveniently 
broken by several insulators so as not 
to interfere with the antenna’s near 
field. A picture of the antenna can be 
seen in Fig 12, which was taken dur-
ing antenna-impedance measure-
ments and adjustment. Fig 13 shows a 
best view of the feed point, where con-
nections to the skirt wires and to the 
coaxial feed line can be seen. 

Three other skirt-dipole models 
were built and tested for the 10- and 
6-m bands, with similar input-imped-
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Table 1—Grounded Vertical Dipole 
Input-Impedance Measurement 

f (MHz) Rin (Ω) Xin (Ω) SWR 

20.5 96 20 2.00 
20.6 91 17 1.89 
20.7 86 15 1.80 
20.8 80 13 1.65 
20.9 75 12 1.55 
21 70 10 1.44 
21.1 65 9 1.34 
21.2 65 6 1.33 
21.3 59 4 1.20 
21.4 56 2 1.12 
21.5 53 1 1.06 
21.6 51 0 1.02 
21.7 48 1 1.04 
21.8 46 3 1.11 
21.9 44 3 1.13 
22 43 4 1.18 
22.1 40 5 1.27 
22.2 40 8 1.30 
22.3 36 10 1.49 
22.4 35 11 1.53 
22.5 33 12 1.63 
22.6 31 13 1.78 
22.7 29 14 1.90 
22.8 27 15 1.98 
22.9 27 16 2.12 
23 26 17 2.20 

Fig 10—Sketch of a grounded λλλλλ/2 vertical dipole. 

Fig 11—Characteristics of a 15-meter grounded vertical dipole. At A, measured input resistance and reactance. At B, SWR. 
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ance behavior. A 6-m grounded verti-
cal dipole is actually used for a 
50.07-MHz beacon for the Citefa Ra-
dio Club in Buenos Aires, Argentina. 
This beacon has been received in 
Australia during good propagation 
conditions, permitting bilateral con-
tacts on that band as soon as the bea-
con was received. 

Two-meter and 75-cm models have 
been made. They are intended to be 
used on top of poles or supporting tow-
ers, taking advantage of their 
grounded structures and high radia-
tion efficiency. 

Conclusions 
Monopole and dipole characteristics 

have been pointed out to promote un-
derstanding of their operation. I pre-
sented my thoughts in the hopes that 
they would help amateurs compre-
hend the operation of these kinds of 
antennas and that they would point 
out where antenna designers must be 
careful to achieve maximum antenna 
efficiency. In theory, monopoles and 
dipoles of similar height and over per-
fectly conducting earth have practi-
cally the same directivity and gain. 
Over real ground, though, a monopole 
has the disadvantage that it needs a 

Fig 12—Photograph of a 15-meter grounded vertical dipole 
model during input impedance measurements. 

Fig 13—Photograph of a 15-meter grounded vertical dipole 
feed point. 

metallic ground plane, as perfect as 
possible. This requirement is some-
times difficult to achieve. 

For amateur purposes, the place 
where a monopole is installed is gen-
erally quite different from the ideal. 
For this reason, the creation of an ar-
tificial ground plane is a difficult—if 
not impossible—task. Dipoles, to the 
contrary, may be easily installed even 
on a rooftop, and they are not so de-
pendent on a ground plane, making 
them the best selection where a simple 
and cheap antenna is desired. A 
grounded vertical dipole could be a 
simple, safe and practical solution to 
getting an Amateur Radio antenna on 
the air, especially for frequencies 
higher than 14 MHz, where dipole di-
mensions are reasonable. 
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The Fractal Loop Antenna: 
Understanding the Significance 

of Fractal Geometry in 
Determining Antenna 

Performance 

By  Dr. Steven R. Best, VE9SRB 

Fractal antennas are visually interesting, but do they offer 

better performance than other geometries? 

Come learn how they compare. 

Fractal antennas represent a 
class of electromagnetic radia- 
tors where the large-scale an-

tenna structure is comprised of a 
series of repetitions of a single geom-
etry (the geometry basis), and where 
each repetition may be on a different 
scale.1, 2 2 Fractal antenna geometries 
are self-similar in that some portion of 
their geometry has the same shape as 
the large-scale geometry, only on a 
reduced scale. 

The topic of fractal-loop antennas 
has been previously addressed by 
Dr. Nathan Cohen, N1IR, in a series of 

articles published in Communications 
Quarterly.2, 3, 3, 4 4 These articles describe 
the basic concepts and performance 
characteristics of a class of fractal-loop 
geometries known as Minkowski Is-
lands. Dr. Cohen demonstrated that 
these fractal-loop antennas exhibit 
resonance compression and multiband 
behavior as a function of frequency. He 
concluded that this behavior is a result 
of the self-similar properties of the 
fractal geometry. The Minkowski Is-
land fractal-loop antennas were also 
shown to have an impedance resonance 
at a frequency where the loop is of much 
smaller physical area than a resonant, 
nonfractal Euclidean square or circular 
loop. 

Here, Minkowski Island fractal 
loops are considered from two perspec-
tives. The performance properties of 

these fractal loops are examined in 
detail, and the performance tradeoffs 
associated with achieving a lower 
resonant frequency using fractal an-
tenna geometries are considered. The 
performance tradeoffs are examined 
with respect to resonant resistance, 
bandwidth and efficiency. Second, the 
impedance and pattern performance 
properties of the Minkowski Island 
fractal loop are compared with non- 
self-similar, bent-wire loops having 
similar physical area and total wire 
length. This comparison reveals that 
the nonself-similar bent-wire geom-
etries perform in a similar fashion 
to, or better than, their self-similar 
fractal counterparts. It also shows 
that the resonance compression and 
multiband behavior of fractal anten-
nas is not a result of the self-similar 

1Notes appear on page 34. 

mailto:srbest@att.net
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properties of that geometry. In fact, 
any loop antenna linearly loaded by 
increasing the total wire length while 
maintaining the same area would ex-
hibit resonance compression and 
multiband behavior similar to that 
exhibited by self-similar fractal-loop 
antennas. 

The Resonant Euclidean 
Loop Antenna 

Before discussing the concepts and 
performance characteristics of fractal 
and other bent-wire loops, it is neces-
sary to review the characteristics of a 
Euclidean, nonfractal loop geometry. 
In this case, the nonfractal loop an-
tenna is the Euclidean loop depicted in 
Fig 1. This loop is slightly rectangular 
with dimensions of 2.8 × 2.66 meters. 
The total physical loop area is approxi-
mately 7.46 square meters. 

Using EZNEC Pro,5 the perfor-
mance properties of the rectangular 
loop were determined for reference 
purposes. The EZNEC model for this 
antenna consists of 164 segments. The 

wire diameter is 3.2 mm and the wire- 
loss option is set for copper wire so that 
the antenna efficiency may be deter-
mined. The calculation engine used to 
model the antenna is NEC 4.1. A graph 
of the feed-point impedance properties 
of the rectangular loop is presented in 
Fig 2. The significant feature is that 
the rectangular-loop antenna exhibits 
four resonance points over the range 
from 2 to 60 MHz. Two of these reso-
nance points are parallel resonances, 
where the feed-point resistance is very 
large and the reactance experiences a 
rapid transition between +X and –X. In 
these frequency regions, the antenna 
Q factor is high, the bandwidth is nar-
row and the impedance properties are 
sensitive to small variations in the 
antenna structure. The other two reso-
nance points are series resonances, 
where the antenna exhibits more use-
ful performance characteristics. 

The performance properties of the 
rectangular-loop antenna at these two 
series-resonance points are summa-
rized in Table 1. For reference purposes, 

the SWR is presented with respect to 
50 Ω. The 2:1 SWR bandwidth is pre-
sented with respect to the resonant 
resistance, because bandwidth informa-
tion presented in this manner provides 
a better indication of the antenna’s in-
herent bandwidth performance. The 
behavior of the impedance properties of 
this antenna will be used as a reference 
for comparing and understanding the 
impedance properties of the fractal-loop 
antennas. 

Minkowski Island Fractal 
Loop Antennas 

The fractal-loop geometry chosen as 
a reference for comparison with non- 
self-similar bent-wire loop geometries 
is the Minkowski Island fractal-loop 
antenna (see References 2,3,4). Three 
Minkowski Island loop geometries are 
considered: the MI1, the MI2 and the 
MI3 fractal loops, as depicted in Figs 
3, 4, and 5, respectively. The geometry 
basis for these fractal loops is a 
slightly rectangular shape having four 
indentations, one on each side. The 

Table 1—Performance Properties of the Euclidean Rectangular-Loop 
Antenna 

Resonant Frequency (MHz) 29.22 56.33 
Feed-point Resistance (Ω) 134.2 268.6 
SWR (50 Ω) 2.68 5.37 
Peak Gain (dBi) 3.23 2.9 
Overall Dimensions (λ) 0.273 x 0.259 0.526 x 0.50 
Total Wire Length (λ) 1.065 2.054 
2:1 SWR Bandwidth with respect to 
Resonant Resistance (%) 8 8.9 
Radiation Efficiency (%) 99.3 99.6 Fig 1—A simple, rectangular Euclidian 

loop antenna. 

Fig 2—Feed-point impedance properties of a rectangular loop. 
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MI1 loop is the geometry basis for all 
of the Minkowski Island fractals. In 
the MI2 loop, this geometry basis is 
located in the center of the loop and is 
then repeated four times in the struc-
ture, once from each corner of the 
original basis. The MI3 loop is essen-
tially comprised of five MI2 loops, one 
being located in the center of the MI3 
and the other four extend from each 
corner of the center MI2 geometry. 

To characterize the performance of 
the MI1, MI2 and MI3 fractal loop 
antennas, an EZNEC model of each 
was created. Loop dimensions of 2.8 × 
2.66 meters were chosen to match the 
size of the Euclidean rectangular loop 
antenna discussed in the previous sec-
tion. In replicating the MI3 loop geom-
etry, the actual overall dimensions 
turned out to be 2.77 × 2.6 meters. 

The EZNEC model created for the 
MI1 fractal loop consists of four wires 
and 164 segments. The wire diameter 
was set to 3.2 mm to match that of the 
nonfractal rectangular loop. Although 
the physical area of the MI1 loop is 
identical to that of the rectangular 
loop, the total wire length used to con-
struct the MI1 loop is not. The total 
wire length in the rectangular loop is 
10.93 meters, while the total wire 
length in the MI1 fractal loop is ap-
proximately 16.34 meters. The EZNEC 
model created for the MI2 fractal loop 
consists of 100 wires and a total of 500 
segments. The total wire length in the 
MI2 loop is approximately 27.57 
meters. The EZNEC model of the MI3 
fractal loop consists of 500 wires and 
500 segments. The total wire length in 
the MI3 fractal loop is approximately 
45.67 meters. The wire-loss option in 
EZNEC was set to copper so that an-
tenna efficiency could be determined at 
all fractal iterations. 

The feed-point impedance properties 
of the MI1, MI2 and MI3 fractal loop 
antennas are presented in Figs 6, 7 and 
8, respectively. From these impedance 
data, the changes over all fractal itera-
tions are evident. As the fractal iteration 
and the total wire length in the loop in-
creases, a compression of resonances 
from higher to lower frequencies occurs. 
The numerous resonant frequencies 
that occur with the Euclidean rectangu-
lar loop decrease in frequency and at the 
same time, they are spaced closer to-
gether in frequency. For the fractal an-
tenna, this results in an increase in the 
number of resonances over a given 
fixed-frequency band. Over the same 
frequency band presented for the rect-
angular loop, the MI1 fractal loop exhib-
its six resonant frequencies, the MI2 

fractal loop exhibits nine resonant fre-
quencies and the MI3 fractal loop exhib-
its thirteen resonant frequencies. As 
with the Euclidean rectangular loop, the 
resonances alternate between a parallel 
and a series resonance with increasing 
frequency. The significant issue to con-
sider and examine here is how much of 
this resonance-compression behavior is 

a direct result of the self-similar fractal 
geometry? At the same time, the perfor-
mance tradeoffs associated with the 
lowering of the resonant frequencies are 
considered. 

A detailed comparison of the perfor-
mance properties of the Euclidean 
rectangular loop (designated MI0), the 
MI1 fractal loop, the MI2 fractal loop 

Fig 3—Minkowski Island loop geometry for the MI1 fractal loop. 

Fig 4—Minkowski Island loop geometry for the MI2 fractal loop. 

Fig 5—Minkowski Island loop geometry for the MI3 fractal loop. 
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and the MI3 fractal loop is presented 
in Table 2. The performance properties 
for each of these antennas are pre-
sented at the two lowest series-reso-
nant frequencies. The performance 
properties presented for each antenna 
include the resonant frequency, reso-
nant resistance, bandwidth, efficiency 
and gain. Dimensions of each loop with 
respect to the resonant wavelength are 
also presented. 

Again, the significant point regard-
ing the data presented in Table 2 is the 
progressive decrease in resonant fre-
quency for the MI0, MI1, MI2 and MI3 
loops. The lowest series-resonant fre-
quency decreases from 29.22 MHz for 
the MI0 loop to 21.31 MHz, 15.19 MHz 
and 11.48 MHz for the MI1, MI2 and 
MI3 fractal loops, respectively. The 

second series-resonant frequency de-
creases from 56.33 MHz for the MI0 
loop to 39.48 MHz, 27.89 MHz and 
21.83 MHz for the MI1, MI2 and 
MI3 fractal loops, respectively. This 
progressive lowering of resonant 
frequency also illustrates another 
significant fact: As the fractal itera-
tion increases, the resonant frequency 
decrease converges to a lower limit. 
This illustrates that the benefit of low-
ering resonant frequency diminishes 
with a progressive increase in the 
fractal iteration.6 

The data in Table 2 also show that 
as the resonant frequency is lowered 
with each increase in fractal iteration, 
the resonant resistance, bandwidth, 
gain and efficiency decrease as well. 
The decrease in those parameters is 

more a function of the increase in total 
wire length in the antenna than the 
antenna’s fractal geometry. The de-
crease in bandwidth and resonant 
resistance are a direct result of com-
pressing more wire length into a 
smaller area (relative to the resonant 
wavelength). The decrease in effi-
ciency and gain is simply a function of 
the increase in loss resistance (deter-
mined at the feed point) caused by the 
increase in total wire length. 

These are the fundamental perfor-
mance tradeoffs associated with 
lowering of an antenna’s resonant fre-
quency using fractal geometry or simi-
lar total wire-length compression 
technique. The fractal nature of the 
antenna’s design is simply a math-
ematical methodology used to describe 

Fig 6—Feed-point impedance properties of the MI1 fractal-loop antenna. 

Fig 7—Feed-point impedance properties of the MI2 fractal-loop antenna. 
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or determine how the increase in total 
wire length can be compressed into a 
predefined physical area. 

Radiation patterns of the MI0, MI1, 
MI2 and MI3 loop antennas are pre-
sented in Figs 9, 10, 11 and 12, respec-
tively. The patterns presented for the 
lower resonant frequency are cut in 
the θ-sweep plane with φ set at 90°. 
The patterns presented for the upper 
resonant frequency are cut in the 
φ-sweep plane with θ set at 90°. Radia-
tion patterns for each of the antennas 
at their respective resonant frequen-
cies are similar. The most notable dif-
ference in pattern shape and gain oc-
curs between the MI0 loop and the MI1 
fractal loop. The difference in gain is 
primarily a result of differences in 
pattern shape as both antennas have 
similar efficiencies. The difference in 
pattern shape can be attributed pri-
marily to the difference in the size of 
the loop with respect to the resonant 
wavelength. Note that the MI0 loop is 
significantly larger with respect to the 
resonant wavelength than the MI1 
loop. The radiation pattern shapes for 
the MI1, MI2 and MI3 fractal anten-
nas are similar at their respective 
resonant frequencies because these 
loops are small and have similar size 
with respect to the wavelength. Be-
cause each of the loop radiation pat-
terns has essentially the same shape 
at their resonant frequencies, gain 
differences can be attributed to the 
loop efficiency, which is primarily a 
function of the loop total wire length 
and the resulting loss resistance. 

To further illustrate that the perfor-
mance properties of the Minkowski 
Island fractal-loop antennas and the 
performance tradeoffs are more a 
function of the increase in total wire 
length than the loop geometry, a modi-
fication of the MI3 fractal loop was 
analyzed. This modification, the MI3 
Mod, is depicted in Fig 13. The MI3 
Mod loop has the same physical area 
as the MI3 fractal loop but signifi-
cantly less total wire length: 32 meters 
compared to 45.67 meters. Examining 
the MI3 Mod geometry in detail, it is 
evident that it is essentially a hybrid 
of the MI2 and MI3 geometries. 

A graph of the MI3 Mod loop’s im-
pedance properties is presented in 
Fig 14. A detailed summary compari-
son of the performance properties of 
the MI2, MI3 and the MI3 Mod loops is 
presented in Table 3. These results are 
consistent with the difference in total 
wire length between these two loop 
configurations. The MI3 Mod has less 
wire length than the MI3 antenna, a T
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Table 4—Dimensional and Performance Properties of Nonself-similar, Bent-Wire Loop Configurations 

MI2 Loop BW1 BW2 BW3 
Overall Dimensions (meters) 2.8 x 2.66 2.8 x 2.66 2.77 x 2.5 2.77 x 2.77 
Total Wire Length (meters) 27.57 27.57 26.35 27.37 
Resonant Frequency (MHz) 15.19 27.89 14.86 27.34 16.06 29.44 15.82 28.97 
Feed-point Resistance (Ω) 28.1 19.1 27.0 17.6 32.8 20.2 33.9 23.9 
Peak Gain (dBi) 1.83 3.6 1.83 5.45 1.91 5.23 1.9 5.34 
2:1 SWR bandwidth with respect to 
Resonant Resistance (%) 1.18 0.39 1.37 0.56 1.63 0.60 1.64 0.71 
Radiation Efficiency (%) 94.1 89.5 94.1 89.9 95.3 91.6 95.1 92.3 

Fig 8—Feed-point impedance properties of the MI3 fractal-loop antenna. 

Fig 9—Radiation patterns of the MI0 loop antenna. (Notice that 
this is not on a standard ARRL grid—Ed.) 

Fig 10—Radiation patterns of the MI1 loop antenna. (Notice that 
this is not on a standard ARRL grid—Ed.) 
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higher resonant frequency, increased 
resonant resistance, increased band-
width and increased efficiency. By re-
viewing the impedance properties of 
the MI3 Mod and the data presented 
in Table 3, it is evident that the MI3 
Mod antenna performs in a manner 
more similar to that of the MI2 fractal 
loop than the MI3 fractal loop. This is 
primarily so because the total wire 
length in the MI3 Mod loop design 
more closely matches that of the MI2 
fractal loop than the total wire length 
of the MI3 fractal loop. 

The performance advantage offered 
by the MI1, MI2, MI3 Mod and MI3 
fractal-loop designs compared to the 
Euclidean rectangular loop is the low-
ering of resonant frequency when the 
antennas occupy the same area. It has 
been generally concluded that this re-
duction in resonant frequency and the 
associated multiple resonance com-
pressions are solely a result of the 
fractal geometry of the antenna. From 
the analysis and data presented here, 
it is evident that this behavior is more 
a function of the total wire length in the 
loop rather than the geometry. Alter-
nate, Euclidean loop geometries hav-
ing the same overall physical area and 
total wire length as the fractal loop ge-
ometry provide similar performance. 

Beginning with a nonfractal rectan-

gular loop, one could incrementally 
increase the total wire length in the 
loop and yet maintain the same over-
all area. The increase in wire length 
could be accommodated in the same 
area through an arbitrary and even 
symmetrical arrangement of the loop 
wire. It is intuitively obvious that in-
creasing the total wire length in the 
loop would result in a lowering of the 
loop’s resonant frequency. At some 
point, the argument would arise as to 
whether or not a fractal arrangement 

of the loop wire would provide opti-
mum performance. Optimum perfor-
mance could be determined through 
an evaluation of the loop’s resonant 
frequency, resonant impedance, band-
width and efficiency. Based on this 
perspective, the issue to consider fur-
ther is whether performance similar to 
that of the MI2 fractal loop can be 
achieved using nonself-similar loop 
geometries where the same total wire 
length is compressed into the same 
overall physical area using an arbi-

Fig 11—Radiation patterns of the MI2 loop antenna. (Notice that 
this is not on a standard ARRL grid—Ed.) 

Fig 12—Radiation patterns of the MI3 loop antenna. (Notice that 
this is not on a standard ARRL grid—Ed.) 

Fig 13—A modification of the MI3 fractal loop, the MI3 Mod, has the same physical area 
as the MI3 fractal loop but significantly less total wire length: 32 meters compared to 
45.67 meters. 
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trary, yet symmetrical geometrical 
arrangement of wire. 

Nonself-similar, Bent-Wire 
Loop Antennas 

To investigate whether a nonself- 
similar, arbitrary, yet symmetrical 
arrangement of the loop wire would 
result in performance similar to that 
of a self-similar loop antenna, several 
arbitrarily shaped, bent-wire loop de-
signs were created. Each loop had area 
and total wire length identical to the 
MI2 fractal loop, or nearly so. These 
nonself-similar, bent-wire loop de-
signs were analyzed using EZNEC 
and their performance compared with 
that of the MI2 fractal-loop antenna. 

Three nonself-similar, bent-wire 
loop configurations were designed. 
These are depicted in Fig 15 and des-
ignated as Bent-Wire Loop 1 (BW1), 
Bent-Wire Loop 2 (BW2) and Bent- 
Wire Loop 3 (BW3). The actual physi-
cal dimensions of these loop antennas 
and comparisons with the dimensions 
of the MI2 fractal loop are presented 
in Table 4. The performance charac-
teristics and comparison with the MI2 
fractal loop antenna are also pre-
sented there. A comparison of the im-
pedance properties of these three loop 
antennas to those of the MI2 fractal 
loop is presented in Fig 16. 

Table 4 shows that all four of the loop- 
antenna designs offer similar perfor-
mance at their two lowest series reso-
nances. The minor shifts in resonant 
frequency are to be expected because 
each antenna has a slightly different 
area and total wire length. Referring to 
Fig 16, it is obvious all four of the loop 
antennas exhibit similar resonance 

compression and multiband behavior as 
a function of frequency. As the operat-
ing frequency increases, differences in 
performance become more pronounced. 
This is a result of many factors, includ-
ing that the antennas become larger 
with respect to the operating frequency 
and that they have different areas, total 
wire lengths and geometries. Although 
geometry is a factor in determining per-
formance, it is clearly not the single 
reason for the resonance-compression 
behavior exhibited by these antennas. 
Additionally, if the wire length in a bent- 
wire loop is adjusted such that its reso-
nant frequency identically matches that 
of the MI2 loop, the performance prop-
erties will essentially match those of the 
MI2 loop, independent of geometry (see 
Note 6). 

At the upper series resonance, the 
most notable performance differences 
are the antennas’ peak gains and ra-
diation patterns. As the frequency 

increases, the geometry starts to be-
come more significant in determining 
performance because the antenna is 
larger with respect to the operating 
wavelength. These differences can be 
minimized if the nonself-similar bent- 
wire loops are configured to be sym-
metrical about both the X and Y axes. 
Radiation patterns of all four anten-
nas are presented in Fig 17. At the 
lower resonant frequency, the radia-
tion patterns are cut in the θ-sweep 
plane with φ set at 90°, and the pat-
terns are identical. At the upper reso-
nant frequency, the radiation patterns 
are cut in the φ-sweep plane with θ set 
at 90° because maximum radiation 
occurs in this plane. 

At the upper resonant frequency, 
the patterns are similar, with the most 
notable difference being the MI2 
fractal loop’s radiation pattern, which 
is symmetrical because of its more 
symmetrical geometry. The difference 

Fig 14—A graph of the MI3 Mod loop’s impedance properties. 

Fig 15—Three nonself-similar, bent-wire loop configurations designated as Bent-Wire 
Loop 1 (BW1), Bent-Wire Loop 2 (BW2) and Bent-Wire Loop 3 (BW3). These loop 
antennas are compared with the MI2 fractal loop in Table 4. The impedance properties of 
these loops are compared to those of the MI2 fractal loop in Fig 16. 
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in the azimuth radiation patterns at 
the upper resonance is the cause for 
the difference in the gain of each loop 
presented in Table 4. The efficiency of 
each loop at its upper resonant fre-
quency is very similar to the others. 

Discussion 
This article presented an analysis of 

the Minkowski Island fractal loop anten-
nas as well as an analysis of an MI3 Mod 

loop and three arbitrary nonself-similar 
bent-wire loop designs that essentially 
occupy the same physical area. An ex-
amination of the MI1, MI2, MI3 Mod and 
MI3 loops shows that as the total wire 
length in the loop increases while the 
area remains constant, the loop’s reso-
nant frequency, feed-point resistance, 
bandwidth and efficiency decrease. 
These are the performance tradeoffs as-
sociated with the lowering of resonant 

frequency through the use of fractal ge-
ometry or other similar wire-compres-
sion schemes. This behavior is clearly 
more a function of the increase in total 
wire length than a function of the loop ge-
ometry. 

Through a detailed analysis of the 
MI2 fractal loop and the three arbi-
trary nonself-similar bent-wire loops, 
it was demonstrated that all of these 
loops have essentially the same perfor-

Fig 16—Impedance properties of the BW1, BW2 and BW3 fractal loops compared to those of the MI2. 

Fig 17—Radiation patterns of the BW1, BW2 and BW3 fractal loops compared to that of the MI2. (Notice that this is not on a standard 
ARRL grid—Ed.) 
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mance in terms of resonant frequency, 
radiation resistance, bandwidth, 
efficiency, gain and radiation pattern. 
It can be concluded that while the loop 
geometry is one factor in determining 
the antenna performance, it is not 
as significant as the loop’s area and 
total wire length. Other factors affect-
ing the loop performance include the 
feed-point location and the loop’s wire 
diameter. From this, arranging the 
loop geometry into a self-similar 
fractal shape rather than an arbitrary 
shape does not provide significant 
benefits at the lower resonant fre-
quencies. Fractal geometry is not the 
sole factor determining compressed 
resonance behavior. Fractal geometry 
is clearly defined as a large-scale 

structure comprised of a series of rep-
etitions of a single geometry (the ge-
ometry basis), where each repetition 
is on different or the same scale. These 
fractal geometries are self-similar in 
that some portion of their geometry 
has the same shape as the large-scale 
geometry. 
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Some Notes on Turnstile- 
Antenna Properties 

By L. B. Cebik, W4RNL 

Turnstiles are popular antennas for satellite work and 

Earth-bound omnidirectional applications, but 

getting the desired results requires more than simply 

parallel connecting dipoles.  Come learn why. 

The turnstile antenna is one 
solution to the occasional need 
for an omnidirectional, horizon-

tally polarized antenna. Often de-
scribed as a “fairly simple” antenna 
consisting of two dipoles and a 90° 
phasing line, the turnstile has often 
disappointed builders. In the belief 
that much of the disappointment 
stems from a poor understanding of 
how the turnstile does its work within 
its limiting factors, I have compiled 
the following design and performance 

notes. I hope that they will lead to 
better turnstile antennas. 

Why Does the Turnstile Seem So 
Simple? 

The most usual turnstile antenna 
design consists of two resonant horizon-
tal dipoles for a given frequency. We set 
them at right angles to each other, us-
ing any convenient form of support. The 
main feed line goes to one of the two 
dipoles. A 90° length of transmission 
line—the phasing line—connects the 
feed point of dipole 1 to dipole 2. Fig 1 
shows the general scheme. 

If we construct such an antenna and 
place it 1 λ above ground, then the low-
est elevation lobe will form—at 14° 
above the horizon—an azimuth pattern 
similar to the one shown in Fig 2. Be-

cause the beamwidth of each of the di-
poles is less than 90°, there is not quite 
enough signal strength from each dipole 
on the 45° axes to completely circularize 
the pattern overall. However, the differ-
ence between the peaks broadside to 
each dipole and the null between peaks 
is only about 1 dB. For virtually all pur-
poses, the pattern is omnidirectional. 
The maximum gain of the model used to 
produce this pattern is about 4.7 dBi, 
about 3 dB below the maximum gain of 
a single dipole under the same condi-
tions. In part, the gain reduction is the 
price of spreading a single dipole’s bidi-
rectional pattern over the full horizon. 

A turnstile presents a very broad 
SWR curve, as illustrated by Fig 3. 
Perhaps this fact, more than any 
other, lures casual builders into be-

mailto:cebik@cebik.com
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lieving that the turnstile is an easy 
antenna to build successfully. How-
ever, the very shallow SWR curve is 
very misleading. Even poorly con-
structed turnstiles with woefully 
distorted patterns relative to the om-
nidirectional ideal will exhibit very 
low SWR values. 

We may list the conditions for 
achieving a successful (omnidirec-
tional) standard dipole-turnstile an-
tenna briefly. First, the individual 
dipoles should be resonant; that is, 
they should show virtually no reac-
tance at each feed point. Second, the 
phase line’s characteristic impedance 
should equal the feed-point impedance 
of the individual dipoles. The length of 
the line should be 1/4 λ or 90° (electri-
cally). The physical length of the phase 
line should be adjusted by multiplying 
the required electrical length by the 
velocity factor of actual line used. For 
most coaxial cables, the range of veloc-
ity factors runs between 0.66 for solid- 
dielectric cables, to 0.78 for many 
foam-dielectric cables, to 0.84 for some 
specialty cables (such as RG-63). 

Fig 1—The general outline of a dipole-turnstile antenna. 

Fig 3—The 35-ΩΩΩΩΩ

λ λ λ λ 

 SWR curve of a well- 
constructed dipole-turnstile antenna 
modeled 1 λ above good ground. 

Fig 2—The azimuth pattern (14° elevation 
angle, 50.5 MHz) of a well-constructed 
dipole-turnstile antenna modeled 1 λλλλλ 
above good ground. 

The impedance presented by the main 
feed point of the assembly will be one- 
half the impedance of each individual 
resonant dipole. The key model with 
which we shall perform our investiga-
tions consists of two 50.5-MHz dipoles 
of 0.44-inch-diameter aluminum. (The 
diameter results from estimating the 
effective diameter of elements com-
posed partially of 1/2-inch tubing and 
partially of  3/8-inch tubing.) The element 
lengths are 111.6 inches (0.4775 λ) for 
each dipole. The elements are vertically 
separated in the model by a little over 
one inch (0.005 λ) to avoid inaccuracies 
that occur when modeled crossing wires 
(even at 90°) are too close to each other. 
To use the electrical length of the line 
throughout, the transmission line is set 
with a modeled velocity factor of 1.0. 
Hence, the line of this initial model is 
0.25 λ long at 70 Ω impedance. With the 
model 1 λ above good ground, the an-
tenna shows a feed-point impedance of 
35.07 –j0.03 Ω. The overly precise num-
bers for the source impedance suggest 
how little reactance the turnstile feed 
point may present. 

Although often thought of as an 
impedance matching line, the cable 
connecting the dipoles of a standard 
turnstile is a true phasing line. As 
such, its task is to present the second 
dipole with a certain current magni-
tude and phase angle relative to the 
first dipole. Essentially, the current 
magnitude on the second dipole should 
be equal to that on the first dipole with 
a phase angle difference of 90°. As we 
shall see, many of the difficulties that 
we may encounter with turnstiles re-
sult from not fully appreciating the 
fact that current, and not impedance, 
is the key parameter for the system. 
The primary model shows on dipole 1 
a current magnitude of 0.489 at a 
phase angle of –0.07°. Dipole 2 shows 
0.501 at –90.05°. The current ratio of 
the two elements is 0.976, with a phase 
angle difference of 89.98°, and the azi-

Table 1—Turnstile Current-Magnitude and Phase-Angle Conditions at 50.5 MHz ±±±±±2% 

Frequency Dipole 1 Dipole 2 I Ratio Phase 
(MHz) I Mag. I Phase (°) I Mag. I Phase (°) Difference (°) 
49.5 0.507 14.99 0.518 –87.96 0.979 102.95 
50.5 0.489 –0.07 0.501 –90.05 0.976 89.98 
51.5 0.460 –15.14 0.513 –93.90 0.897 78.76 
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muth pattern of Fig 2 is the result. 
Although the current magnitude and 
phase-angle values may seem super-
fluous at first sight, they are at the 
heart of understanding turnstile per-
formance. 

Table 2—Turnstile Current-Magnitude and Phase-Angle Conditions with 
Changing Phase-Line Lengths 

Line Length Dipole 1 Dipole 2 I Ratio Phase 
(λ) I Mag. I Phase (°) I Mag. I Phase (°) Difference (°) 
0.20 0.490 –0.41 0.501 –72.05 0.978 71.64 
0.21 0.490 –0.35 0.501 –75.65 0.978 75.30 
0.22 0.489 –0.29 0.501 –79.25 0.978 78.96 
0.23 0.489 –0.22 0.501 –82.85 0.978 82.63 
0.24 0.489 –0.14 0.501 –86.45 0.978 86.31 
0.25 0.489 –0.07 0.501 –90.05 0.978 89.98 
0.26 0.489 + 0.00 0.501 –93.65 0.978 93.65 
0.27 0.489 + 0.08 0.501 –97.25 0.978 97.36 
0.28 0.489 + 0.16 0.501 –100.8 0.978 100.96 
0.29 0.489 + 0.23 0.501 –104.4 0.978 104.63 
0.30 0.489 + 0.30 0.501 –108.0 0.978 108.30 
Note: Phase-line characteristic impedance: 70 Ω 

Fig 4—Azimuth patterns (14° elevation 
angle) of a dipole-turnstile antenna 
designed for 50.5 MHz operated (A) 1 MHz 
below, (B) at and (C) 1 MHz above the 
design frequency. The antenna is modeled 
1 λ λ λ λ λ above good ground. 

The Basic Properties of 
Turnstile Antennas 

One useful technique to increase our 
appreciation of the performance of any 
antenna type is to systematically vary 
some of the operating parameters. Since 
the SWR curve in Fig 3 is so flat—barely 
1.1:1 at 2 MHz above and below the 
design frequency of our basic model— 
let’s examine other properties as we 
move away from the center frequency. 
Table 1 lists the current conditions of 
the primary model 1 MHz below and 
above the design frequency—about a 2% 
frequency change per step. Although we 
note some change in the ratio of current 
magnitudes for the dipole elements, the 
most drastic change occurs with respect 
to the phase angle between the two ele-
ments—about 12° in each case. 

As Fig 4 demonstrates, the change 
in phasing has consequences for the 
azimuth pattern of the antenna. 
Whereas at the design frequency, the 
maximum gain differential around the 
pattern was 1.03 dB, the gain differ-
ential at 49.5 MHz is 2.21 dB and at 
50.5 MHz is 2.51 dB. The differential 
grows as we further depart from the 
design frequency, resulting in bidirec-
tional oval patterns rather than an 
omnidirectional pattern. How much 
“ovalizing” of the pattern one may tol-
erate is a user judgment based on op-
erating requirements. However, –3 dB 
is the standard half-power level and 
the patterns in Fig 4 are fast ap-
proaching this level of distortion of the 
ideal pattern. 

Notice as well that the azimuth 
angle of maximum gain shifts in oppo-
site directions above and below the 
design frequency. A larger phase angle 
tends to force the pattern clockwise 
relative to the ideal, while a smaller 

phase angle tends to shift the pattern 
counter-clockwise. 

The exercise in varying the fre-
quency of the dipole-turnstile is 
equivalent to one in which we might 
begin with antennas that are not very 
close to resonance. At 50.5 MHz, the 
111.6-inch dipole impedance is 71.8 + 
j0.0 Ω. At 49.5 MHz, the dipole shows 
an impedance of 68.7 –j 18.0 Ω, while 
at 51.5 MHz, the dipole impedance is 
75.1 + j 18.4 Ω. Dipoles that are off 
resonance by the same degree at the 
design frequency but that use an accu-
rately cut phase line will show similar 
patterns to the distorted ones in Fig 4. 

A second way in which we may sys-
tematically alter the parameters of 
dipole turnstiles is to vary the length 
of the phase line from its desired elec-
trical length of 0.25 λ. Table 2 shows 
the results of varying the line length 
up to a limit of 20% shorter and longer. 
It is very noticeable in the table that 
the current-magnitude ratio between 
the dipoles does not vary within the 
limits of the decimal places to which I 
have carried out the values. In con-
trast, the relative phase angle be-
tween the elements does change very 
significantly—and virtually linearly. 
Fig 5 shows the linear change of rela-
tive phase angle with a linear change 
in phase-line length. 

A change in line length corresponds 
roughly to errors in the construction 
of the phase line that may result from 
simple slips to failing to take the ve-
locity factor of the line into account 
when measuring the physical line 
length. Such errors result in azimuth 
patterns that depart from the ideal. 
Notice that despite a similarity in 
phase angles between certain line in 
Table 2 and Table 1, the azimuth-pat-
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tern distortion increases more rapidly 
as we increase the line length above 
the optimum value than when we 
shorten the line. However, notice that 
the 51.5-MHz pattern in Fig 4  and 
Table 1 shows a greater departure 
from the ideal current-magnitude ra-
tio than do those for the lines in Table 
2 that approximate the 103° phase 
angle. As a consequence, errors that 
result in slightly short phase-line 
lengths are less harmful to pattern 
shape than those that result in lines 
that are too long. 

A comparable set of distortions oc-
curs whenever we press into service 
phase lines having characteristic im-
pedances other than the required 
value. The available lines for an accu-
rately built dipole-turnstile consist of 
RG-11, RG-59 and similar 70 to 75 Ω 
cables. A 5-Ω range of characteristic 
impedance creates no significant 
variations in patterns. However, let’s 
suppose that we try to use a 50-Ω cable 
(RG-8, RG-58, etc) or a 93-Ω cable 
(RG-62). 

Table 3 shows the results of our little 
experiment. Phase-line characteristic 

Table 3—Turnstile Current Conditions with Phase Lines of Different 
Characteristic Impedances 

Line Z0 Dipole 1 Dipole 2 I Ratio Phase 
(Ω) I Mag. I Phase (°) I Mag. I Phase (°) Difference (°) 
50 0.328 –0.09 0.470 –90.07 0.698 89.98 
70 0.489 –0.07 0.501 –90.05 0.978 89.98 
93 0.628 –0.05 0.484 –91.14 1.298 91.09 

Fig 5—The relationship of the relative current-phase angles on the dipoles of a turnstile 
antenna to variations in the length of a 70-ΩΩΩΩΩ λλλλ phasing line from 0.2 to 0.3 λ. 

impedances that are off the required 
value result in very little change in the 
relative phase angle of the currents on 
the two dipoles. However, they do result 
is radical changes in the ratio of current 
magnitudes, with the low Z0 resulting 
in a ratio 30% below ideal and the high 
Z0 yielding a current magnitude ratio 
that is 30% too high. When the phase 
angle remains very close to the desired 
90° value and only the current ratios 
change, the patterns do not bend clock-
wise or counterclockwise. Instead, as 
shown in Fig 6, the patterns become oval 
bidirectional patterns in the broadside 
direction to the dipole with the higher 
relative current. (In all azimuth pat-
terns, 0° is to the right and 90° is 
straight up, according to the conven-
tions used in EZNEC, the software used 
for these studies. Think of dipole 1 as 
extending vertically on the plot grid, 
with dipole 2 extending horizontally 
across the grid.) The 50-Ω sample shows 
a gain differential of about 3.1 dB, while 
the 93-Ω example shows a gain differen-
tial of about 2.3 dB. 

These notes have related various 
imperfect conditions of relative cur-

rent magnitude and phase angle to 
ways in which we can construct or 
operate a dipole-turnstile in a non- 
ideal mode. For a brief discussion of 
the direct relationship of turnstile 
azimuth patterns and current condi-
tions, see the Appendix at the end of 
this article. 

Matching a Turnstile 
to a Main Feed Line 

Our survey of basic dipole-turnstile 
properties has displayed some of the 
sources and effects of current-magni-
tude and phase-angle offsets relative 
to optimized values. However, the sur-
vey has so far not tackled the fact that 
the overall feed-point impedance of 
the dipole turnstile is 35 Ω (with vir-
tually no reactance). Although numer-
ous users are content with an SWR of 
about 1.43:1 relative to a 50-Ω main 
feed line—especially since it does not 

Fig 6—Azimuth patterns (14° elevation 
angle, 50.5 MHz) for a dipole-turnstile 
antenna when using phase lines of 
common but erroneous values of 
characteristic impedance (Z0): (A) for 50-ΩΩΩΩ

ΩΩΩΩ
Ω 

lines and (B) for 93-Ω lines. 
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significantly change over a large band-
width—other users strive for a closer 
match to their main feed line. 

One scheme with several variations 
appears in Fig 7. The principle is to 
calculate line lengths of a cable that 
will achieve two goals. First, the se-
lected line and line lengths, when com-
bined in a parallel connection, will 
yield close to a 50-Ω impedance. The 
line used in our example will be a 
93-Ω cable (RG-62). Second, the rela-
tive line lengths to the individual di-
poles will preserve a 90° impedance 
differential between the two dipoles, 
thus providing the conditions for an 
omnidirectional pattern. The required 
line lengths are 0.125 λ for the short 
cable and 0.375 λ for the long cable. 

When we model this system using 
our basic 50.5-MHz dipole turnstile, 
we obtain some interesting results. 
Version A of Table 4 shows the numeri-
cal results of the dual-cable feed 
system. As calculated, the feed-point 

Fig 7—One (of several possible) impedance-based schemes for simultaneously phasing 
the dipoles of a turnstile antenna and matching the array to a 50-ΩΩΩΩΩ main feedline. 

Table 4—Simple and Modified Feed-System Properties for a Dual-Cable 
Turnstile Feed System 

Version Short Cable Long Cable Feedpoint 
Length (λ) Z0 (Ω) Length (λ) Z0 (Ω) Impedance (Ω) 

A 0.125 93 0.375 93             48.3 –j0.2 
B 0.125 93 0.418 93             44.6 –j0.1 
C 0.080 93 0.375 93             44.5 –j0.2 
D 0.102 93 0.397 93             44.6 –j0.1 

Version Dipole 1 Dipole 2 I Ratio Phase 
I Mag. I Phase (°) I Mag. I Phase (°) Difference (°) 

A 0.587 –53.25 0.589   
  
  
  

–127.2 0.997 73.95 
B 0.542 –53.17 0.587 –143.2 0.923 90.03 
C 0.585 –36.40 0.542 –127.2 1.079 90.80 
D 0.564 –44.93 0.565 –135.10 0.998 90.17 

Fig 8—Azimuth patterns (14° elevation 
angle, 50.5 MHz) representing the 
results of the scheme shown in Fig 7 (A), 
and two forms (B, C) of correction to 
achieve a better relative phase angle 
between the dipole currents. 

impedance of the parallel combination of 
the lines is very close to 50 Ω. However, 
the relative phase angle between the 
two dipoles is seriously low. The top 
azimuth pattern in Fig 8 shows the de-
gree to which the pattern has lost its 
desired omnidirectional properties. 

The failure of the impedance-based cal-
culations to achieve the desired omnidi-
rectional pattern results from a failure to 
appreciate that the phasing of a turnstile 
antenna rests upon current transforma-
tions along transmission lines. Only when 
the cable impedance is a relatively perfect 
match with the individual-dipole-feed- 
point impedance will the current and im-
pedance track along a line. Since the dual- 
cable technique requires a mismatch to 
achieve the desired feed-point impedance 
overall, the current will not change its 
magnitude and phase angle at the same 
rate as the impedance. 

We can correct the current values by 
changing the lengths of one or both cables. 
Table 4 shows the limiting cases—that is, 

a correction by changing only one of 
the two cables. Version B of the dual- 
cable system lengthens the longer 
cable to 0.418 λ while leaving the short 
cable unchanged. Version C shortens 
the shorter cable to 0.080 λ while leav-
ing the long cable unchanged. The 
table shows phase differentials 
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between the two dipoles within 1° of the 
ideal phase angle, with current magni-
tude ratios within 10% of ideal. The 
lower azimuth patterns in Fig 8 display 
the improvements. 

Many combinations of shortening the 
short and lengthening the long cable in 
the system will also yield the desired 
phase-angle differential between the 
two dipoles. A combinatory change will 
also remove the 0.7 dB differential be-
tween pattern peaks at 90° angles from 
each other. Although in principle, one 
may calculate the combination of cable 
lengths required, trial modeling will 
likely uncover them more rapidly. En-
try D in Table 4 shows a combination of 
lines that yields a very good result, with 
only a 0.01 dB variation between peak 
gain values at azimuth headings of 0° 
and 90°. 

There are a number of matching tech-
niques that we may employ to raise the 
35-Ω dipole-turnstile impedance to 50 Ω 
without altering the original 0.25-λ 
70-Ω phase line. One system, owing to 
Bramham, appears in Fig 9A. The sys-
tem requires two cable sections, one 
matching the impedance of the load 
(which should be purely resistive), the 
other matching the main feed line. For 
our example, we shall use 35-Ω cable 
(RG-83) and 50-Ω cable (RG-8 or equiva-
lent). Fig 9A shows a length of the 35-Ω 
cable between the turnstile feed point 
and the beginning of the matching sec-
tions. However, we may reduce that 
length to zero. 

To calculate the required lengths, L1 
and L2, we begin by calculating a spe-
cial term, M: 
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where Z1 is the load impedance, 35 Ω, 
and Z2 is the main-feed-line imped-
ance, 50 Ω. The line lengths then fol-
low from the equation: 
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where the answer emerges as an elec-
trical length in degrees for conversion 
into a fraction of a wavelength and then 
into a physical line length. L1 and L2 will 
always be under 30°, and the values 
required for the present case are 29.48°. 
This length translates into 0.082 λ, or 
just over 14.1 inches before adjustment 
for the cable velocity factor. 

The Bramham series-matching 
technique requires a line that matches 
the load. Often, such lines may not be 
available conveniently, and some-
times not at all. A more general series 

Fig 9—A shows basic elements of the 
Bramham series-section matching 
system. B shows the basic elements of 
the Regier series-section matching 
system. 

solution uses the Regier technique, 
fully described in The ARRL Antenna 
Book since the 1980s (pages 26-4 and 
26-5 in the most recent editions). Fig 
9B illustrates the technique. We need 
a section of the main feed line (Z1 at 
length L1) and a second section of a 
line of choice (Z2 at length L2). Not all 
choices will work, but for our case, we 
can use sections of 50-Ω line and 70-Ω 
line. We presumably have both lines, 
since we already have the dipole turn-
stile phase line and the main feed line 
for the system. Since our feed-point 
impedance is virtually purely resis-
tive, we can simplify the calculations 
somewhat. 

First, we calculate a pair of normal-
ized values, n and r: 

Z

R=r
Z

Z=n
1

L

1

2;
Z

R=r
Z

Z=n
1

L

1

2; (Eq 3) 

where Z1 is the impedance of the main 

feed line, Z2 is the impedance of the 
selected line, and RL is the resistive 
component of the dipole-turnstile feed- 
point impedance. We next calculate the 
length, L2, of the series section: 
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The series length of feed line, L1, 
requires the length L2 for its result: 
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Although the Regier calculations ap-
pear more forbidding, even without 
their reactance terms, utility programs 
such as HAMCALC from VE3ERP con-
tain the necessary steps and require 
only a few inputs for accurate outputs. 
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Fig 10—Two turnstile antennas intended for satellite operation at 145.9 MHz. 

For our situation, using 50-Ω and 70-Ω 
cables, L1, is 0.329 λ of 50-Ω line, while 
L2 is 0.088 λ of 70-Ω cable. 

Both the Bramham and Regier se-
ries matching networks yield a 50-Ω 
SWR curve that does not reach 1.05:1 
at 49.5 and 51.5 MHz. As well, they 
have the advantage of not altering the 
current magnitude and phase angle 
established by the original 70-Ω phase 
line. Equally usable, but at a higher 
SWR level, would be a 1/4- λ matching 
section composed of paralleled lengths 
of RG-62. The resulting 46-Ω line will 
transform the 35-Ω turnstile terminal 
impedance to about 61.8 Ω. If a 1.24:1 
SWR is acceptable and if the requisite 
cable is available, the quarter-wave-
length series section may be the sim-
plest system of all. 

Besides handling the dipole-turnstile 
matching challenge, the series match-
ing systems may also be useful in other 
cases of turnstile antennas. Not every 
turnstile involves only dipoles. 

A Special Case of Obtaining a 
Match and Quadrature 

Zack Lau, W1VT, brought to light a 
special case that will yield the 90° phase 
shift while maintaining equal current 
magnitudes on the turnstile elements in 
QEX for Nov/Dec, 2001 (p 55). The re-
quired conditions are that antenna 1 
have a feed-point impedance of R +jR 
and that identical antenna 2 have an im-
pedance of R –jR. Ordinarily, R is the 
resonant impedance of the individual 
antenna, and +jR and –jR are inductive 
and capacitive reactances introduced at 
the feed point of each antenna. Under 
these conditions, from a single source, 
the individual antennas will have equal 
magnitude currents and voltages that 
are 90° apart, along with a resistive im-
pedance that is the value of the resonant 
impedance of an individual unloaded 
antenna. 

The parallel combination of the two 
independent loaded impedances with 
equal but opposite reactive compo-
nents equal to the resistive component 
meets the following condition: 
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Although there may be numerous 
combinations of R and ±jX for each 
antenna that will yield a 90° phase 
difference and equal current magni-
tudes and likewise many impedance 
combinations that will result in a par-
allel feed-point impedance R, the joint 
requirement severely restricts the 
system implementation possibilities. 

Fig 10 sketches both a right and a 
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wrong way to implement the phasing 
system. The correct way (but not the 
only correct way) shows the conditions 
under which the system will work. That 
is, with each antenna isolated from the 
other. The simple system used to arrive 
at isolation in this case is to use λ/2 lines 
from each antenna to a parallel junction 
of the two. Half-wavelength lines or any 
reasonable characteristic impedance 
(such as 50-75 Ω) will replicate the feed- 
point conditions at their junction. The 
net source impedance for two 72-Ω  di-
poles in a turnstile arrangement will be 
72 Ω with this system. 

The system is more sensitive to some 
changes than others. Using reac-
tances other than values equal to R 
will yield a noncircular pattern, re-
gardless of whether the inductive or 
capacitive reactances are equal or 
unequal. Line lengths other than mul-
tiples of 1/2-λ also yield pattern distor-
tions, since the impedance progression 
along the two lines is not the same. 

A less successful means in Fig 10 of 
achieving the desired results—that is, 
one where the pattern is far less circu-
lar—reflects ordinary amateur building 
practice. It shows a single parallel con-
nection of the two antennas, which use 
split balanced loads in their respective 
legs. Unfortunately, this system does 
not isolate the legs from each other, re-
sulting in a noncircular pattern and in 
currents of unequal magnitude and con-
siderably off from a 90° phase-angle dif-
ference. Test models of the non-isolated 
system showed current-magnitude 
ratios of about 1.25:1 with an 80° phase- 
angle difference. As well, the source im-
pedance showed nearly 20 Ω inductive 
reactance. Increasing the inductive im-
pedance circularized the pattern, but at 
a penalty: the source impedance moved 
well away from the resonant impedance 
of the individual dipoles in isolation. 

The complementary-reactance sys-
tem of obtaining quadrature requires 
the care of a precision instrument. The 
key to successfully implementing this 
system of quadrature lies not only in 
the selection of reactances for each 
antenna, but as well in maintaining a 
satisfactory isolation of the individual 
antennas. In this small account, I have 
not insisted upon using dipole turn-
stile elements, since the system has 
applications to quadrifilar and other 
antennas as well. 

Which Antennas Can We 
“Turnstile” and Why? 

In principle, we may turnstile any 
pair of identical antennas that we may 
set at right angles to each other. Cre-

Fig 11—(A) dipole and (B) Moxon-rectangle turnstile antennas intended for satellite 
operation at 145.9 MHz. 

Fig 12—Elevation patterns for the two 
antennas in Fig 11, with each modeled 2 λλλλλ 
above ground. 

ating a turnstile version of a complex 
array—such as a long-boom Yagi— 
usually requires a good reason. Very 
often, we find that reason in the eleva-
tion patterns of turnstile antennas. 

Fig 11 shows two turnstile antennas 
designed for satellite reception. The di-
pole-turnstile over a large screen has 
been around since the 1970s, while the 
Moxon-rectangle-turnstile was recently 
featured in QST (Aug 2001, pp 38-41). 
Structural simplicity is only one of the 
reasons for suggesting a change from 
the dipole to the Moxon version. 

The other reason appears in Fig 12, 
which presents the elevation patterns 
for the two antennas at 145.9 MHz, 
2 λ above ground. The Moxon shows a 
somewhat smoother dome of coverage 
at higher elevation angles. The indi-
vidual Moxons have feed-point imped-
ances of 50 Ω, so the system feed-point 
impedance is 25 Ω overall. A 1/4-λ sec-
tion of 35-Ω cable (possibly composed 
of parallel sections of 70-Ω cable if 
RG-83 is not handy) transforms the 
impedance to 49 Ω for a standard co-
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Fig 13—General outline of a quad-turnstile 
for 50.5 MHz, omitting the necessary 
phase line. 

Fig 14—Elevation patterns for a dipole- 
turnstile (A) and a quad-turnstile (B) with 
each antenna mounted 1 λλλλλ above good 
ground at its base. 

Fig 15—Free-space H-plane pattern of a 
dipole-turnstile antenna, showing the 
stronger radiation broadside to the dipole 
pair. 

axial main feedline. 
One limiting factor of a dipole-turn-

stile for point-to-point communica-
tions in omnidirectional service is the 
relatively modest gain: about 4.7 dBi 
when the antenna is 1 λ above ground. 
We can increase the gain by a full deci-
bel if we turnstile quad loops instead 
of dipoles. Fig 13 shows the outlines of 
such an arrangement, but without the 
phase line. When composed of #14 
AWG copper wires for 50.5 MHz, the 
individual quad loops have imped-
ances of 125 Ω, and a phase line made 
from RG-63 is ideal. The net system 
feed-point impedance is about 62 Ω, 
for a very wide-band 50-Ω SWR of 
about 1.25:1. 

The improvement of the quad-turn-
stile over its dipole cousin involves more 
than gain. Fig 14 shows elevation pat-
terns for both a dipole-turnstile and a 
quad-turnstile with their bases 1 λ 
above ground. At first sight, the quad 
elevation pattern seems normal, with 
the lower lobe being stronger than the 
second elevation lobe. However, notice 
the beamwidth of the second lobe. Now 
examine the dipole-turnstile pattern. 
With the simpler turnstile, the stron-
gest lobe is actually the one with the 
higher elevation angle. Not only is the 
gain slightly higher than for the lower 
lobe, but as well, the higher-angle lobe 
has a wider beamwidth. 

The dipole and quad elevation pat-
terns should arouse some suspicions 
concerning the direction of strongest 
radiation relative to the structure of a 
turnstile antenna. As well, the utility of 
the turnstile for satellite reception 
should add to our suspicions. The sim-
plest way to resolve the issue is to place 
a dipole-turnstile model in free space 
and examine the resulting pattern. 

Fig 15 shows a free-space elevation 
pattern or H-plane pattern for our 
50.5-MHz dipole turnstile. I have su-
perimposed a sketch of the antenna to 
ensure that we orient ourselves cor-
rectly to the pattern. The dipole-turn-
stile has more gain broadside to the 
dipole pair than it does edgewise, the 
orientation we use for omnidirectional 
coverage. The difference in gain is well 
over 3 dB. Only ground reflections al-
low us to achieve a usable amount of 
gain at low elevation angles when we 
place the antenna over real ground. 

The quad-turnstile improves both the 
gain and the elevation pattern by virtue 
of its form. It consists of two dipoles 
stacked 1/4 λ apart vertically, with the 
ends bent to meet. Essentially, we feed 
the two dipoles in phase. Any two di-
poles stacked vertically and fed in phase 

will tend to suppress some high-angle 
radiation, with consequent increases in 
low angle radiation. However, the 1/4-λ 
spacing is not ideal if our goal is to sup-
press as much of the high angle radia-
tion as possible. A spacing of 1/2 λ is 
superior, but it has a few pitfalls if we do 
not design our new array carefully. 

Stacking Dipole-Turnstiles 
Fig 16 shows the outline of two di-

pole-turnstiles stacked 1/2 λ  apart. For 
our examination, we shall place the 
lower array at 1 λ  above ground, with 
the upper array at 1.5 λ . We must sup-

Fig 16—General outline of a stacked pair 
of dipole-turnstile antennas. 

ply each turnstile with a phasing line. 
As well, we shall need to contrive a 
system for feeding the arrays in phase. 

If our efforts are successful, we shall 
obtain the elevation pattern shown in 
Fig 17. Low-angle gain increases as the 
upper lobes decrease in strength, and 
the stacked-dipole turnstiles show a 
considerable improvement even over 
the quad-turnstile. The cost is added 
overall array height. 

With many antennas, stacking at a 
distance of 1/2 λ requires only that we 
take our original antennas and set them 
the proper distance apart. However, the 
dipole-turnstile shows very high levels 
of radiation both up and down. If we 
stack our 111.5-inch dipole system with 
its 70-Ω phase lines, we shall likely be 
disappointed. The upper portion of 
Fig 18 shows why. The resulting pattern 
displays considerable distortion rela-
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Fig A—A graph of the azimuth-pattern distortion as measured by the differential between 
maximum and minimum pattern gain resulting from changes in the relative phase angle 
and the current-magnitude ratio between antenna elements of a dipole-turnstile for 
50.5 MHz mounted 1 λλλλλabove ground. 

The Relationship of Dipole-Turnstile Azimuth Patterns to Relative-Current Magnitudes 
and Phasing of the Dipole Elements 

A well-constructed dipole-turnstile antenna consists of two 
dipoles oriented at right angles. For this discussion, dipole 1 
designates the element at the center of which we find the 
system feed point and the beginning of the phase line. Dipole 
2 is be the element at the far end of the phase line. Ideally, 
the two dipoles will show currents of equal magnitude (a 1:1 
ratio of currents from dipole 1 to dipole 2). Dipole 2 will show 
a net phase difference of 90° relative to dipole 1. Operation-
ally, it does not matter whether dipole 2 is phased +90° or 
–90° relative to dipole 1. However, for consistency in this dis-
cussion, we shall use +90° as the ideal phase difference. 

Under ideal phasing conditions, the azimuth pattern of a 
dipole-turnstile will be nearly circular. We cannot eliminate 
the pattern flattening between 90° points on the compass 
due to beamwidth limitations of the dipoles making up the 
array. Under ideal conditions, the differential in gain be-
tween points of maximum radiation and points of minimum 
radiation will be about 0.9 to 1.0 dB. 

There is a systematic relationship between azimuth-pat-
tern properties and the degree that dipoles depart from 
ideal phasing conditions. A given dipole-turnstile may have 
a less-than-ideal current ratio between dipoles or a relative 
phase angle that is greater or less than 90°—or a combina-
tion of both. As we move either variable away from ideal, 
the gain differential between maximum and minimum val-
ues increases and is a useful marker of the degree of azi-
muth-pattern distortion. 

Fig A graphs the gain differential in azimuth patterns for 
the two variables. As with other 50.5-MHz dipole-turnstiles 
used in these notes, the antenna is 1 λ above ground. The 
range of current ratios from dipole 1 to dipole 2 is 0.75 to 
1.25 in linear steps of 0.05. The upper region above a 1:1 
ratio of current magnitude becomes a smaller percentage 
difference and hence yields a shallower curve than the ra-
tios below 1:1. The relative phase-angle increments are 10° 
from 70° to 110°. 

As is evident from the graph, a 90° phase angle between 
the currents on the dipoles yields the shallowest curve with 
the least distortion. Notably, the two curves that represent 

10° departures from the ideal overlay each other, as do the 
two curves representing 20° departures from ideal. Equal 
departures from the ideal phase angle above and below 
that level result in equally great distortions to the azimuth 
pattern when the relative current-magnitude ratio is the 
same. However, the pattern shapes will differ. 

Fig B shows azimuth patterns for a current ratio of 0.75. 
In viewing the patterns, consider dipole 1 to extend verti-
cally through the center of the graph, with dipole 2 extend-
ing horizontally. Because the current on dipole 2 is higher, 
patterns will be distended vertically and pinched horizon-
tally. At a relative phase angle of 90°, the pattern is sym-
metrical, with a gain differential of about 2.5 dB. 

With the same current ratio, relative phase angles above 
and below 90° will bend or push the azimuth pattern as in-
dicated in Fig B. At first sight, the patterns appear to be bi-
directional ovals. However, the higher-gain portions of the 
patterns are not symmetrical about a centerline. Instead, 
the current ratio yields an offset in peak gain in a broad-
side direction relative to the dipole with the higher relative 
current magnitude. 

Fig C presents comparable information for the situation 
in which dipole 1 (a vertical line for each plot grid) has a 
current magnitude that is 1.25 times that on dipole 2 (a 
horizontal line). With a phase angle of 90°, we obtain the 
same symmetry shown in Fig B, but at right angles to the 
earlier pattern. Phase angles of 70° and 110° yield dis-
torted bidirectional patterns with the peak gain once more 
nearly broadside to the dipole having the higher current. 

For a 20° phase-angle error and a 25% offset in the ideal 
current ratio, pattern distortion yields 4 dB or more differ-
ential between maximum and minimum gain. The level of 
pattern distortion is serious relative to a desire for omnidi-
rectional horizontally polarized coverage. However, this 
level of distortion is not difficult to obtain under conditions 
of haphazard dipole-turnstile construction or operation. As 
with any phased array, turnstile performance is a function 
of the care with which we establish the conditions of cor-
rect current phasing between the elements. 
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Fig B—Samples of azimuth-pattern 
distortion (14° elevation angle, 50.5 MHz) 
for a current-magnitude ratio of 0.75 from 
dipole 1 to dipole 2 and for relative phase 
angles of 70°, 90° and 110°. 

Fig C—Samples of azimuth-pattern 
distortion (14° elevation angle, 50.5 MHz) 
for a current-magnitude ratio of 1.25 from 
dipole 1 to dipole 2 and for relative phase 
angles of 70°, 90° and 110°. 

tive to the desired omnidirectional pat-
tern. In fact, the differential between 
maximum and minimum gain is over 
3.8 dB. This situation would not show 
up well in mere SWR curves, since the 
feed-point impedance for each array is 
about 37.1 Ω, very close to the value of 
individual turnstile-dipole pairs. 

Table 5 shows the reason why we ob-
tain such a distorted pattern. Within 
each dipole-turnstile, the current mag-
nitude ratio and phase angle differen-
tials are far from ideal. What we have 
neglected to take into account is the 
relatively strong mutual coupling be-
tween the dipoles in each array of the 
stack. The mutual coupling will alter 
the required element lengths and also 
the required phase-line characteristic 
impedances. 

Perhaps the simplest way to account 
for the mutual coupling is to create a 
stack of two simple dipoles in a model. 
Each dipole will be in its final position 
relative to the eventual stack of turn-
stiles, that is, 1 λ and 1.5 λ above 
ground. Now we can adjust the element 
lengths to obtain resonance. Under 
these conditions, we obtain a resonant 
length of 114.7 inches (0.491 λ), with 
individual feed-point impedances of 
62.2 –j0.5 Ω (bottom) and 63.4 + j0.9 Ω. 
Not only will our stacked dipole-turn-
stile array need longer elements, it will 
need a 63-Ω phase line. Modeling such 
a line is simpler than constructing one, 
although we might well parallel sec-
tions of RG-63 (Z0 = 125 Ω) for the req-
uisite impedance. 

The current conditions for our re-
vised stack of dipole-turnstile arrays 
appears in the lower part of Table 5. 
The current ratio between elements in 
each turnstile is much closer to the 
ideal value of 1.0, and the relative 
phase angles are within about 2° of 
ideal. The lower portion of Fig 18 
shows the effects of our work upon the 
azimuth pattern. The gain variation 
totals just about 1 dB, with a maxi-

Fig 17—Elevation pattern of the stacked 
turnstiles shown in Fig 16. 
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Table 5—Current Magnitudes and Phase Angles for Casual and Careful 
Stacks of Dipole-Turnstiles 1/2 λλλλλ

″″″″ λλλλ

″″″″ λλλλ

 Apart 

A. Casual Version: each Dipole Length 111.5″ (0.477 λ) 

Position Dipole 1 Dipole 2 I Ratio Phase 
I Mag. I Phase (°) I Mag. I Phase (°) Difference (°) 

Bottom 0.620 18.39 0.530 –93.33 1.170 111.72 
Top 0.612 17.50 0.529 –93.35 1.157 110.85 

B. Careful Version: each dipole length 114.7″ (0.491 λ) 

Position Dipole 1 Dipole 2 I Ratio Phase 
I Mag. I Phase (°) I Mag. I Phase (°) Difference (°) 

Bottom 0.521 –1.35 0.500 –89.73 1.042 88.38 
Top 0.512 –2.24 0.500 –90.19 1.024 87.95 

mum gain of about 8.4 dBi. We have 
gained nearly 4 dB relative to a single 
dipole-turnstile and nearly 3 dB over 
the quad-turnstile array, all with a 
very acceptable pattern for virtually 
any omnidirectional purpose. 

The feed-point impedance for each 
array is very close to 31.5 Ω. A pair of 
50-Ω lines, each 3/4 λ  long will yield a 
parallel impedance of about 40 Ω. For 
this case, however, we might wish to 
use a Regier series match. A 0.037-λ 
section of 93-Ω cable (RG-62) followed 
by a 0.165-λ  section of 50-Ω cable 
(RG8/58) would yield a 93-Ω line im-
pedance. Once we include the velocity 

Fig 18—Azimuth patterns of stacked dipole- 
turnstile antennas before (A) and after (B) 
introduction of required corrections to 
element lengths and phase-line 
construction. 

date antennas for turnstile configura-
tion, as well as the performance they 
promise. Except for satellite operation, 
where we wish to enhance the vertical 
field, most omnidirectional operations 
seek increased low-angle radiation. 
While the quad-turnstile offers some 
improvement with simple construction, 
stacked-dipole turnstiles offer the most 
improvement. However, the very factor 
that leads us to stack turnstiles—a high 
level of radiation vertically or perpen-
dicular to each turnstile element pair— 
requires us to redesign the stack ele-
ments to account for mutual coupling 
among elements, with consequential 
changes in the required phase lines. 

The turnstile configuration turns out 
not to be nearly so simple as we might 
imagine it to be. However, as we better 
understand its place among phased ar-
rays we can better exploit its potentials. 
                 �� 

factors, we can create a short, straight 
pair of matching lines to a T junction 
for a 46-Ω impedance presented to the 
main feed line. 

Conclusion 
The turnstile array is, like all phased 

arrays, dependent upon the relative 
current magnitudes and phase angles of 
each element for proper operation as an 
omnidirectional, horizontally polarized 
antenna. We have examined a number 
of conditions of construction and opera-
tion that create distorted azimuth pat-
terns, as well as corrective measures  we 
might apply to restore near-ideal pat-
terns. Among the conditions we explored 
were impedance-based combined 
matching and phasing systems, which 
led to the consideration of numerous 
alternatives that do not affect the de-
sired antenna pattern. 

We also looked at a number of candi-
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A Low-Loss 
VHF/UHF Diplexer 

By Pavel Zanek, OK1DNZ 

Why use two lengths of  expensive feed line when one 

will do? This handy box lets you use one feed line for 

both VHF and UHF energy, simultaneously! 

Do you need to operate 145-MHz 
and 433-MHz transceivers 
simultaneously with one dual- 

band antenna? Do you require a dual- 
band 145/433-MHz transceiver to 
operate with two separate antennas? 
Do you have a dual-band transceiver 
with high RF output power? No prob-
lem: Here is a description of a simple 
VHF/ UHF diplexer with good RF pa-
rameters. You need only 50-Ω coaxial 
cable and some enameled #20 AWG 
copper wire to build your own diplexer 
circuit. 

Features 
• Characteristic impedance is 50 Ω 
• Operating VHF frequency range: 

144 to 146 MHz, UHF range: 432 to 
440 MHz 

• Low insertion loss (IL): 0.15 dB at 
VHF and 0.40 dB at UHF 

• High isolation: The UHF band is 
isolated by 70 dB from the VHF path. 
The VHF band is isolated by 70 dB 
from the UHF path. 

• All ports are well matched to 50 Ω 
with a maximum SWR of 1.26 

• All ports are dc grounded 
• Maximum RF power at VHF or 

UHF or VHF/UHF port is 100 W CW 
at 25°C 

• Fully shielded construction 
• Easy-to-produce, low-cost solution 
All the parameters above were mea-

sured in a laboratory on the first 
sample of the diplexer. The measure-
ments were performed by means of a 
vector network analyzer (HP-8714B) 
with an output level of 0 dBm. Two 
additional 10-dB pads for transmis-
sion measurement were used to avoid 

Table 1—Cable Lengths 

Cable Electrical Physical 
Length Length [mm] 

CC1, CC3 0.242 λ
UHFCC2, CC4 0.250 λ

 113 

UHFCC5, CC7 0.500 λ
 120 

UHFCC6, CC8 0.250 λ
 241 

VHF
 362 

mailto:Zanek.pavel@worldonline.cz
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mismatch error when a low insertion 
loss (IL) was measured. The HP- 
8714B was calibrated before imped-
ance measurements. 

VHF/ UHF Diplexer, 
Design Requirements 

The VHF/ UHF diplexer is a three- 
port device. The functional schematic 
diagram is shown in Fig 1. The VHF 
path (between the VHF and common 
ports) provides low IL at VHF and high 
isolation to the UHF port. Similarly, 
the UHF path (between UHF and com-
mon ports) yields low IL at UHF and 
high isolation to the VHF port. If we 
consider that both bands are suffi-
ciently distant (fUHF / fVHF ≈3 in this 
case), several possibilities arise to 
solve the diplexer design problem. We 
could use lumped design with low 
and high-pass filters, a distributed 
solution or the combination of lumped 
and distributed design. Let’s find a so-
lution that makes construction very 
simple and does not require special el-
ements. Of course, good RF param-
eters must be achieved. An IL of less 
than 0.5 dB is expected. The isolation 
must be better than 65 dB and the 
SWR lower than 1.40. My design solu-
tion was analyzed and optimized by 
using the SUPER COMPACT pro-
gram.1 

Circuit Description 
The full schematic diagram of the 

circuit is shown in Fig 2. The lengths 
of the coaxial cables (CCx) are shown 
in Table 1. All sections of coaxial 
transmission lines used have a char-
acteristic impedance of 50 Ω. We will 
consider only a single-frequency de-
sign for the first simplified descrip-
tion. Transmission-line theory is not 
intimately discussed here; further dis-
cussion is available elsewhere.2 

We can write the following equations 
to express the basic relationships be-
tween VHF and UHF frequencies, f, and 
wavelengths, λ: 

ff VHFUHF
3= (Eq 1) 

and 

3
VHF

UHF
λλ = (Eq 2) 

f VHF
VHF

300
=λ (Eq 3) 

and 

1Notes appear on page 51. 

Fig 1—A functional diagram of the VHF/UHF diplexer. 

Fig 2—A schematic diagram of the VHF/UHF diplexer. 
L1, L2—95 nH air-core coil 51/2 turns #20 
AWG (0.80 mm) enameled copper wire 
wound on a 3-mm-diameter drill with 
approximately 1 mm of space between 
turns (95 nH at 145 MHz) 
L3, L4—32 nH air-core coil 21/2 turns #20 
AWG (0.80 mm) enameled copper wire 
wound on a 4-mm-diameter drill with 
approximately 2 mm of space between 
turns (32 nH at 145 MHz) 

CC1-CC8—Transmission line sections cut 
(see Table 1 for lengths) from 2.0 m of 
hand-formable semi-rigid cable (Sucoform 
141 Cu, Order Number: 22511635 from 
Huber and Suhner; see Table 1 and Note 2) 
J1-J3—Panel-mount female N flange jacks 
Rosenberger #53 K 403-200 N3 
Misc—Tinned steel box, WBG 40 DONAU, 
74××××× ××××148×30 mm, 0.5 mm thick 

f UHF
UHF

300
=λ (Eq 4) 

where frequencies are in megahertz 
and lengths in meters. The single-fre-
quency design is computed for a geo-
metric center frequency in each band. 
For the 2-meter (144 to 146 MHz in 
Czech Republic) and 70-cm bands (432 
to 440 MHz in Czech Republic), we get: 

m 069.2
146144

300
VHF =

⋅
=λ (Eq 5) 

and 

m 688.0
440432

300
UHF =

×
=λ (Eq 6) 

VHF Section 
Imagine that a UHF signal is passing 

through the diplexer. The shunt 
λ/4 coaxial cable stub CC1 (λ/4 at UHF) 
is open at the far end and acts as a short 
circuit for UHF at the VHF port. The 
open end of CC1 is transformed to a 
short at the VHF port according to: 
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−=
λ
π l

jZ Z
2

cot0 (Eq 7) 

where 
Z0 = characteristic impedance of 

coaxial cable 
l = electrical length of coaxial cable 

The λ/4 coaxial cable CC2 (l =λUHF/ 
4 and λ =λUHF) transforms this theo-
retically zero impedance at UHF to in-
finite impedance at the top of the next 
shunt l/4 coaxial cable stub CC3 ac-
cording to: 








=
λ
π l

jZZ
2

tan0 (Eq 8) 

There is again a short circuit for 
UHF because of CC3 (l = λUHF/4 and 
λ=λUHF) according to Eq 7. Theoreti-
cally zero impedance at UHF is trans-
formed again to high impedance at the 
common VHF/UHF port by CC4 (l = 
λVHF/4) according to Eq 8. Thus, the 
UHF transmission between UHF and 
VHF/UHF ports is not affected. Both 
inductors L1 and L2 have no influence 
now. They are shorted for UHF. The 
VHF port is well isolated now at UHF. 

Now consider a VHF signal passing 
through the diplexer. The shunt cable 
stub CC1 presents at VHF an electri-
cal length of about λUHF / 4 = λVHF / 12 
≈ 0.083 λVHF. Thus, CC1 works like a 
parallel capacitor at VHF. From Eq 7, 
we get the impedance: Z = –j86.6 Ω; for 
example, C = 12.7 pF at fVHF = 145.0 
MHz. This capacitance must be elimi-
nated at VHF by using a parallel-reso-
nant circuit tuned at fVHF. From 
Thomson’s well-known formula, we 
obtain: 

C
L

f 224

1

π
= (Eq 9) 

where L is in Henries, f in Hertz and C 
in Farads. Then L1 = L2 = 95.1 nH. 
Now the VHF signal passes through 
CC4 to the common port. 

UHF Section 
Imagine a VHF signal is passing 

through the diplexer. The shunt λ/4 co-
axial-cable stub CC5 (with its end 
open) has electrical length l = λUHF / 2 
= λVHF / 6 ≈ 0.167 λVHF. This length 
presents the impedance given by Eq 7: 
Z = –j28.9 Ω; for example C = 38.0 pF 
at fVHF = 145.0 MHz. The VHF signal 
must be shorted by the series reso-
nance of CC5 and L3. We obtain the 
desired L3 from Eq 9: 31.7 nH. The 
λ/4 coaxial cable CC6 (l = λVHF / 4 and 
λ = λVHF) transforms this theoretically 

Fig 3—A photo of the VHF/UHF diplexer. 

Fig 4—A photo of the VHF/UHF diplexer interior. 

zero impedance at VHF to infinite 
impedance at the top of L4 according 
to Eq 8. Next, the same VHF series- 
resonant circuit (L4 and CC7) again 
shunts the VHF voltage. Theoretically 
VHF zero impedance is transformed to 
infinity at the common port by CC8 
(l = λVHF / 4) according to Eq 8. Thus, 
the VHF transmission between the 
VHF and common ports is not affected. 

The UHF port is well isolated at VHF. 
Now consider a UHF signal passing 

through the diplexer. The open shunt 
cable stub CC5 with electrical length 
λUHF / 2 presents, according to Eq 7, 
infinite impedance at the top end (the 
impedance is the same as at the open 
end). Then no UHF current can flow 
via the series combination of L3 and 
CC5. The situation is the same for L4 
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and CC7. The UHF signal is trans-
ported by CC6 and CC8 to the common 
VHF/UHF port. 

Voltage Analysis 
This analysis was made using SU-

PER COMPACT software and verified 
by using a high-impedance Rohde and 
Schwarz URV4 RF millivoltmeter. A 
complete-loss model of the diplexer 
was used. If either the VHF or common 
VHF/UHF port were driven by a 
2-meter transmitter with an output 
RF power of  PTxVHF watts and the 
other ports were correctly terminated, 
then an RF voltage of amplitude VUHF 
at the open ends of CC1, CC3 and CC7 
would be approximately: 

TxVHFPV 5076.1VHF = (Eq 10) 

If either the UHF or common VHF/ 
UHF port were driven by a 70-cm 
transmitter with an output RF power 
of PTxUHF watts and the other ports 
were correctly terminated, then an RF 
voltage of amplitude VUHF at the open 
ends of CC3, CC5 and CC7 would be 
approximately: 

TxUHFUHF 5018.3 PV = (Eq 11) 

Do not touch the open cable ends or 
live nodes when the diplexer is carry-
ing RF power! Use the diplexer with 
both covers attached and use only a 
correctly adjusted diplexer! 

Practical Construction 
I have selected hand-formable semi- 

rigid coaxial cable, for it makes assem-
bly of the diplexer very quick and easy. 
It holds its shape well after bending and 
the 100% cable shielding is soldered at 
several points to the grounded case of 
the diplexer. This 141-mil, 50-Ω cable3 
has these basic electrical characteris-
tics: attenuation = 0.139 dB / meter at 
150 MHz; 0.248 dB / meter at 450 MHz; 
power handling at +40°C is 1.8 kW at 
150 MHz; 0.95 kW at 450 MHz; relative 
propagation velocity = 0.70. Keep in 
mind that its minimum bending radius 
for bending once is 11 mm. All physical 
lengths given in Table 1 are measured 
on the outer coaxial conductor. The 
physical lengths of CCx are 70% of the 
electrical lengths for the selected cable. 
Inner live coaxial conductors are iso-
lated by about 2 mm of their own PTFE 
dielectric. Live connections must be as 
short as possible. Make CC1 and CC3 a 
little bit longer, approximately 130 mm! 
They will be correctly trimmed upon RF 
measurement. Coaxial-cable shields 
must be connected directly to the 

Fig 5—Measured transmission of the VHF and UHF paths. 

Fig 6—Measured transmission and SWR of the VHF path. 

grounds of the N connectors to get 
the best SWR values. After cutting and 
stripping, be sure that each coaxial 
cable shield has a circular edge. That is 
especially important for the open ends. 

The complete diplexer is shown in Fig 

3. The internal mechanical arrangement 
of the diplexer is shown in Fig 4. The co-
axial cables were wound 22 mm in diam-
eter. The diplexer looks like a box full of 
silver snakes! The open ends are kept a 
little distance from ground areas. 
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RF Measurement and 
Adjustment 

RF measurements and adjustments 
are necessary before using the di- 
plexer. The high performance of the 
diplexer, which compares with similar 
professional products on the market, 
cannot be realized without sophisti-
cated measurement equipment. When 
operating at higher power levels (up to 
100 W for VHF or UHF input), perfect 
adjustment is especially necessary for 
good performance across the VHF and 
UHF bandwidths specified here. 

Here are the basic steps of the ad-
justment procedure. A vector/scalar 
network analyzer is required for per-
fect adjustment. Set the swept fre-
quency range to 100-500 MHz. Set 
the instrument to display both chan-
nels simultaneously (impedance and 
transmission traces). With this equip-
ment, the adjustment procedures 
should take no more than 20 minutes. 

VHF Adjustment 
Connect a 50-Ω load to the UHF port. 

Drive the VHF port with a swept signal. 
The VHF/UHF port is connected to the 
input of the network analyzer. Shorten 
the open ends of CC1 and CC3 little by 
little to achieve maximum attenuation 
at 432–440 MHz. Do not deform the 
open ends of the cables during the ad-
justments. It is typical for the achieved 
attenuation to be about 70 dB (see 
Fig 5). Adjust coils L1 and L2 to mini-
mize SWR at the VHF port for 
144-146 MHz. It should be about 1.05:1 
(see Fig 6). 

Fig 7—Measured transmission and SWR of the UHF path. 

Fig 8—Full-duplex satellite communication 
using two transceivers. 

UHF Adjustment 
Reconnect the 50-Ω load to the VHF 

port. Now, drive the UHF port with a 
swept signal. Adjust coils L3 and L4 to 
achieve maximum attenuation at 144- 
146 MHz. It should adjust to about 
70 dB (see Fig 7). Check the SWR at the 
UHF port for frequency range of 432- 
440 MHz. A typical achieved value is 
about 1.26:1 (see Fig 7). Close the upper 
cover and check all RF parameters 
again. If you can accept a narrower op-
erating bandwidth, you may be able to 
achieve greater isolation. 

RF Performance, Applications 
The three graphs in Figs 5, 6 and 7 

show the RF performance achieved with 
my unit. The VHF/UHF isolation is 
greater than 70 dB, and the power design 
permits use with VHF or UHF trans-
ceiver RF output levels up to 100 W. 

The power lost will be 2.7 W for VHF 
transmitters and 8.8 W for UHF trans-
mitters. Fig 8 shows a possible applica-
tion for the diplexer. You can combine 2- 
meter and 70-cm equipment and split 
the VHF/UHF signals between two 
separate antennas. The big advantage 
of the configuration shown in Fig 8 is the 
use of only one coaxial antenna feeder. 
Also, two bias T connectors can be in-
serted into Fig 8 to feed receive pream-
plifiers using the coaxial-cable feeder. 
The tees must be inserted at both the 
source and load ends of the feeder. 

2David M. Pozar, Microwave Engineering, 
Second Edition (New York: John Wiley & 
Sons Inc, 1998) pp 56-73. 

3Huber and Suhner, Suhner Microwave Cable, 
Type Sucoform 141 Cu, Item 22511635. For 
a datasheet, visit products.hubersuhner. 

lcom/index_rfcoaxcable.htm  and insert the 
order number: 22511635.                           �� 

Notes 
1Super Compact is no longer available. It 

evolved into some of the current software 
offered by Ansoft; www.ansoft.com. 

http://products.hubersuhner.com/index_ rfcoaxcable.html
http://products.hubersuhner.com/index_ rfcoaxcable.html
http://www.ansoft.com
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A Homebrew 
Shaft Encoder 

By Doug Smith, KF6DX 

Build a shaft encoder using parts 

you can salvage from dead computer mice. 

Equipment designers often find 
that digital shaft encoders are 
more expensive than they 

would like. Encoders also may not be 
available in the angular resolutions 
they desire. Here is how I designed 
and built a tuning knob for my com-
puter-controlled transceiver using 
readily available components and a 
little persistence. 

Digital Rotation Sensors: 
Principles of Operation 

When it comes to digital rotation 
sensors, the idea is to develop digital 
signals that indicate both direction 
and rate of rotation. The most common 
arrangement is a pair of digital signals 
in quadrature. That is, two digital sig-

nals having a 90° phase relationship 
(see Fig 1). When the shaft is rotating 
in one direction, signal A leads signal 
B; when rotating in the opposite direc-
tion, signal B leads signal A. 

It is easy to determine the direction of 
rotation using an edge-clocked D flip- 
flop (see Fig 2). Applying signal A to the 
flip-flop’s clock input and signal B to its 
data input, signal B is low at signal A’s 
rising edge when rotation occurs in one 
direction; it is high when rotation is in 
the opposite direction. The flip-flop’s 
output signal, Q, therefore indicates the 
direction of rotation. Such a direction 
signal, combined with the rate of one of 
the signals, A or B, yields the direction 
and speed of rotation. 

Of Mice and Men 
John Steinbeck is a better “read,” but 

the method described above is exactly 
what happens inside your computer 
mouse or trackball. Movement of the 

Fig 1—Desired shaft encoder output 
signals A and B. 

Fig 2—A rising-edge-clocked D flip-flop 
decodes rotation direction. 

mailto:kf6dx@arrl.org
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pointing device causes two sets of direc-
tion and speed information to be con-
veyed to the computer. One set corre-
sponds to movement left and right (X 
axis), the other to movement back and 
forth (Y axis). For radio tuning applica-
tions, only one set of information is 
needed, corresponding to clockwise or 
counterclockwise dial rotation. 

It is possible to perform the function 
of the D flip-flop in software running 
on a microprocessor. Signals A and B 
are fed to two discrete inputs of the 
processor and code is written to com-
pare their states. Problems usually 
arise, though, when the rotation rate 
exceeds the processor’s ability to keep 
up. Backward steps and other strange 
things can occur when the processor is 
unable to read each and every transi-
tion of both signals. For that reason, 
mouse makers and embedded-control 
system designers have stayed away 
from decoding in software and have 
relied on hardware to do the job. 

For a computer-controlled trans-
ceiver, a mouse chip seems an excel-
lent choice. It does the decoding and 
delivers serial data commands that 
correspond to shaft rotation. Power 
consumption is so low that power 
may be derived from the host com-
puter. I chose the HM8350A from 
Hualon Microelectronics.1 

To get quadrature signals, a slotted 
wheel is generally used. Optical emit-
ters and sensors are mounted on 
opposite sides of the wheel to generate 
signals A and B. A single infrared emit-
ter is common, accompanied by a 
pair of phototransistors (see Fig 3). 
The distance between the phototran- 
sistors is chosen to be the product of 
an odd integer and one-quarter of the 
distance between transparent slots in 
the wheel so that light intensity var-
ies in quadrature at the sensors. When 
the signals from the phototransistors 
are squared (hard-limited) inside the 
mouse chip, they resemble signals A 
and B as shown in Fig 1. 

HM8350A chips, slotted wheels and 
photo-electronic devices may be sal-
vaged from discarded mice that failed 
because of mechanical reasons. One 
alternate way of making a slotted 
wheel is described below. 

The Slotted Wheel 
and Shaft Bearing 

I wanted to use a 1/4-inch shaft for my 
tuning knob and the slotted wheels from 
mice were too small. I reasoned that 
with modern CAD software, it should 

not be too hard to create a pattern of 
radial segments that were alternately 
light and dark. Armed with a laser 
printer and some laser-compatible 
transparency film, I made my own 
photo-interrupter disk, shown in Fig 4. 

I made the disk about 1 inch in diam-
eter and with pairs of light and dark 
segments. I punched a hole through the 
center of the disk so that I could attach 
it to the end of the shaft using a regular 
fastener. At the last minute, however, I 
chose to secure it with cyanoacrylate 
adhesive (see Fig 5). A little touch-up 
with a fine permanent marker made the 
disk usable. 

The shaft bearing is a critical part of 
tuning-knob design because any play, 
either back-and-forth or side-to-side, is 
quite undesirable. The shaft-to-bearing 
fit must be quite close and it was not 
easy finding the right shaft material. 

Fortunately, rod stock is available in 
very fine gradations of diameter. A gen-
erous blob of silicone grease helped 
eliminate any remaining play. 

The shaft bearing I used has a 
3/8-inch threaded bushing for panel 
mounting. A lever is used to provide 
variable friction on the shaft. The 
housing was made for this accessory 
from a track-lighting enclosure (see 
Fig 6). A heavy base was necessary to 
prevent the assembly from traveling 
across the desk when in use. The base 
is made from a roughly circular slug 
that was cut from thick steel plate at 

1Notes appear on page 54. Fig 5—The disk attached to the shaft. 

Fig 3—The general arrangement for 
generating signals A and B. 

Fig 4—An opto-interrupter disk made from 
laser-printer transparency film. 
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a construction site and machined un-
til presentable, then painted. 

A Serial-Mouse Circuit 
Refer to Fig 7, a schematic diagram. 

The mouse chip gets its power from the 
computer’s EIA-232 TxD line, since 
that line is not doing anything else in 
this case. Only the RxD line carries 
data. D1 protects against reverse po-
larity in case the TxD line goes to the 
positive rail. D3 sets the supply volt-
age to the mouse chip at about 5 V dc. 
The power for the LED comes from the 
RTS line, which also does not toggle. 

Phototransistors Q1 are tied di-
rectly to the chip. Tuning-fork resona-
tor Y1 provides a clock for the chip. 
Transistor Q2 level-shifts the R×D 
output to EIA-232 levels. Output 
comes at 1200 baud and standard 
mouse driver software running on a 
PC may be used to detect knob rota-
tion commands from either the X or Y 
detector. Pins L, M and R would nor-
mally be hooked to the three SPST 
switches on a mouse or trackball. 
Those could have been used to change 
the tuning rate or to implement some 
other function, but they were left un-
connected here. 

Fig 8 is a close-up of the circuit as-
sembly. The encoder disk fits between 
the LED and the phototransistors 
when assembled. The LED is an LTE- 
302; the phototransistor pair is a 
single, three-pin unit: LTR-305D.2 

Note: Modern PC operating systems 
tend to interrogate devices connected 
to serial ports at boot time. Since my 
knob circuit looks just like a mouse to 
the PC, it is wise to connect a serial PC 
mouse or trackball to a lower-num-
bered COM port than that of the knob. 
Otherwise, the PC will install the knob 
as the pointing device and you will find 
the icon traveling diagonally across 
the screen as you rotate the knob; your 
mouse will be tuning your radio! 

The Knob Itself 
In these days of push-button, menu- 

Fig 6—Completed tuning knob assembly. 

Fig 8—A 
close-up view 
of the PC 
assembly. 

Fig 7—Schematic diagram of the 
mouse-chip circuit. 

driven machinery, decent tuning 
knobs are becoming difficult to obtain 
“off the shelf.” On the other hand, 
regular milling equipment makes it 
easy to make a custom knob from 
readily available rod stock. 

Armed with some three-inch black 
Delrin stock3 and a ball-end milling tool, 
I was able to produce the massive sym-
metrical tuning knob shown in Fig 7. I 
used Delrin because it is an easy-to- 
machine plastic that is already black in 
color. Aluminum may be used and sub-
sequently anodized if you worry about 
marring the Delrin under heavy use. 
The ball-end milling tool made it easy to 

put a finger hole into the front surface of 
the knob and to make flutes that taper 
along the knob’s length. 

Zack Lau, W1VT, has more to say 
about making knobs. Watch for the 
topic in an upcoming RF column. 

Notes 
1Hualon Microelectronics (HMC), www. 

hualon.com.tw. 
2LiteOn, www.liteon.com. These particular 

parts may no longer be available, but 
equivalents are. Scrounge them from dead 
mice! 

3Delrin rod stock is available from McMaster- 
Carr Supply Co, www.mcmaster.com. �� 

http://www.hualon.com.tw
http://www.hualon.com.tw
http://www.liteon.com
http://www.mcmaster.com
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RF 

By  Zack Lau, W1VT 

How to Work 10-GHz DX 
(This discussion began in the previ-

ous issue, with consideration of sta-
tion location and antenna-aiming 
techniques.—Ed.) 

Part 2: Hardware 
A conventional dish—a symmetri-

cal parabola fed at the center—has 
several advantages for portable op-
erations. Mounting the dish to a mast 
that supports a liaison antenna is 
usually quite easy. The symmetry 
makes it relatively easy to determine 
whether the dish has survived trans-
port. Setting up a dish feed is straight-
forward; there is only one variable in 

7Notes appear on page 59. 

adjusting the feed: the distance from 
the center. Visual aiming is often prac-
tical, in both azimuth and elevation. 
Cost is a disadvantage; they tend to be 
less common and more expensive. 
They also have worse receive perfor-
mance—the symmetrical pattern typi-
cally picks up more ground noise than 
dishes optimized for satellite recep-
tion. Higher feedline loss also reduces 
receive performance. 

Lightweight coax connecting a 
prime-focus feed to a transverter often 
has a loss of 1dB/ft, if not more. Re-
verse feeds fed with waveguide are 
typically too inefficient to merit much 
consideration. If you are lucky, you 
might be able to cut the loss in half or 
more with specialized cables, but 
these can be tough to obtain in the 
right lengths with the proper connec-

tors. If you don’t mind the bulk and 
weight, a good solution is to use circu-
lar waveguide, more commonly known 
as 3/4-inch copper water pipe, to feed 
the dish.7 

The most popular coaxial feedline is 
a short length of UT-141A semi-rigid 
coax. It is easy to find and relatively 
easy to work with. 

UT-085 is thinner and even easier to 
work with, being easier to bend. How-
ever, the loss is significantly higher, 
and it is not recommended, unless 
nothing else is suitable. I often carry a 
spare flexible feedline that is longer 
than necessary—in case I need to im-
provise. I’ve used UT-250, which sells 
for about $5 an inch! It is tough to bend 
precisely. The rigidity might be useful 

mailto:zlau@arrl.org
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for making sure the dish feed align-
ment doesn’t change—holding it 
firmly in place. It could be a problem if 
you need to adjust the dish feed. You 
may have difficulty locating connec-
tors. However, I have found them at 
hamfests, unlike the proper connec-
tors for expensive expanded Teflon 
cables. Expanded Teflon cables can 
sometimes be found on eBay, but they 
are often bid up to rather high prices. 
The low loss and flexibility does make 
them interesting alternatives. 

A possibility I’ve not fully investi-
gated is Times Microwave LMR-400, 
with the properly installed EZ-400- 
NMH crimp connectors. The crimp 
connectors allow good electrical con-
nections at the very end of the coax 
cable. Typical clamp connectors actu-
ally make electrical contact a short 
distance from the end of the cable, cre-
ating a long RF path that significantly 
degrades microwave performance. 
This is similar to choke flanges used 
with waveguide. Never mate a pair of 
choke flanges so that the annular ring 
is doubled in depth. The loss specifica-
tion of LMR-400 is just 0.15 dB/foot. 
These are N connectors; SMA connec-
tors are typically preferred at 10 GHz. 

RG-213 is a nonstarter—it actually 
has more loss than RG-58! If the cable is 
too large, it also acts as a waveguide. 
This makes the cable somewhat unpre-
dictable—you need to test your cable at 
the desired operating frequency for low 
loss. It is possible for a large cable to still 
be useful—1/2-inch heliax usually has a 
loss of just 0.1 dB/foot at 10.368 GHz. 
Its maximum operating frequency is 
specified as 8800 MHz. 

An offset dish, a section of a pa-
rabola used for satellite work, is pri-
marily used by amateurs because of its 
low cost. There is an abundant supply 
of surplus offset dishes, keeping the 
cost quite acceptable to amateurs. 
However, it is not obvious where to put 
the feed. Fortunately, Paul Wade has 
“done the math.”8 Neither is visual 
aiming as easy, at least in one plane. 
Receive performance is typically bet-
ter, as the sidelobes are optimally 
pointed at the sky, reducing noise 
pickup. However, this does not apply 
if the dish is used on its side or upside 
down. The feedline is much shorter 
than with a conventional dish, further 
improving receive performance. This 
is a significant advantage to high- 
power stations (two or more watts) 
that want to hear stations running 
10 dB less power. This advantage isn’t 
as useful to low-power stations, which 
often have an extra 10 dB of signal-to- 

noise ratio on receive. While the dishes 
often come with mounts, mounting the 
dish to a mast may be a challenge. 

I’ve had good luck with a homebrew 
scalar or Chapparal feed for conven-
tional dishes. It is relatively easy to 
make the scalar rings out of brass sheet 
stock, as shown in Fig 1.9 The VE4MA 
feed also looks to be a good choice, ac-
cording to a study by Paul Wade, though 
it is a good thing commercial feeds are 
Chaparrals and not of the VE4MA de-
sign.10 The VE4MA is a narrow-band-
width design, so one would not expect 
good performance far from the design 
frequency. Conversely, hams have got-
ten good results out of 11-GHz Chapar-
rals at 10 GHz.11 Unfortunately, the 
11-GHz “Superfeeds” are no longer pro-
duced and are hard to find. 

The simple DSS-dish horn-feed 
designed by Paul Wade is a good com-
promise between performance and 
complexity. It was my feed of choice for 
feeding an 18-inch DSS dish in the 
2001 “10-GHz and Up” contest. While 
my effective radiated power was re-
duced slightly compared to the two- 
foot conventional dish it replaced, the 
improved receive performance and 
slightly wider beamwidth made up for 
it. I’ve been using a roof-rack-mounted 
rotator on my Saturn SL2 sedan. 
While the pointing isn’t as precise as a 
tripod arrangement, the extra height 
and mounting stability are quite use-
ful. I may replace it with a large 
W2IMU feed for improved perfor-
mance. However, my experience with 
building smaller W2IMU feeds is that 
bending the transition section out of 
thick copper takes a bit of skill—I may 
try machining a section out of brass. 

A Cheap Tripod Mount 
I recommend using a RadioShack 

#15-516 three-foot tripod. It is rugged, 
cheap and easy to find! I don’t recom-
mend the five-foot version—it is much 
less stable. “Three feet” here refers to 
the length of each leg—the actual height 
is 32.6 inches. There is no adjustment 
for leveling the tripod, but I can usually 
find a rock or similar object to prop up 
one leg. Pieces of square tubing with 
holes that match your U-bolts can be 
very convenient if you do a lot of portable 
operation. The three-foot tripod can be 
reasonably stable if there is a lot of 
weight supported at the top of legs. If 
more stability is needed, I’ve attached a 
triangle of heavy angle iron to the bot-
tom of the legs. Such a setup has even 
supported a small 6-meter Yagi. For 
even more stability, as when operating 
from Mt Washington, I recommend us-
ing a car to hold the tripod down. Fig 2 
shows my Saturn SL2 holding down a 
10-GHz two-foot dish and 2-meter liai-
son antennas. A similar setup by Terry 
Wilkinson, WA7LYI, appears on page 
22-16 of the 2001 ARRL Handbook. 

Fig 3 shows a 10×24-inch mounting 
plate for attaching a DSS dish to a 
RadioShack tripod. I made mine out of 
3/8-inch plywood. I also rounded the 
corners. It is held in place with a two- 
foot piece of 11/4-inch mast and a 1/4- 
inch metal pin. I used the bottom 
half of a five-foot mast although the 
swaged top section would be easier to 
push through the plywood mounting 
plate. The mast runs through the cen-
ter of the tripod and through the plate. 
Two 1/4-inch holes are drilled 15 inches 
apart for a pointer and metal pin. The 
top hole for the pin is about an inch 
from the end of the mast. The pointer 
should be just above the setting circle 
that sits on the horizontal support 
struts of the tripod. One end of a piece 
of brass tubing can be squashed flat to 
form the pointer. Alternately, you 
might use two pieces of steel rod, in 
case you need to improvise and use the 

Fig 1—Homebrew Chaparral feed made 
out of a copper pipe coupling and brass 
sheet stock. 

Fig 2—Saturn SL-2 holding down a 
RadioShack three-foot tripod loaded with 
antennas. 
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pointer as the holding pin. Ideally, the 
metal pin sits in a slot, so that the dish 
and pointer are always in alignment. 

To form the slot, I’ve machined a piece 
of polycarbonate that is attached to the 
top of the plywood. The dimensions of 
the polycarbonate indexing plate are 
shown in Fig 4. I also attach a five-inch 
polycarbonate disk to the bottom. Often, 
I’ll use a second five-inch disk between 
the tripod and the dish mounting plate 
as a large washer. The dimensions of the 
1/4-inch-thick bottom mounting plate 
are shown in Fig 5. The 3/8-inch mount-
ing holes are drilled to a depth of 
just 0.14 inches, to allow the heads of 
11/4-inch-long #10 hex-head screws to lie 
below the surface of the plate. I used 
special drill bits with a small starting 
point and a second edge that cuts a flat 
countersink (sometimes known as “brad 
point” bits—Ed.). These are easy to find 
at big hardware stores. It takes a lot 

more work to mill out flat-bottomed 
holes with a milling machine. A milling 
machine is more useful for cutting the 
1.27-inch holes. The standard 1.25-inch 
hole is too small—the mast will often get 
stuck in the hole. A half-round file is 
useful for enlarging the hole for a loose 
fit. In a dry climate, you might be able to 
use wood. I’ve discovered that wooden 
versions expand in the wet New En-
gland environment and become stuck to 
the mast. This was quite a problem in 
previous versions, which used a longer 
mast that barely fit in the car. It is a good 
idea to make sure that your DSS dish 
bracket matches the dimensions shown 
before drilling any holes. You may also 
want to mount an IF radio to the ply-
wood plate with a mounting bracket. In 
windy weather, you don’t want your 
radio to fall off the plate. 

To use the tripod, the tripod is un-
folded and placed in position. Next, the 

setting circle is placed on the horizon-
tal support struts and the mast is 
placed in position. The support screws 
on the tripod are then adjusted to fit 
loosely against the mast. It may be 
desirable to temporarily lock the 
screws against the mast to hold it in 
place. The large polycarbonate washer 
is placed over the mast. The mounting 
plate can then be placed in position 
over the mast and against the top of 
the washer that sits on the tripod. The 
metal pin is inserted into the mast. 
The mast is now lowered into the slot 
on top of the mounting plate, and the 
pointer is inserted into the mast. With 
the aid of a magnetic compass, I rotate 
the setting circle to indicate the proper 
bearing of the dish. 

Mounting a 10-GHz Dish Feed 
on an RCA DSS Dish 

I’ll be describing a simple 10-GHz 
dish feed for 18-inch DSS dishes. 
These dishes are easy to find now that 
satellite TV has taken off. Since Paul 
Wade, W1GHZ, has done a great job 
on the electrical aspects of dish feed 
design, I’ll concentrate on the me-
chanical aspects. Since even an error 
of one-quarter inch can result in a 
1-dB reduction of gain, I think it is 
equally important to get the mechani-
cal and electrical designs right. 

Good mechanical design for repro-
duction by amateurs is an art—you 
want it to be as simple as possible, 
while sacrificing as little performance 
as possible. With a bit of thought, I 
decided that the optimum mounting 
scheme should allow adjustment in 
just one axis—along a line between the 
center of the dish and the focal point. 
This way, the feed always points in a 
near optimum direction while the feed 
is adjusted. Further, I decided that 
there should be a mounting surface 
perpendicular to the line. This makes 
it easy to fabricate a horn mounting. 

I first marked the center of the dish. 
If you don’t want the mark to be per-
manent, you could first cover the dish 
with removable Scotch tape. It has the 
same adhesive as Post-It notes. Next, 
I used the knotted string technique 
suggested by Paul to find the focal 
point. Some 3/16-inch aluminum rod be-
tween these two points gave a good 
indication of how the mounting plate 
should be aligned relative to the hol-
low-feed mounting arm. An angle of 
120° seemed about right. Fig 6 shows 
the diagram for a wooden mounting 
block. I made mine out of hard maple. 
Polycarbonate or aluminum should 
work better if constantly exposed to 

Fig 3—Plywood plate for attaching a DSS dish mount to a RadioShack tripod. 

Fig 4—A top plate of 3/8-inch-thick 
polycarbonate for indexing the plywood 
plate to a pointer mounted on the tripod. 

Fig 5—A 1/4-inch-thick polycarbonate 
bottom plate. 
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the weather, but I didn’t have a large 
enough piece. Drilling the mounting 
holes may be difficult to do accurately. 
If you drill them from the flat side, the 
drill may wander quite a bit, even if 
you take care to remove the chips fre-
quently. Alternatively, attempting to 
drill the angled side is difficult, 
though a center drill makes the task 
much easier. I drilled the block first, 
and then drilled matching holes in the 
plastic mounting plate. 

Fig 7 shows a plastic mounting plate 
that forms a simple mounting for 
WR-90 waveguide. It has a 1/2-inch- 
wide slot for the waveguide. I find 
3/8-inch polycarbonate thick enough to 
reduce the side-to-side movement of 
the feed. Thicker material might be 
useful if you have trouble cutting the 
slot accurately. Alternately, you can 
make a sandwich: a 1/2-inch spacer 
between the two mounting supports. 
The plastic mount is tightly closed 
around the waveguide with a 11/4-inch 
long #6-32 screw. To prevent marring 
the waveguide, I put a piece of brass 
tubing over the screw. Since I didn’t 
have the right size in stock, I drilled 
out a piece of thick-wall tubing. This 
required a modified drill bit—stan-
dard drill bits bite into brass too fast 
and get stuck. Similarly, drilling deep 
holes in plastic requires special care. 
It is important to only drill a little at 
a time, and remove the plastic shav-
ings regularly. Don’t let the drill bit 
cool down inside the hole, as it can 
easily get stuck in melted plastic. 

Other dish feeds can be mounted on 
similar mounting plates. A two-inch 
hole is useful for cylindrical feeds, 
such as the popular dual-mode feed 
invented by W2IMU. However, the 
standard IMU feed is too small for off-
set dishes. Dimensions for larger feeds 
suitable for 0.7- and 0.8-f/D dishes can 
be found in Paul Wade’s Jan/Feb 2001 
QEX article, “Understanding Circular 
Waveguide—Experimentally.” 

I made the feed horn out of copper 
sheet, using a design by Paul Wade, 
W1GHZ. The cutting guide is in UHF/ 
Microwave Projects Vol 2 on page 1-34. 
I found the book image was 2% small, 
so I found a photocopier with a zoom 
function and scaled it back up to the 
right size. Copper is a good material if 
you intend to bend a horn. Brass also 
works well, though it doesn’t bend 
quite so easily. The conductivity isn’t 
terribly important—horns are very 
low-Q structures so losses are mini-
mal. While excessive losses melting 
solder are possible with high-power 
radar work, amateurs don’t run that 

much power. I solder mine together 
with a 100-W iron and ordinary sol-
der—very little cleanup is required. A 
torch typically oxidizes the copper ex-
cessively and requires cleaning—an 
unnecessary complication in my opin-
ion. However, I’d recommend double- 
sided circuit board if you intend to 
solder a bunch of little pieces into a 
horn with a soldering iron. Copper has 

excellent thermal conductivity, which 
means that as you solder one joint 
together the other joints will melt. Cir-
cuit board is much better for spot sol-
dering—it is possible to tack solder 
pieces together without unsoldering 
everything else. After the horn is sol-
dered together, the edges of the mouth 
can be wrapped with copper tape and 
soldered. The tape can then be sol-

Fig 7—Dimensions of the polycarbonate feed mounting plate. 

Fig 6—Dimensions of the wooden 
mounting block. 
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dered to the waveguide for a reason-
ably rugged feed. Electrically, it is 
only necessary to attach the inside 
foils of the printed circuit board to the 
waveguide. Brass sheet is also a good 
material for soldering a bunch of little 
pieces together, but it tends to be more 
expensive than surplus circuit board. 

Fig 8 shows the machining dimen-
sions for the WR-90 waveguide. To keep 
it simple, I soldered the horn on one end 
and made an SMA transition on the 

Fig 8—A simple waveguide horn feed using WR-90. 

Fig 10—A simple 10-GHz DSS dish feed 
that attaches to the stock mounting 
bracket. 

Fig 9—SMA connector and probe details. 

other. The length of the waveguide isn’t 
critical, but it looks like the waveguide 
should be at least four inches long. 
Otherwise, the mounting bracket will 
interfere with easy access to the SMA 
connector. The transition is based on a 
design I published in my Nov 1995 “RF” 
column in QEX. Fig 9 shows the details 
of the probe constructed out of a capti-
vated SMA connector. The connector 
needs a captivated center conductor, 
typically indicated with a dot of glue. I 

wouldn’t rely on a friction fit to hold it in 
place—Teflon is quite slippery. The 
SMA connector is attached to the 
waveguide with #2-56 machine screws. 
I’ve found that 1/8-inch screws are too 
short and 3/16-inch screws are too long. 
I’ve been doubling up on lockwashers, 
using a pair under each screw head. 
Alternatively, I’ve also used Loctite and 
1/8-inch-long screws. The completed dish 
feed is shown in Fig 10. 

It is also a good idea to make a 
Styrofoam radome to cover the dish 
feed. This will keep water out. I’ve 
tested both the blue and pink foam 
sheets used for insulating homes—the 
loss seems negligible. I carved out a 
hole, so it fits over the horn. Slits cut 
into the feed on the sides to simplify 
the cutting are easily covered with 
electrical tape to keep the water out. 

Notes 
7B. Wood, N2LIV, “Application of Circular 

Waveguide with an 11-GHz TVRO Feed,” 
The ARRL UHF/Microwave Projects 
Manual, Vol 2, (Newington: ARRL, 2001; 
ISBN: 0-87259-631-1; #6311, $15) pp 1-44 
to 1-45. Also see “Understanding Circular 
Waveguide—Experimentally,” (Paul Wade, 
W1GHZ, QEX, Jan 2001, pp 37-48) and 
“More Properties of Circular Waveguide 
(William Bridges, W6FA, QEX, Nov 2001, 
pp 51-54). 

8P. Wade, W1GHZ, “More on Parabolic Dish 
Antennas,” The ARRL UHF/Microwave 
Projects Manual, Vol 2, pp 1-30 to 1-38. 

9Suggested dimensions appear on 
page 9-31 of The ARRL UHF/Microwave 
Experimenter’s Manual (Newington: ARRL, 
1997; ISBN: 0-87259-312-6; #3126, $20). 

10P. Wade, W1GHZ, “Parabolic Dish Feeds— 
Phase and Phase Center,” Proceedings of 
Microwave Update, 1998 (Newington: 
ARRL, 1998; ISBN: 0-87259-703-2; #7032, 
$15), pp 50 to 73. 

11P. Wade, W1GHZ, “Using the Chaparral 
11-GHz Superfeed at 10.368 GHz,” Pro-
ceedings of the 30th Conference of the 
Central States VHF Society, Bloomington, 
Minnesota, 1996, pp 135-136.                       �� 
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Letters to 
the Editor 

A Noise/Gain Analyzer 
(Nov/Dec ’99) 

I have successfully tested the noise/ 
gain analyzer described in the Nov/ 
Dec ’99 issue following a good idea 
from CT1DMK and I have a few com-
ments. There is a very big mistake in 
the connection of the BC184 to the 
time sequencer: The base and associ-
ated resistor should be connected to 
pin 2 of U5A (Fig 2, p 7). Otherwise, 
the noise head is on when the rest of 
the system thinks it is off. The dc out-
put of the AD8307 should be 
decoupled with 1 nF or less (this cir-
cuit was not described in the paper). 

A reverse-biased base/emitter junc-
tion of an UHF transistor forms a 
very usable noise source up to 2 or 
3 GHz. This is especially so if it is fed 
from a reasonably constant current 
source like an FET (I use an AT41511 
from Agilent) and you permanently 
insert a 10- to 16-dB pad at the out-
put. It is very important to pay atten-
tion to shielding, decoupling of the 
various dc sources and to have a good 
mains filter if you want stable and 
repeatable results. It is a very good 
description and works fine with these 
minor changes.—Georges Ricaud, 
F6CER, Ste Modem ZA de l’orme- 
91750-Chevannes, France; gricaud@ 
meteomodem.com 

Author’s response: 

I hate to admit it but Georges is quite 
right. I even opened my own unit and 
found that I swapped the functions of 
U3A and U3C. I also found in my 
project file an early and ugly, but 
correct, drawing. Then somehow the 
mistake was never corrected in 
subsequent drawings. I apologize for 
any inconveniences it may have 
caused. I wonder why nobody else has 
found this error before as I know more 
people have built this instrument. It 
simply does not work as published. 

With respect to the circuit around 
the AD8307, I closely followed the 
datasheet as provided by Analog 
Devices (Rev. 0). I don’t have access 
to the RF board so I don’t know what 
capacitor was used at its output. The 
suggestion to use an RF transistor 
base-emitter junction in reverse bias 
is right. I also made one some time 
ago for different purposes. 

I strongly support the final remark 
on shielding and decoupling. I touch 
this issue now and then in the article 
but, as it is no beginner’s “weekender,” 
I consider this point part of “expert’s 

routine.”—Harke Smits, PA0HRK; 
harke.smits@hccnet.nl 

PTC: Perceptual Transform 
Coding…Part 2 (Mar/Apr 2000) 

I’ve enjoyed reading your latest QST 
article [Jan 2002], which led me to your 
QEX article. After looking at Table 2, 
the frequency mapping in synthesis of 
a 4:1 PTC coder, I conclude that the 
frequencies below 488 Hz get expanded 
rather than reduced! 

Would there be any advantage in 
just passing frequencies below 
488 Hz straight through rather than 
expanding them? It seems that the 
encoded version might be more 
understandable that way. 

I also enjoyed downloading the 
.wav files and listening to the results. 
Thanks for your good work.—Roy 
Schaeffer, WB3AJH, 100 W Monu-
ment Ave, Hatboro, PA 19040; 
wb3ajh@erols.com 

Dear Roy: 

Thanks very much for taking your 
time to write me. I’m glad you like the 
articles. You are right that those low 
frequencies could be quantized with a 
finer frequency resolution or just 
passed unmodified. It will be inter- 
esting for me to try your suggestion. I 
would like to increase the number of 
discrete frequencies across the entire 
range. The only thing preventing that 
is the processing “horsepower” 
available. I haven’t had much chance to 
work on PTC since last year but I 
intend to get cracking on it again 
soon.—Doug Smith, KF6DX; kf6dx@ 
arrl.org 

Beyond Fractional-N, Part 2 
(May/June 2001) 

Hi Cornell, 

I was just wondering if your QEX 
article from last summer was correct 
with regard to the two 0.68-µF bypass 
capacitors on the line between the 
OP27 output pin and the VCO 
varicap. If those capacitors really are 
that large, have you seen any signs of 
instability from the OP27? Some op 
amps don’t seem to like capacitive 
loads, and that seems like a big one. 

In addition, without some series 
resistance to roll off the gain/phase 
slope, isn’t the pole formed by those 
capacitors (in combination with the 
OP27 output impedance) the lowest- 
frequency one in the loop? Seems that 
there would be stability problems 
[because of] the lack of phase margin. 
Is the 22-Ω series resistor at the 
OP27 output enough to keep the loop 
stable? 

Thanks for a great pair of articles! I 
missed a couple of QEX issues after 
they came out, so I don’t know if any 
errata were published later.—John 
Miles, KE5FX, 10126 NE 63rd St, 
Kirkland, WA 98033-6820; jmiles@ 
pop.net 

Dear OM, 

Thank you for bringing this up. 
Nobody noticed it before. The printed 
material seems to be in error. C38 
and C71 are a few hundred picofarads 
each at the most (nominally 680 pF 
for start, but they are tweaked for 
best performance in reality). The 
circuit acts as a series trap notch and 
that is customary in the output of op 
amps for such PLL loops. Additional 
tweaking was then used to optimize 
performance in the notch filter, but 
no instability resulted despite the 
fact that it was expected. 

This arrangement is like any de-
sign: a good compromise that achieves 
outstanding close-in phase noise per-
formance in the IF/AF band (better 
than –130 dBc at 1 kHz) while still 
maintaining a good performance far-
ther out. It is not perfect, but superior 
to the alternative. This results in a 
better-sounding receiver than many of 
the best radios today. 

As you probably know, it is much 
harder to achieve good phase-noise 
performance in a broadband, high- 
resolution synthesizer such as this 
one, compared to a brute-force, fixed- 
frequency synthesizer such as a 
multiplied-crystal-reference 
oscillator. The tradeoffs are great.— 
Cornell Drentea, KW7CD, 757 N 
Carribean Ave, Tucson, AZ 85748- 
1815; cdrentea@aol.com 

Cornell, 

You may be interested to hear that a 
similar loop on my workbench works 
fine with up to about 1.3 µF across the 
VCO tuning line. It certainly keeps any 
residual noise from the phase detector 
and op amp out of the VCO! Two 0.68- 
µF capacitors cause oscillation, but 
anything less than that seems to be 
stable. 

Over the weekend, I was looking at 
my ICOM IC-R7000 schematic and 
noticed that they actually show a 
4.7-µF capacitor between their VCO 
tuning lines and ground. I assumed 
there was a misprint in ICOM’s 
schematic, but then I saw your article 
and started wondering if it actually 
did make sense to use a huge 
capacitor across the VCO tuning line. 
I’ll probably take my R7000 apart 
tonight and see if that’s what they’re 
doing. 

mailto:gricaud@meteomodem.com
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The problem I’m seeing is that with 
your 10-kHz loop filter, certain DDS 
settings either raise the noise pedestal 
by 10 or more decibels, or introduce 
several spurs for 10-30 kHz either side 
of the carrier. Since I don’t really care 
about switching speed in my 
application, I’d really like to use a loop 
bandwidth of only a couple hundred 
hertz. The narrow-loop approach is 
very resistant to DDS artifacts, but 
unfortunately the VCO microphonics 
are literally out of control! 

Of course, my observations have all 
been made with at least 0.1 µF 
directly across the VCO tuning line, 
so I should probably go back and get 
rid of that capacitor before drawing 
any final conclusions. 

From what I’ve seen so far on my 
bench, it seems important to band- 
pass filter the output of the DDS chip, 
rather than just using a low-pass fil-
ter and hoping for the best. Espe-
cially in an octave-band implemen- 
tation like mine (I’m driving a Mini- 
Circuits ROS-2150VW VCO at 
1-2 GHz). If I decide to go with a 
fixed-modulus loop like yours, I think 
it’ll be necessary to use a tracking fil-
ter of some type at the output of the 
DDS, or at least switch between two 
or three discrete low-pass filters. I 
think I’ll try running the DDS output 
through an ordinary 10.7-MHz ce-
ramic filter next, restricting its tun-
ing range and changing the loop 
modulus for large frequency steps. 
—John, KE5FX 

Hi John, 

I agree with everything you say! Of 
course, a rather narrow band-pass 
filter such as a 10.7-MHz ceramic filter 
at the output of the DDS (if you can 
afford it) can go a long way, depending 
on how wide your coverage is, and of 
course, on how small the N is. You 
always want the smallest N, of course, 
for best phase-noise performance, since 
the PLL is simply a multiplier by the 
division number, N (something that 
not everybody sees). 

It also helps to start at microwave 
frequencies and divide down as I did. 
That trick should be used more often 
in commercial equipment. It should 
be noted that wider PLL frequency 
coverage makes the spurious problem 
more critical (that was exactly your 
point, also) and makes it harder to 
combat the problem. However, if you 
treat the DDS as a mixer in your 
modeling, some optimum ratio 
guarantees best performance over the 
output frequency range. If the 
coverage is more limited (like in your 
example), you can sometimes get 

away with lesser multiples of the 
Nyquist rate—or even with under- 
sampling.—Cornell, KW7CD 

Tech Notes: A Compact Six-Band, 
Off-Center Fed Vertical Dipole 
(Jan/Feb 2002) 

Hi Rick, 

I read with interest your article 
about off-center fed dipoles. You de-
scribe a very clever design to accom-
modate several bands on a common 
feed point and I congratulate you on 
a job well done. You make one state-
ment near the end of the article [with 
which] I take issue: “Some added 
bandwidth may also be recovered by 
using the padding effect derived from 
normal feed-line losses.” You then go 
on to recommend using RG-58 rather 
than LMR-400 on a 50-ft run to im-
prove the bandwidth. I fear that 
many readers may mistakenly be-
lieve that high feed-line loss will im-
prove the bandwidth of the antenna 
and be encouraged to use even longer 
runs of RG-58 to enhance coverage. I 
maintain that this is an undesirable 
approach and should be avoided. Low 
SWR at the transmitter is no indica-
tor of the efficiency of the antenna 
system overall. 

For example, if the antenna is fed 
with 150 ft of RG-58, the loss at six 
meters is over 5 dB. If the far end is 
opened, shorted or terminated in any 
impedance, the SWR at the transmit-
ter will be always be less than 2:1 at 
all frequencies above 50 MHz. That 
doesn’t mean that the antenna is 
working at these frequencies. In fact, 
most of the RF from the transmitter 
is simply being dissipated in the feed 
line rather than radiated by the an-
tenna. At the 6-m resonant fre-
quency, over two-thirds of the power 
is heating the line and less than one- 
third is being radiated by the an-
tenna. As soon as you deviate from 
the center frequency on six, there will 
be a reflection loss due to the mis-
match at the feed point and this loss 
increases rapidly as the antenna re-
actance swamps the resonant resis-
tance. Worse yet, much of the 
reflected wave coming back to the 
transmitter is dissipated as heat be-
cause of the loss of the line, contrib-
uting still further effective loss. 
Therefore, the net effect is that you 
are radiating less than a third of the 
power at the center frequency and 
less than a fourth of the power as you 
approach the edges of the antenna 
bandwidth. All the while, the SWR at 
the transmitter is less than 2:1. 

For this reason, I would recom-

mend that you keep the feedline 
losses below 1 dB at the highest fre-
quency of interest. On 6 m, 50 ft of 
RG-58 has about 1.8 dB of loss. I’d 
instead recommend going to a foam 
dielectric or something bigger like 
RG-213, even for this short run of 
50 ft. For longer runs, lower-loss 
cables are even more important. 

Please do not interpret these com-
ments as criticism of your excellent 
article. I would simply feed your six- 
band antenna with low-loss coax and 
take my lumps with the resulting 
bandwidth. Adding 50 kHz of band-
width will still not permit the an-
tenna to cover the entire 20-, 15-, 10- 
or 6-m bands. The additional band-
width is not necessary on the WARC 
bands because they are narrow 
enough to be covered fully by a prop-
erly adjusted antenna.—Bob Buus, 
W2OD, 8 Donner Street, Holmdel, NJ 
07733; w2od@arrl.net 

Dear Bob, 

That is well stated, and I agree. My 
intended point was that someone us-
ing a typical ham rig with automatic 
2:1 SWR protection might fare better 
by operating at the band edge with a 
decibel or so of attenuation loss than 
they would by attempting to commu-
nicate with a shut-down PA and no 
output at all! This suggestion was of-
fered in the spirit of a down-and-dirty 
street solution rather than on a theo-
retical basis—probably not a good idea 
in an otherwise theoretical presenta-
tion. Thank you for your thoughtful 
reading and well-crafted response! 
—Rick Littlefield, K1BQT, 109A 
McDaniel Shore Dr., Barrington, NH, 
03825; k1bqt@aol.com 

Jan/Feb 2002 Issue 
I have just received the latest issue 

of QEX and, while I have only scanned 
the articles, it appears to be one of the 
best issues ever! Congratulations to 
all!—Jack Parker, W7PW, 5160 Deo-
dar St, Silver Springs, NV 89429- 
7334; 82ndairborne@prodigy.net 

On High-Speed Networking for 
Amateur Radio 

To QEX readers: 

Those of you who are networking 
professionals by day know all too well 
about the explosive growth business 
and industry has experienced in re-
cent times. The increasing reliance 
on electronic data systems, e-com-
merce, TCP/IP (Internet protocol) 
based communications solutions and 
more continues to put enormous pres-
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Next Issue in 
QEX/Communications 

Quarterly 

sure on data management and con-
nectivity resources. 

Non-networking operators will ask, 
“How does this affect Amateur Ra-
dio?” Simply put, the agencies and 
organizations that rely on Amateur 
Radio for emergency communications 
support have many of the same, ex-
ploding information needs, as was 
clearly demonstrated by the events of 
September 11th. It is incumbent on 
the Amateur Radio community to 
seek out 21st-century solutions to ad-
dress this information avalanche. 

One potential solution is 2.4-GHz 
spread-spectrum wireless networking. 
If you say “Whoa, wait a minute! That’s 
Part-15 territory,” you are only par-
tially correct. Yes, 2.4-GHz wireless 
networking products are sold as Part- 
15 devices. Hundreds of thousands are 
currently in use supporting private 
networks in homes and businesses. 

This same technology, with a twist, 
can also be Amateur Radio technol-
ogy. You see, a significant portion of 
the spectrum used by these digital 
devices (2400-2450 MHz) is part of 
the Amateur Radio 13-cm allocation. 
Many of these devices can be easily 
adapted and enhanced to help mod-
ernize the Amateur Radio Service 
and enhance our communication ca-
pabilities. 

The West Central Florida Section 
established a Task Force in May 2000 
in an effort to bring high-speed 
digital networking to Amateur Radio 
in our part of the world. Here is some 
of what we have learned: 

Both frequency-hopping (FHSS) 
and direct-sequence (DSSS) devices 
can be operated under Part 97. Both 
types of devices can be controlled 
through onboard firmware to limit 
operations to the 2400-2450 MHz in 
the 13-cm Amateur Radio band. 

Part 97 allows these spread- 
spectrum devices to operate with 
transmitter power outputs up to 1 W 
without automatic power control and 
up to 100 W with automatic power 
control. This gives Amateur Radio 
operators a significant advantage 
when competing against unlicensed 
Part 15 operators for throughput. 

A broad range of external 13-cm 
antennas is available at reasonable 
prices. These include omnidirec-
tional, panel and parabolic-reflector 
types. 

Power amplifiers with output up to 
8 W and equipped with automatic- 
power-control circuitry are also 
readily available at a reasonable cost. 

One of the challenges of operating 
a Part 97 spread-spectrum network is 
the 10-minute station-identification 

rule. Unlike voice repeaters and 
many other Amateur Radio operating 
modes, a spread-spectrum network is 
always on. The Task Force has stud-
ied this issue intensely. There are 
several options available for satisfy-
ing this requirement, ranging from 
including the station’s call sign in 
each packet to a small utility pro-
gram that automatically generates a 
packet containing the station’s call 
sign every 9 minutes and 55 seconds. 

A modern, spread-spectrum net-
work is fast enough to support TCP/ 
IP, the addressing protocol used on 
the Internet. How convenient (!) since 
this type of network is ideal for e-mail 
messaging, instant messaging, large 
file transfers, even digital voice over 
IP for repeater linking. Limited video 
conferencing is also an application 
you may wish to explore. 

As mentioned earlier, the events of 
September 11th have added a new 
urgency to our project. Disaster-re-
sponse organizations, including the 
Red Cross, Disaster Medical Assis-
tance Teams (DMAT), local emer-
gency management and others, need 
high-speed connectivity and modern 
tools to manage emergencies. These 
tools include digital messaging, high- 
speed data transfer and imaging. 
While conventional packet radio may 
be useful in the very short term, it 
does not provide the throughput to 
dent the information demands that 
will accumulate. 

The biggest challenge our Task 
Force still faces is funding! We esti-
mate the cost of a full featured 
2.4-GHz node is about what a 2-m re-
peater costs. The dollars needed to fi-
nance a network of any size can add 
up quickly. 

The Task Force is working closely 
with the West Central Florida Group 
Inc (WCFG), a nonprofit organization 
established to operate the K4WCF 
regional voice repeater system and 
provide support for other Amateur 
Radio technologies. The anticipated 
granting of 501(c)(3) status will en-
able WCFG to apply for private and 
public grants to help underwrite 
many of the construction and operat-
ing costs associated with this project. 

Construction and operation of 
2.4-GHz Amateur Radio networks, I 
believe, is just one aspect of the “mod-
ernization” the FCC pointed to in 
their 1999 Report and Order. They 
represent a productive use of the spec-
trum the Amateur Radio Service has 
been granted.—Paul J. Toth, NA4AR, 
Chairman, WCF Wireless Network 
Task Force, 9231 120th St, Seminole, 
FL 33772-2643; na4ar@arrl.net 

Next time, Bill Young, WD5HO, 
combines two popular technologies in 
a regenerative superheterodyne re- 
ceiver. Join us as another homebrew 
rig hits the ether! 

In Tech Notes, Peter Bertini, 
K1ZJH, brings us a follow-on piece 
from ex-QEX Editor Rudy Severns, 
N6LF, about foil conductors for an- 
tennas. Rudy means to dispel a few 
common misconceptions about current 
distribution on flat conductors. 

QEX staffer Zack Lau, W1VT, shows 
how to homebrew large knobs for your 
projects.             �� 

Laser Transceiver Correction 
(Nov/Dec 2001) 

We have learned of an error in 
Fig 6 (page 16) of Lilburn Smith, 
W5KQJ’s “A Laser Transceiver for 
the ARRL 10-GHz-and-Up Contest.” 
In that figure, the labels for the in-
verting and noninverting inputs of op 
amps U1 through U5 are transposed. 
The pin numbers and connections are 
shown correctly. To repair the error, 
simply relabel all pins 2 with minus 
signs and all pins 3 with plus 
signs.—Bob Schetgen, KU7G, ku7g@ 
arrl.org                                        �� 

Out of the Box: 
New Products 

EXTREMELY BROADBAND 
CAPACITORS 

Two companies are producing 
broadband chip capacitors that pro-
vide performance from “dc to day-
light.” Dielectric Laboratories (DLI) 
and Presidio Components Inc have dc 
blocking capacitors that allow opera-
tion from 10 kHz to beyond 40 GHz. 
These parts allow much easier imple-
mentation of truly broadband opera-
tion for devices like the Mini Circuits 
ERA series MMICs. The parts pro-
vide high Q, low series inductance 
and high capacitance values. Al-
though the manufacturers target the 
application at dc-blocking applica-
tions, they are also very well suited to 
broadband bypass applications. 

Dielectric Laboratories calls their 
product Opti-Cap. It is a multilayer 
ceramic capacitor in parallel with a 
single-layer microwave ceramic 

mailto:na4ar@arrl.net
mailto:ku7g@arrl.org
mailto:ku7g@arrl.org
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capacitor in a single package. The 
0502 footprint is designed to match 
50-Ω microstrip with only a 0.010- 
inch gap. Presidio Components calls 
their product a Buried Broadband 
Capacitor. Their product also com-
bines a multilayer capacitor with a 
single-layer capacitor in parallel, but 
they provide parts in 0502, 0603 and 
0805 sizes. 

The most important difference be-
tween manufacturers is that the DLI 
parts are only specified for epoxy 
mounting, while the Presidio parts 
are available for epoxy, solder or gold 
wire bond. 

Representative Capacitors 

Presidio Components 

Capacitance Working Dielectric/ 
Voltage Size 

100 nF - 82 pF 16 V X7R 0502 
150 nF - 220 pF 16 V X7R 0603 
150 nF - 220 pF 16 V X7R 0805 
220 nF - 82 pF 16 V Y5V 0502 

Dielectric Laboratories 

Capacitance Working Dielectric/ 
Voltage Size 

150 nF - 82 pF 25 V Z5U 0502 
27 nF - 82 pF 25 V Z5U 0502 
27 nF - 30 pF 25 V Z5U 0502 

Sample quantities are available 
from both manufacturers. Presidio 
Components provides parts directly 
from the factory. Their minimum or-
der is $125, but they consider sample 
quantities to be about 20 or less. The 
parts are about $1 each in large quan-
tities and $2-$3 each in smaller quan-
tities. Dielectric Laboratories parts 

are available through distribution. 
Presidio Components Inc, PO 

Box 81576, San Diego, CA 92138; 
tel 858-578-9390; www.presidio- 

components.com. 
Dielectric Laboratories, 2777 

Route 20 East, Cazenovia, NY 13035; 
tel 315-655-8710; www.dilabs.com. 
               �� 

http://www.presidio-components.com
http://www.presidio-components.com
http://www.presidio-components.com
http://www.dilabs.com
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