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THE AMERICAN RADIO 
RELAY LEAGUE 
The American Radio Relay League, Inc, is a 
noncommercial association of radio amateurs, 
organized for the promotion of interests in Amateur 
Radio communication and experimentation, for 
the establishment of networks to provide 
communications in the event of disasters or other 
emergencies, for the advancement of radio art 
and of the public welfare, for the representation 
of the radio amateur in legislative matters, and 
for the maintenance of fraternalism and a high 
standard of conduct. 

ARRL is an incorporated association without 
capital stock chartered under the laws of the 
state of Connecticut, and is an exempt organiza-
tion under Section 501(c)(3) of the Internal 
Revenue Code of 1986. Its affairs are governed 
by a Board of Directors, whose voting members 
are elected every two years by the general 
membership. The officers are elected or 
appointed by the Directors. The League is 
noncommercial, and no one who could gain 
financially from the shaping of its affairs is 
eligible for membership on its Board. 

“Of, by, and for the radio amateur, ”ARRL 
numbers within its ranks the vast majority of 
active amateurs in the nation and has a proud 
history of achievement as the standard-bearer in 
amateur affairs. 

A bona fide interest in Amateur Radio is the 
only essential qualification of membership; an 
Amateur Radio license is not a prerequisite, 
although full voting membership is granted only 
to licensed amateurs in the US. 

Membership inquiries and general corres- 
pondence should be addressed to the 
administrative headquarters at 225 Main Street, 
Newington, CT 06111 USA. 

Telephone: 860-594-0200 
Telex: 650215-5052 MCI 
MCIMAIL (electronic mail system) ID: 215-5052 
FAX: 860-594-0259 (24-hour direct line) 

Officers 

President: JIM D. HAYNIE, W5JBP 
3226 Newcastle Dr, Dallas, TX 75220-1640 

Executive Vice President: DAVID SUMNER, 
K1ZZ 

The purpose of QEX is to: 
1) provide a medium for the exchange of ideas 

and information among Amateur Radio 
experimenters, 

2) document advanced technical work in the 
Amateur Radio field, and 

3) support efforts to advance the state of the 
Amateur Radio art. 

All correspondence concerning QEX should be 
addressed to the American Radio Relay League, 
225 Main Street, Newington, CT 06111 USA. 
Envelopes containing manuscripts and letters for 
publication in QEX should be marked Editor, QEX. 

Both theoretical and practical technical articles 
are welcomed. Manuscripts should be submitted 
on IBM or Mac format 3.5-inch diskette in word- 
processor format, if possible. We can redraw any 
figures as long as their content is clear. Photos 
should be glossy, color or black-and-white prints 
of at least the size they are to appear in QEX. 
Further information for authors can be found on 
the Web at www.arrl.org/qex/ or by e-mail to 
qex@arrl.org. 

Any opinions expressed in QEX are those of 
the authors, not necessarily those of the Editor or 
the League. While we strive to ensure all material 
is technically correct, authors are expected to 
defend their own assertions. Products mentioned 
are included for your information only; no 
endorsement is implied. Readers are cautioned to 
verify the availability of products before sending 
money to vendors. 

Empirical Outlook 
Freedom of Speech: An Awesome 
Responsibility 

Many of us place a very high value on 
what we view as our inherent human 
rights to freedom of speech and of the 
press. While the framers of the US Con-
stitution may have had certain ideas of 
what constituted speech, our Supreme 
Court has decided our rights extend to 
many different forms of expression. 

One idea behind ensuring freedom 
of speech is to encourage people to 
discuss government openly and to get 
involved in governing themselves. 
Along with that goes an inherent 
right to be heard: due process. When 
it comes to radio regulations, you 
have many chances to exercise your 
free-speech and due-process rights 
and another chance is apparently 
about to present itself as I write this. 

In a Petition for Rulemaking filed 
March 22, the ARRL asks the FCC to 
revise its Amateur Radio Service 
rules according to the modified Nov-
ice-band “refarming” plan approved 
by the League’s Board of Directors in 
January. ARRL adoption of the plan 
followed the recommendations of the 
ARRL Novice Spectrum Study Com-
mittee, who surveyed the amateur 
community last year on the subject. 
We view this move as critical toward 
alleviating crowded conditions on 40 
and 80 m and to efficient use of some 
of our HF spectrum. Reassignment of 
the 80, 40 and 15-m Novice CW bands 
is in the request. 

If approved, the plan would expand 
the phone segments on 80 and 40 m by 
25 kHz for Advanced and Extra license- 
holders and by 50 kHz for Generals. On 
15 m, Advanced and Extra operators 
would not see any expansion but Gen-
erals would pick up an additional 25 
kHz. No phone-segment changes are 
proposed for the other HF bands. 

One important justification for ex-
pansion of phone bands is to make room 
for digital voice and video modes. The 
Petition also asks that current Novice 
and Tech-Plus license-holders be al-
lowed to operate on 80, 40, 15 and 10-m 
General-class CW allocations at up to 
200 W output power. Such a move 
would allow more room for popular, 
narrow-band modes such as PSK31. 

We encourage you to make your-
selves heard by filing comments in 
favor of the Petition during the open 
comment period. You may file com-
ments on this and other petitions 

via the FCC’s Electronic Comment Fil-
ing System (www.fcc.gov/e-file/ecfs. 
html). A complete copy of the ARRL 
Petition is available on our Web site at 
www.arrl.org/announce/regula-
tory/refarm/. 

Yours truly will moderate a Digital 
Voice Forum at the Dayton Ham- 
vention this year on Sunday, May 19. 
For details of that and other inter- 
esting Hamvention activities, visit 
www.hamvention.org. Be there— 
you haven’t lived until you’ve been to 
Dayton! 

In This Issue 
Bob Kopski, K3NHI, brings us his 

improvements on a wattmeter design 
that first appeared in the June, 2001 
QST. Tony Lymer, GM0DHD, has some 
notes about how to tune your antenna 
without creating too much QRM. 

Randy Evans, KJ6PO, describes a 
precise 10-MHz reference source. 
Warren Bruene, W5OLY, took us se-
riously when we stated that theory 
needed to be supported by measure-
ment. Warren writes about some new 
tries at measuring the source imped-
ance of an HF tuned power amplifier. 
Bill Young, WD5HOH, delivers a 
combination of two popular technolo-
gies in his regenerative superhetero-
dyne receiver project. 

Peter Chadwick, G3RZP, initiates 
some informed discussion of receiver 
dynamic range by asking, “How much 
do we need?” He then uses real oper-
ating conditions to answer the ques-
tion, illustrating some limitations of 
traditional dynamic-range specifica-
tions along the way. 

Paul Wade, W1GHZ, returns with 
another neat microwave antenna sys-
tem involving passive reflectors. Tom 
Cefalo, Jr, W1EX, contributes a bias- 
tee design. The tee is handy for sup-
plying power through your coax to 
things like remotely mounted pream-
plifiers. 

Apologies to those of you who looked 
hard for the review of the AADE L/C 
Meter model II B in the last issue! It 
is here this time in Ray Mack, 
WD5IFS’s Out of the Box. In Tech 
Notes, Peter Bertini, K1ZJH, brings us 
Rudy Severns, N6LF’s follow-on notes 
about RF current on flat conductors. 
In RF, Zack Lau, W1VT shows how to 
cobble up some nifty tuning knobs in 
a machine shop–73, Doug Smith, 
KF6DX; kf6dx@arrl.org.     �� 

http://www.arrl.org/qex/
mailto:qex@arrl.org
http://www.fcc.gov/e-file/ecfs.html
http://www.fcc.gov/e-file/ecfs.html
http://www.arrl.org/announce/regulatory/refarm/
http://www.arrl.org/announce/regulatory/refarm/
http://www.hamvention.org
mailto:kf6dx@arrl.org
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25 West End Dr 
Lansdale, PA 19446 

An Advanced VHF Wattmeter 

By Bob Kopski, K3NHI 

A few modifications greatly increase 

the utility of a popular QST project 

This homebrew instrument is 
based on the RF power meter 
project by Wes Hayward, W7ZOI 

and Bob Larkin, K7PUA that appears 
in QST, June 2001. The reference article 
presented a simple instrument for the 
homebrewer to measure RF power well 
through VHF. I decided to build it but 
with some personalization and en-
hancements to better suit my needs and 
interests. When I sent a thank-you note 
to the designers for the original article 
along with some information about 
mine, Wes encouraged me to do this 
write-up. “Go for it!” were his words. 

If you compare this version with the 
original, the first thing you’ll see is 
that this box has a lot more stuff on 

the front panel (see Fig 1). There are 
now two meters and more controls. 
Almost all these additions are associ-
ated with the instrument’s low-fre-
quency signal processing or “support” 
circuitry. Except for the inclusion of a 
convenient 20-dB slide-switch attenu-
ator, the original RF section is un-
changed. 

The reference instrument incorpo-
rated a built-in analog meter and pro-
vision to connect an external DVM. It 
also utilized a conversion chart to re-
late meter readings to RF power. I 
wanted both digital and analog dis-
plays built in for both an accurate, 
high-resolution numeric power read-
out and a trend indicator at the same 
time. I also wanted to avoid using a 
calibration chart if possible. 

All that’s needed to accomplish 

these goals is a custom face for the 
analog meter plus some circuitry for 
the scaling and level-shifting of inter-
nal signals. This signal processing re-
sults in direct dBm readings on both 
meters—no conversion chart is 
needed. The DVM also displays the 
correct polarity sign. There’s neither 
rocket science nor smoke and mirrors 
here folks: It’s all done simply with op 
amps and resistors! The schematic 
tells all (See Fig 2). 

In the process of designing these ba-
sic circuit functions, it occurred to me 
that other simple additions would add a 
lot to the utility of the instrument. Thus, 
the project grew “on the fly.” One of 
these extras is a gain-change option that 
includes an external OFFSET control for 
the analog display. 

This enhancement switches the ana-



power meter. All resistors are / W, 5% 
carbon components unless otherwise 
indicated. All capacitors are ceramic 
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log meter reading from 10 dB to 1 dB per 
major division. The panel mounted 
OFFSET control allows any readable in-
put power level to be brought into the 
analog meter’s range. It’s really a “slide- 
back” function. Thus, this meter can 
change from a display calibrated in dBm 
to a relative-dB reading. At the same 
time, the DVM continues to read the 
absolute power level in dBm. It’s the 
best of both worlds, I think. Since the 
analog panel meter responds reason-
ably quickly, it’s like a “souped-up” 
trend meter, good for tuning filters and 
such. 

Another addition is the incorpora-
tion of a separate signal output scaled 
to 10 mV/dB. This permits easy, cali-
brated swept displays. Thus, one could 
sweep filters, for example, and have a 
very usable scope display with a 
known, convenient log-scale response. 

In conjunction with this last feature, 
I included a switched output-band-
width filter as shown. This was done 
with the speculation that such a fea-
ture might be useful with varying 
sweep speeds. I’ve yet to fully exercise 
this feature; but while I was drilling 
panel holes, I drilled for this too! 

In hindsight, I realize now I might 
also have included a battery-check 
switch to monitor the two internal 9-V 
batteries via the analog meter, since 
it’s there anyway. (The DVM can’t 
measure it’s own 9-V battery supply.) 
Oh well—I’m sure some of you can 
think of other things that you might 
like to add for your own interests, as 
well. 

Construction 
I do not have high ambient RF levels 

and so I do not need a cast metal enclo-

Fig 2 (right)—A schematic of the VHF 
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F 
C3-C6—0.1 µF 
C7—1000 pF 
C8-C10—10 µF, 16 V, tantalum 
C11—0.012 µF 
C12—150 pF 
C13—1 µF, 35 V, tantalum 
D1, D3—1N4148 diode 
D2—LED, as preferred 
IC1—AD8307 log amplifier, (Kanga, 3521 
Spring Lake Dr, Findlay OH 45840) 
IC2—LM324 quad op amp 
IC3—78L05 5-V regulator 
M1—200 mV DVM (PM-128 panel meter 
from Circuit Specialists, Hosfelt or as 
preferred) 
M2—0-1 mA meter (JAMECO 171897 or as 
preferred) 
R1, R3—61 Ω, selected 
R2—248 Ω, selected 
R4—53 Ω, selected 
R5—470 ΩΩ 
R6—6.8 ΩΩ 
R7, R27, R28—5.6 kΩΩ 
R8—1 kΩ trimmer (Digi-Key 36G13-ND or 
equivalent) 
R9—3.6 kΩΩ 
R10—1 kΩΩ 
R11, R20—3.3 kΩΩ 
R12—22 kΩΩ 
R13—820 ΩΩ 
R14—200 Ω trimmer (Digi-Key 36G22-ND 
or equivalent) 
R15—47 kΩΩ 
R16—750 ΩΩ 
R17, R24—100 Ω trimmer (Digi-Key 36G12- 
ND or equivalent) 
R18—100 k Ω trimmer (Digi-Key 36G15-ND 
or equivalent) 
R19—68 kΩΩ 
R21, R25—3.9 kΩΩ 
R22—5 kΩ 10-turn potentiometer (Mouser 
594-53411502 or equivalent) 
R23—220 ΩΩ 
R26—2 kΩ trimmer (Digi-Key 36G23-ND or 
equivalent) 
SW1, SW3—DPDT mini-toggle 
SW2—SPDT mini-toggle switch 
SW4—DPDT slide switch (Digi-Key SW333- 
ND or equivalent) 
BNC connector 
Phono jack 
Box—3×4×5-inch Minibox 
9 V—Eveready 522 or equivalent 
9 V—6 AA cells and holder 
Battery connectors (2) 
PC Board-double sided 
Holeboard RadioShack #276-168 
14-pin IC socket 

Fig 1—The advanced 
VHF power meter 
includes a digital panel 
meter for accurate, high- 
resolution power 
readings plus an analog 
meter for trend 
information. The 
instrument bottoms out 
around –76 dBm but 
calibration very good 
above –70 dBm. 

sure. I used a standard 3×4×5-inch 
Minibox instead. This has enough 
room for the panel, internal circuits 
and two 9-V batteries (see Fig 3). 

My RF subassembly is shown in Fig 4. 
I used the original “dead-bug” technique 
on PC-board material. You can incorpo-
rate the 20-dB attenuator, some other 
operational feature or just simply follow 
the reference article. In any case, I sug-
gest you stick with the original design 
details immediately surrounding the 
AD8307 IC. I did and all works well. 

The signal-processing circuitry can be 
built in almost any way you prefer, in-
cluding the original dead-bug or “ugly” 
way. I like to use PC “hole-board” for this 
sort of thing (see Fig 5). I’ve included the 
layout of this assembly for those who’d 
like to try it (see Figs 6 and 7). Here are 
a few tips to go with it. 

The board is cut from RadioShack 
(#276-168). This hole-board has a pre- 
etched IC pattern and buses on it. The 
addition of some wire jumpers makes it 
a complete custom circuit board ready 
for the components. Please note that 
two wire jumpers pass under the IC 
socket. Be sure to install these before the 
14-pin socket goes in. Probably the most 
important assembly guidance I can of-
fer is to carefully study the layout for 
parts placement and count holes! 

When your board assembly is done, 
carefully remove the flux, and inspect it 
thoroughly with a magnifying lens for 
short circuits. This step helps keep 
smoke levels under control for me. I 
prefer to dress the lead wires through 
some strain-relieving insulated wire 
loops through unused holes in the board, 
as shown in Fig 5. I also prefer to twist 
together multiple wires that go to a 
particular panel part such as switches. 

I suggest you do some simple open 
and short checks on the completed 
subassembly with an ohmmeter before 
powering it up and connecting the rea-
sonably expensive AD8307 on the RF 
subassembly. 

I generally lay out instrument pan-
els with a drawing program and print 
them using an inkjet printer on good- 
quality paper. I stick the paper to the 
metal box with rub-on glue stick. Not 
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Fig 3 (above)—What’s inside the 3××××× ××××4×5-inch Minibox: A 9-V 
battery for the DVM, six AA cells power everything else. The 
batteries are held in place with hook and loop tape. 

Fig 4(right)—The RF subassembly uses dead-bug construction 
and includes a 20-dB step attenuator. It is held against case front 
inside by three screws. A three-wire cable connects it to the 
signal-processing board. 

Fig 5—The signal-processing 
board is based on a RadioShack 
printed hole board. Notice the 
centrally located three-pin 
connector used to interface 
with the RF subassembly. 

all glue sticks work well for this. I do 
this process twice. 

The first printout—an expendable 
template—includes the drill centers 
and other mechanical details. I use it 
as a drill and cutout guide. When all 
this heavy-duty work is done, I remove 
the paper by soaking in water. Some 
drying, deburring and solvent-clean-
ing of the Minibox readies it for the 
second and final panel paper. 

The second paper is printed with the 
nice-looking panel details but without 
the construction markings. Once this 
paper is glued in place, I overlay it with 
Contact-brand clear film for durability. 
The final task is to cut away the overlay 
papers where the metalwork holes are; 
that is easily done with an X-acto knife 
and a #11 blade. The result is as you see 
it. It looks good, don’t you think? By the 
way, the analog meter scale is drawn 
and printed the same way (see Fig 8). 

I use TurboCad in both my electronic 
and R/C aeromodeling hobbies; but I 
think other drawing programs should 
be usable as well. You can also download 
a useable demo version of TurboCad 
from www.turbocad.com. 

Calibration and Operation 
I suggest you review the discussion 

in the reference article concerning RF 
sources for calibration of your power 
meter. Once you have a suitable 
known source, start by calibrating the 
DVM. Trimmer R14 sets the gain so 
that an x-dB change in input power 
results in an x-mV change in DVM 
reading; that is, so that 1 mV = 1 dB. 
Trimmer R14 locates this result in the 
right place. In other words, R17 makes 
the DVM read the power level cor-
rectly while R14 makes changes in 
power level read correctly. 

This same idea holds for the analog 

panel meter, as well. With switch SW1 
in dBm mode, R26 sets the rate of 
change of the display while R18 makes 
a given power level read correctly. 
When all is done properly, both digital 
and analog meters display both the 
same power level and the same 
changes in power level. 

Incidentally, these adjustments are 
usually iterative in nature. Expect to go 
back and forth a few times between each 
cal and offset trimmer pair until conver-
gence occurs and the respective meter 
reads correctly across its full range. 

As above, trimmer R24 sets the gain 
for the analog meter in the decibel 
mode. In this case, though, there is no 
associated offset trimmer. Rather, the 
panel mounted OFFSET pot is used as 
needed in the application of the instru-
ment. In use, it is adjusted to estab-
lish a reference reading on the analog 
face (usually “0”) for any useable in-

http://www.turbocad.com
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Fig 6—Component placement diagram for the signal processing board. This view is from the component side with the printed-circuit 
traces and lands from the other side shown dotted. 

put power. Thus in this mode, the deci-
bel readings of the analog meter are 
no longer referenced to a milliwatt 
(dBm), but it can accurately display 
power changes in decibels OFFSET con-
trol. In effect, it becomes an expanded- 
scale meter. Because this pot must ac-
commodate a very wide signal range, 
a multiturn pot is highly recom-
mended. Mine is a three-turn compo-
nent, but 10 turns would be better, and 

such components are more readily 
available. 

Trimmer R7 calibrates the output sig-
nal to the design value of 10 mV/dB— 
it’s another gain trim. Notice that this 
signal output rests on a non-offsetable 
dc value. That is usually of no conse-
quence in application. If you’d prefer to 
ac-couple this output (0.1 µF should do 
the trick), or add an offset-control cir-
cuit, feel free to do so. 

Conclusion 
Notice how it’s possible to expand 

upon one basic project and customize 
it for your own needs and interests. It’s 
funny how some would call that bash-
ing! Now it’s your turn to duplicate or 
customize your own rendition of this 
VHF wattmeter. Maybe there’s a pub-
lished homebrew item you’d like to em-
bellish or simplify. As the man said, 
“Go for it!” 
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Fig 7—Wiring and jumper diagram for the signal-processing board. This view is from the 
component side with the printed-circuit traces and lands from the other side shown 
dotted. 

Fig 8—The 
original 0-1 mA 
meter scale has 
been replaced 
with an 
eye-catching 
and functional 
power-meter 
scale. The 
replacement 
scale was made 
using a drawing 
program and an 
inkjet printer. 

I’d be happy to correspond with QEX 
readers. Please include a SASE with 
any correspondence for which you’d 
like a reply. 

Bob is a recently retired Senior De-
sign Engineer with a major defense 
contractor. He holds BSEE and BSEP 
degrees from Lehigh University. 

As a life-long electronics, ham and 
aeromodeling hobbyist, he routinely 
combines all three pursuits for the fun 
of it. His Technician ticket dates to 
about 1959, at which time he wanted 
to homebrew 6-meter radio-control 
equipment for R/C aeromodels. He 
still routinely flies on six and has op-
erated fixed and mobile stations on six. 
He has published an original six-meter 
H-T. His broadly based aeromodeling 
interest dates to the early 1950s, but he 
has specialized in electrically powered 
R/C models for over 25 years. He has 
been a Contributing Editor to Model 
Aviation magazine for over 19 years 
with a monthly column devoted to the 
electric flying specialty Additionally, 
he has published many construction 
articles covering both model aircraft 
design and aeromodeling related elec-
tronics. He enjoys it all!      �� 
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16, Gerson Park, Greendykes Rd 
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A Quiet Antenna Tuner 

By Tony Lymer, GM0DHD 

This idea adapts the common directional-coupler/ 

power-meter method for quiet tuning of antennas. 

This SWR meter allows antenna 
tuning to take place with less 
radiated power than a conven-

tional meter. The power radiated dur-
ing tune-up is reduced to less than a 
hundredth of the original value, while 
the sensitivity of the reflected-power 
measurement is not reduced. As by- 
products, the transmitter is presented 
with an excellent match during the 
tune-up process and the antenna 
tuner’s components are subjected to 
considerably less stress during the 
tuner-adjustment procedure than they 
would be with a conventional design. 

When resonating or adjusting the 

match of an antenna, most operators 
reduce the output of their transmitter 
to a level that is just enough to mea-
sure the SWR accurately. They do this 
because they know that a signal will 
be radiated from the antenna during 
the adjustment. The signal may well 
interfere with other users of the band, 
so it is undesirable RF pollution. A 
typical low-power setting on the power 
meter of many antenna-tuning units 
(ATUs) is about 5 W. Below this power, 
the reflected-power measurement be-
comes less accurate because the meter 
sometimes cannot be fully deflected. 
But 5 W can go a long way! I have per-
sonally contacted over a hundred 
countries with 5 W on CW, some in 
each of the continents. So even adjust-
ments at low power have the potential 
to interfere. 

There are many ways to measure an 
RF impedance with less applied RF 
power; it is just that people don’t always 
use them. The reflection coefficient of an 
antenna system can be measured with 
about 1-mW and a laboratory-grade 
network analyzer, but not many hams 
own one of those. It can also be mea-
sured with a milliwatt or two of pink 
noise. This has the advantage that it 
causes little obvious interference, as the 
radiated power is of low spectral density 
and may be indistinguishable from 
other noise in the victim’s receiver. A 
third alternative might be to use a sen-
sitive RF power meter and a directional 
coupler in the conventional manner. If 
the power meter can measure, say, 
–20 dBm full scale, then with a 20-dB 
coupler, only 1 mW is required at the 
antenna. Again, it would be uncommon 

mailto:tony_lymer@agilent.com
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for radio amateurs to own such 
equipment. 

One common way of adjusting an 
ATU, or even a newly built antenna, is 
to radiate the full carrier power and 
adjust for minimum reflected power 
on the SWR meter. While this is not 
recommended, it is certainly quite 
common and can be heard every day 
on the HF bands.1 When I operated 
with a W3EDP antenna (an 85-foot 
end-fed wire and a 17-foot counter-
poise), I found that I had to retune the 
ATU for every band change. Further-
more, the ATU was in a different room 
than the radio, and it took a little while 
to complete the matching process. I 
must admit to feeling a little guilty at 
radiating a strong carrier close to the 
QRP calling frequencies, so I set out to 
find a technical improvement that 
would reduce the radiated power dur-
ing tuning. 

The method presented uses a common 
form of SWR meter, and simply swaps 
two of the connections. The principle 
was first described by Underhill and 
Lewis in 1979 (see Reference 1). They 
were mainly interested in avoiding de-
tection while tuning antennas in mili-
tary situations. They wanted to reduce 
the power radiated from the antenna 
during tuning operations. Their article 
suggests using the receiver to measure 
very low levels of reflected power, in-
stead of a diode detector and moving-coil 
meter. This is an excellent idea, but it 
would not work with many amateur 
transceivers, where the transmitter and 
receiver cannot both be used at the same 
time. Part of their solution can be used 
by radio amateurs, though, and it is de-
scribed below. 

Details 
Fig 1 shows the conventional 

method of measuring SWR on a trans-
mission line between the transmitter 
and an antenna or ATU. The diagram 
shows power levels for a 20-dB cou-
pler. A transmitter with an output of 
100 W will provide the antenna with 
99 W and 1 W will be coupled to a 
power detector circuit. This circuit 
would typically be a diode detector and 
a moving-coil meter. The power detec-
tor must have a resistor, matching the 
system’s characteristic impedance, to 
terminate the output port of the direc-

Fig 1—Conventional dual direction coupler-based on an SWR meter. 

Fig 2—SWR meter converted to a quiet tuner. 

tion coupler. This resistor is typically 
50 or 75 Ω. 

If the antenna reflects any power, it 
will be measured on a similar power 
detector connected to the other dual- 
directional-coupler port. The prob-
lems with this arrangement are that 
interference is caused during the 
tune-up process, and the transmitter 
may be affected by the power reflected 
from the antenna. Many modern 
transmitters begin to reduce the out-
put power to protect the PA devices 
when the SWR rises above about 3:1. 
The reflected power has a maximum 
value of 0.99 W (99 W attenuated by 
the coupling factor). 

Fig 2 shows the arrangement sug-
gested by Underhill and Lewis. The 
transmitter and reflected power detec-
tor have been swapped. The transmit-
ter still has 100 W output, but 99% of 
this power is dissipated in the dummy 
load. Only 1W is applied to the an-
tenna. Any reflected power returns to 
the reflected power detector without 
attenuation, so the detector measures 
1 W maximum for an infinite SWR. 
The sensitivity of the measurement 
has not altered, but only 1 W was ap-
plied to the antenna in the second 
case. The radiated interference has 
been reduced by the coupling factor— 
in this case, 20 dB. Furthermore, if the 
antenna has infinite SWR, the trans-
mitter is protected since only 1/10,000 
of the 100 W is reflected back to the 
transmitter in the ideal case. 

Various circuits for SWR meters 
have been popular over the years; not 
all are suitable for quiet tuning. One 
by David Stockton, GM4ZNX, is popu-
lar with constructors in the UK 
because it is simple and has good accu-
racy. This power meter is based on a 
dual directional coupler, so it is ideal 
for modification as a quiet tuner. The 
coupling factor is determined by the 
number of turns on the transformers. 
With a ferrite core and reasonably 
compact layout, the number of turns 
is an integer equal to the number of 
times the wire passes through the 
aperture of the core, so the coupling 
factor is accurate and stable. Various 
people have adapted this design and 
there is a very good description of a 
similar coupler in The 2000 ARRL 
Handbook. Page 22.38, Fig 22.71, 
shows full constructional details. The 
schematic, Fig 22.73 on p 22.39, also 
shows a suitable low-power detector. 
The two designs differ in the number 
of turns on the transformers used in 
the coupler and in the cores used for 
the transformers. 

Stockton used 12 turns and had a cou-
pling factor of 21.58 dB. The ARRL de-
sign uses 40 turns and has a coupling 
factor of 32.04 dB. Either design can be 
modified to work as a quiet tuner, but 
the ARRL design is more suitable for 
power levels exceeding 100 W; both re-
quire a dummy load of adequate power 
rating for the full transmitter power. 
Either core is said to be suitable for 

1(This is certainly not recommended with 
SWR protected transceivers that reduce 
output with high SWR, where minimum 
reflected power might coincide with mini-
mum power output. With such equipment, 
the ATU is often tuned for maximum power 
output.—Ed.) 



  May/June  2002  11 

powers up to 100 W. For lower power 
levels, a simpler directional coupler can 
be made on a single “binocular” core. 
The construction of a miniature coupler 
is described below. 

Construction 
A quiet tuner could be built in two 

ways. One employs a switch or relay to 
swap the transmitter for the reflected 
power detector. Then the meter can be 
put into quiet mode for ATU adjust-
ments. Otherwise, it functions as a 
normal through-line meter. 

Another way would be to build a 
dedicated SWR meter for quiet tuning. 
In this case, the switch can be omitted 
and the signal will always be attenu-
ated by the coupling factor. This would 
simpler to build, and would be useful 
for lengthy spells of adjustment such 
as tuning a mobile whip. 

Figure 3 shows an SWR meter that 
can be switched between a conven-
tional through-line power meter and a 
quiet tuner, although in this form it 
only measures reflected power. 

The resistor in series with the meter 
could become a variable resistor. The 
forward power is easily measured by 
disconnecting the antenna. The open- 
circuit termination reflects the entire 
power incident on the antenna port. 
(Although, a low-inductance short-cir-
cuit would be more accurate, espe-
cially at the higher frequencies.) The 
variable resistor can then be adjusted 
for full-scale deflection on the meter. 

If a continuous display of forward 
power is desired, a second diode detec-
tor and meter with switched gain can 
be connected across the dummy load. 

Directional Coupler 
The directional coupler is the heart 

of the Quiet Tuner. This simple, small, 
directional coupler only uses one mag-
netic core. It has a wide bandwidth 
and adequate power handling for QRP 
operation. 

The wire diameters are not critical. 
The core is a Fair-Rite 2843000302. It 
works happily at 5 W, but I haven’t 
tested it above this level because I 
don’t have a high-power transmitter. 
Similar cores of 43-type material 
(µ≈850), or near equivalents, may be 
used. 

Fig 4 shows the construction of a 
suitable low-power directional cou-
pler. Higher-power versions can be 
found in References 2 and 3. Start with 
the two 12-turn windings of insulated 
wire. The number of turns is the same 
as the number of times the wire goes 
through the hole. The two single-turn 

Fig 3—A schematic of the quiet tuner. 

Fig 4—Construction of a directional coupler. 

Fig 5—A completed directional coupler. 

windings are added next: Just slide a 
piece of wire through each hole. The 
other “half” of the turn is completed by 
the circuitry you connect to the cou-
pler. A different coupling factor re-
quires a different number of turns. 
The coupling factor is 20 log10(N), 
where N is the number of turns. The 
completed coupler is shown in Fig 5. 

Directional-Coupler 
Performance Data 

The measurements in Table 1 were 
made with an Agilent 8753C, network 
analyzer. The accuracy of the coupling 
factor is worth a mention. The direc-
tivity of a coupler is defined as follows: 
Directivity is the ratio (in decibels) of 

the power output at a coupled port, 
when power is transmitted in the de-
sired direction, to the power output at 
the same coupled port when the same 
amount of power is transmitted in the 
opposite direction. 
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Table 1—Performance of the Directional Coupler 

Measured Performance 1.8 MHz 50 MHz 146 MHz 

Through path loss 0.14 dB 0.09 dB 0.12 dB 
Coupling factor –21.6 –21.7 –21.6 
Directivity 31 31 17 

The measured directivity drops off 
at 146 MHz, although useful perfor-
mance is still possible up to 50 MHz. 

The directivity affects the accuracy of 
the matching of an antenna tuned for 
minimum reflected power. The prac- 

tical limit is probably about –20 dB. 

Conclusion 
The quiet tuner design does not elimi-

nate the problems of interference 
caused by ATU adjustments being per-
formed at high power, but it may reduce 
the level of some of them. It has useful 
advantages in that the transmitter is 
matched throughout the process. The 
reduced transmitter power level also 
means that ATU components are 
stressed by much reduced voltages dur-
ing tune-up, which should improve their 
reliability significantly, particularly in 
automatic antenna tuners. 
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A Laboratory-Grade 10-MHz 
Frequency Standard 

By Randy Evans, KJ6PO 

Accuracy of  1 part in 109 is 

achievable at a very reasonable cost. 

This article describes a labora- 
tory-grade 10-MHz frequency 
standard. You can build it at 

relatively low cost, if you are able and 
willing to search for parts at flea mar-
kets or using Internet resources such 
as e-Bay, where I obtained many of my 
parts. Through judicious scrounging, 
I was able to build the frequency stan-
dard for less than $150. 

This article may also be a guide for 
developing a frequency standard us-
ing different components that the 
builder may have available. I hope 
that the detailed architecture and cir-
cuits presented provide sufficient in-
formation to allow easy modification of 

the design. Some individuals may 
have no need for a frequency standard 
but may want to use the battery 
charger and protection circuits in a 
battery UPS system for emergency 
communications. 

The key features of the frequency 
standard are: 
• An “ovenized” 10-MHz quartz- 

crystal oscillator for low drift and 
high accuracy. 

• Battery backup for at least four 
hours using readily available lead- 
acid batteries. 

• A battery-disconnect circuit to pre-
vent excessive discharge of the bat-
teries. 

• Over-voltage protection to prevent 
damage to the ovenized (read “ex-
pensive”) oscillator in case of power- 
supply failure. 

• Front-panel indicators that show the 
status of the frequency standard 
and its associated circuits. 

Notice in Fig 1 that the frequency 
standard has several LED indicators 
and adjustment controls on the front 
panel. There is an AC POWER LED to 
indicate the presence of ac mains volt-
age. An OVEN ON LED indicates that the 
10-MHz oscillator oven is heating up 
and has not yet reached its operating 
temperature. A lit CHARGE LED shows 
that the batteries are fully charged and 
are in the “floating” state. A POWER LOSS 
LED lights when ac power has been lost 
and battery backup is in use. A RESET 
push-button switch resets the 
POWER LOSS indicator. A VERNIER AD-
JUST permits very small frequency ad-
justments to the frequency standard. A 

mailto:randallgrayevans@yahoo.com
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COARSE FREQUENCY adjustment ini-
tially sets the frequency standard, and 
there is a 10-MHZ OUTPUT monitor jack. 

Overview 
Fig 2 is a block diagram of the fre-

quency standard showing the major 
functional circuit elements. The fre-
quency standard permits builders to 
modify the design by deleting or adding 
circuits as desired. This article de-
scribes each circuit in detail, so builders 
can understand the functioning of each 
stage and therefore understand the 
ramifications and complexity of modify-
ing any of them. 

The frequency standard is designed to 
work from the ac power, with a battery 
backup for short power outages of up to 
four hours. The backup time could be 
easily increased through minor rede-
sign and by using larger batteries, if 
desired. I use two 12-V dc, 1.2-Ah lead- 
acid batteries. To protect the batteries 
from excessive discharge, I include a 
circuit to disconnect the batteries if 
their voltage drops below a certain 
threshold. An over-voltage protection 
circuit on the power-supply line to the 
ovenized oscillator electronics prevents 
catastrophic failures that would be 
caused by excessive voltage in case of a 
voltage-regulator failure. 

A circuit detects the loss of ac mains 
power so that the user is aware of any 
power failures that may have occurred. 
A front-panel LED indicates that such a 
power loss has occurred. The LED re-
mains in a latched condition until a 
front-panel RESET button is pushed. 

An electronic fine-frequency adjust-
ment is also provided to allow fre-
quency adjustment down to at least 1 
part in 1010. The adjustment range is 
approximately ±1 Hz. 

The output of the 10-MHz frequency Fig 1—Photo of frequency-standard front panel. 

Fig 2—10-MHz frequency-standard block diagram. 

standard goes to a 10-dB coupler and 
then to a four-way power divider. The 
output of the coupler goes to the front- 
panel monitor connector for test and 
calibration purposes. The output of 
the four-way power divider goes to 
rear-panel connectors for distribution 
to various pieces of test equipment; for 
example, frequency counter, signal 
generators and so forth. 

A schematic of the entire frequency 
standard is shown in Fig 3. A plug-in 
wiring board was used to construct all 
the circuits for ease of modification 
and testing. The circuits were devel-
oped individually over time rather 
than all circuits being designed and 
tested at once. This was most efficient 
for me, since time was not readily 
available for a concentrated effort. 

10-MHz Quartz Crystal Oscillator 
The 10-MHz ovenized oscillator used 

in this project is an HP 10811A module. 
It uses an SC-cut crystal that achieves 
drift rates of less than 5 parts in 1010 
per day. It can be easily set to an initial 

accuracy of around 1 part in 1011. How-
ever, it is more economical to use the 
more readily available, albeit older, 
HP 10544 frequency-reference oscilla-
tor. While not quite as stable as the 
HP 10811, it is accurate enough for all 
but the most demanding applications. 
The pin connections, power require-
ments and form factor are identical to 
those of the HP 10811. In my case, I 
initially used the HP 10544A until I 
came across a used HP 10811A. Once 
one was found, it was a simple matter 
to replace the HP 10544A with the 
HP 10811A and calibrate the unit. 

It is not strictly necessary that these 
particular HP oscillators be used. I 
have other 10-MHz oscillators that 
would work just as well, but they have 
different form factors, connectors and 
pin connections. The basic principals 
for the frequency standard are still ap-
plicable—only the packaging must be 
changed to suit other devices. I hope 
this article provides enough informa-
tion to facilitate adaptation for other 
oscillator types. 
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Fig 3—Frequency-standard schematic. 
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1Notes appear on page 21. 

Fig 4—AC power-supply schematic. 

AC Power Supply 
The power supply is a 24-V dc, 0.5-A 

surplus unit that was modified for 30 V 
dc output. The schematic with the modi-
fications is presented in Fig 4 for those 
that wish to build their own. The 36-V 
dc output is from the unregulated filter 
capacitor and is used as the input to the 
battery charger’s regulator circuit. 

Alternative power-supply designs are 
certainly possible, perhaps using a high- 
voltage, three-terminal regulator for 
simplicity. The type of supply is not 
critical; what is needed is a regulated 
output at 29-30 V dc and an unregulated 
30-36 V dc output. The highest output 
voltage of the battery charger is set at 
28.8 V dc during the charge state. It is 
necessary that the regulated output of 
the ac power supply be at least 0.1 V 
greater than this to insure that the bat-
tery charger provides power only to the 
battery, and not to the rest of the circuit. 
This is the purpose of diodes D2, D3 and 
D4. D2 will be back-biased if the regu-
lated power-supply output voltage is 
greater than the battery charger’s out-
put voltage, thus preventing any cur-
rent draw from the charger circuit for 
the rest of the circuit. 

Once the ac power is lost, diode D2 

becomes forward-biased and provides 
power from the battery to the rest of 
the circuit. Schottky diodes are used 
to minimize the diode voltage drop; 
they exhibit a VF of approximately 
0.2 V dc, compared with silicon diodes 
that would have voltage drops in the 
0.7-V dc range. This extends the bat-
tery backup time correspondingly. 

used a thermally “resettable” device 
called a Polyswitch, which opens at 
around 150 mA.1 

Bias Supply Circuits 
The ovenized oscillator requires 

±5 V dc to control the fine frequency 
adjustment using the electronic fre-
quency control (EFC) input on the 
10-MHz crystal oscillator module. The 
current requirements are extremely 
low. The +5-V dc requirement is met 
by a three-terminal regulator (78L05) 
circuit running from +12-V dc. The 
–5 V dc requirement is met by using a 
multivibrator circuit that is ac coupled 
to a negative voltage rectifier and dou-
bler, followed by a three-terminal 
negative regulator (79L05) circuit. 

Battery Charger Circuit 
The battery-charger circuit is based 

upon a Unitrode (now Texas Instru-
ments) UC3906 sealed lead-acid battery 
charger IC. The design of the charger 
circuit is largely based upon Unitrode 
application notes.2, 3 3 An Excel spread-
sheet that automates the design based 
upon the Application Note is available.4 
The results of the battery-charger- 

12-V dc Regulator Circuit 
The 12-V dc power supply is required 

for the electronics in the 10-MHz crys-
tal oscillator and for the bias and moni-
tor circuits in the frequency reference. 
It is a simple three-terminal linear regu-
lator powered from the oven supply (20 
to 30 V dc). The ac supply, if present, 
powers the oven; the battery-backup 
circuits power it if the ac lines fail. 

An over-voltage protection circuit 
set at 13.8 V is used on the 12-V line, 
since a regulator failure could take this 
line up to 30 V. Such an event would be 
catastrophic to the 10-MHz oscillator 
and to my pocketbook, should it occur. I 
put a current-limiting device in the 
12-V line to prevent an over-current 
condition should the over-voltage pro-
tection turn on. While a fuse would have 
been perfectly acceptable in this use, I 
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Fig 5—Battery-charger design spreadsheet. 

design spreadsheet, along with all ap-
plicable formulas, are shown in Fig 5. A 
reference drawing of the Unitrode bat-
tery charger IC, upon which the spread-
sheet is based is shown in Fig 6. 

Readers should refer to the refer-
enced Application Notes for specific 
design details of the UC3906 battery 
charger. In addition, the voltages used 

for the charge and float voltages, 2.4 
and 2.25 V/cell, were obtained from 
gel-cell design manuals of the Globe 
Battery Division of Globe-Union.5, 6 6 

The design of the battery-charger 
circuit shown in is based upon using 
two 12-V dc, 1.2 Ah lead-acid batteries 
in series. At a nominal current of 
270 mA for the frequency-standard 

circuits, most drawn by the oven itself, 
this allows for greater than four hours 
of backup. 

The charger IC works as shown in the 
state diagram shown in Fig 7. When the 
circuit is first switched on, the state of 
the IC depends upon the battery voltage 
and the battery-current draw. If the 
battery voltage is below Vt when the 

From Unitrode Application note SLUS186—September 1996 

Input Data: 
Number of cells N 12 
Charge voltage 2.4 Volts/cell 
Float voltage 2.25 Volts/cell 
Charge threshold voltage 1.7 Volts/cell 
Battery Capacity (C) 1.2 amp hours 
Maximum Battery Charge Rate 14.15 % of C 
Trickle Current Ratio 0.5 % of C 
Input Voltage Vin 36 Volts 
Reference Voltage Vref 2.3 Volts 
Transistor β, minimum β 50 
Transistor maximum current Icmax 1 Amp 
Divider current. Recommend 50 µA to 100 µA Id 50 µA when at Vf 

Calculations: 
Charge Threshold Voltage Vt 20.40 Volts N*Chrg threshold voltage 
Over Charge Voltage Voc 28.80 Volts N*Charge Voltage 
Float Voltage Vf 27.00 Volts N*Float Voltage 
Transition Voltage from State 1 to State 2 V12 27.36 Volts 0.95Voc 
Transition Voltage from State 3 to State 1 V31 24.30 Volts 0.9Vf 
Maximum charge current Imax 0.1698 Amps C*Max Charge Rate 
Over charge terminate threshold Ioct 0.01698 Amps Imax/10 
Trickle Current It 0.006 Amps C*Trickle Charge Ratio 

Rc 46.0 Kohms = Vref / Id 
Rsum 494.0 Kohms Ra + Rb = (Vf –Vref) / Id 
Rd 631.2 Kohms Rd = 2.3VRsum/(Voc –Vf) 
Rx 42.9 Kohms Rx = Rc||Rd 
Ra 476.3 Kohms Ra = (Rsum + Rx) (1 – 2.3V/ 

Vt) 
Rb 17.7 Kohms Rb = Rsum – Ra 
Rs 1.5 ohms Rs = 0.25V/Imax 
Rt 2.18 Kohms Rt = (Vin – Vt – 2.5V) / It 
PD of Rt 0.079 Watts (Vin – Vt – 2.5)^2 / Rt 
Re 1690.0 ohms (Vin – 2.2)/(Icmax/β) 
PD of Driver 119.9 mw (Vin – Vbe)*Ib – Re* Ib^2 

Notes 
Battery over charge voltage is around 2.4 to 2.7 volts/cell 
Battery float voltage is 2.25 to 2.30 volts/cell 
Battery charge threshold voltage is typically 1.3 to 1.7 volts/cell 
Imax is bulk charge rate; e.g., C/4, range from C/20 to C/3 
Battery temperature range is nominally 0° to +50°C 
Battery self discharge rate is typically 2% to 5% a month. 
Diode D1 prevents reverse current flow. 
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unit is turned on, the charger IC will go 
into state 4, the trickle-charge state. In 
this state, a very small current is sent 
through the battery until Vt is reached, 
at which point the IC charger goes to the 
bulk-charge state, state 1. Note: If the 
battery voltage is greater than Vt when 
first turned on, the charger IC goes 
immediately to state 1 (Vt<Vbattery<V31) 
or state 3 (Vbattery>V31), depending 
upon the initial battery voltage. 

In the bulk-charge state, the IC goes 
into a constant-current mode at the 
maximum charge rate (Imax). Once the 
battery voltage reaches the over-charge 

Fig 6—Unitrode UC3906 battery-charger circuit. 

voltage (Voc), the IC goes to the over- 
charge state, state 2. In this state, the 
IC is in a constant-voltage mode, Voc. As 
the battery charges, its current draw 
slowly drops until it reaches the current 
over-charge termination value, Ioct. At 
this point, the IC switches the battery 
charge voltage to the float voltage, Vf, 
and remains in this state so long as the 
ac supply is available. If the battery 
drops below V31 at any time, the charger 
IC will go back to the bulk-charge state, 
state 1. This should not occur unless 
power is lost and the battery is dis-
charged; that is, once ac power is re-

stored and the IC senses the battery 
voltage is below V31. 

The input section of the spreadsheet 
shows the parameters selected for the 
design. The important cell parameters 
are the charge voltage per cell and the 
float voltage per cell, which are 2.4 and 
2.25 V per cell, respectively. These typi-
cal values for lead-acid batteries should 
maximize the battery life. The charge- 
threshold voltage is the voltage at which 
the battery should be lightly charged 
before bulk charging is attempted, and 
it is set at 1.7 V per cell. The maximum 
charge rate is set to approximately 14 % 
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Fig 7—Battery-charger state diagram. 

of the battery capacity. This was some-
what arbitrarily selected to prevent the 
power supply from going into current 
limiting while charging the battery at 
maximum rate and supplying current to 
the oscillator circuits. It is not a good 
idea, in any event, to rapidly charge any 
lead-acid battery if the battery life is to 
be maximized, particularly if the bat-
tery temperature is not directly moni-
tored to prevent overcharging. The 
UC3906 does compensate the charging 
voltages for ambient temperature 
variations (–2.3 mV/°C per cell) but it 
does not have provision to directly moni-
tor battery temperature. 

Based upon a 24-V dc battery system 
(a 12-cell battery), the previous cell volt-
ages reflect an overcharge voltage of 
28.8 V, a float voltage of 27.0 V and a 
charge-threshold voltage of 20.4 V. The 
state level control (SLC) output (pin 10) 
on the UC3906 is used to detect when 
the battery is fully charged. That is, 
when the charger IC has gone into state 
3, the float-charge state. The SLC pin 
only goes low when the charger IC is in 
state 3, therefore this pin is taken into 
the input of an LM311 comparator. 

The comparator is used to detect 
when the SLC pin goes below approxi-
mately 1 V dc and then turns on the 
CHARGED LED to indicate that the bat-
tery is fully charged. Notice that an 
emitter resistor (Re) shown in the 
Unitrode Application Note was not 
used in this design but is included in 
the spreadsheet for completeness. 

Loss-of-Power Detection Circuit 
The loss-of-power circuit is used to 

detect the loss of ac power, hence it 
indicates when the frequency stan-
dard has been on battery backup. A 
74C74 flip-flop circuit latches the loss- 
of-power event. Under normal ac-pow-
ered conditions, the preset input is 
held high by the presence of 30 V dc, 
which is derived from the ac mains. 
The clear input is held high as long as 
the batteries are charged and the loss- 
of-power RESET button is not pushed. 

Once ac power is lost, the preset in-
put goes low because the 30 V dc is 
removed and the 74C74 Q output 
latches to the high output state. Since 
the 74C74 is powered by the battery, 
it remains in this state through the 
power outage and after the ac power 
returns. At that time, the POWER LOSS 
LED lights and stays on to indicate 
that ac power had been lost until the 
RESET button is pushed. Once the 
RESET button is pushed, the 74C74 is 
cleared and the LED goes off. Fig 8—Top view of chassis with wiring board. 
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Battery-Disconnect Circuit 
The battery-disconnect circuit is 

used to prevent excessive discharge of 
the battery. It monitors the battery 
voltage and disconnects the battery 
load once the voltage drops below an 
adjustable threshold value—around 
20 V dc. Once the battery-disconnect 
relay opens, it cannot be closed until 
the ac power returns. Once the ac 
power returns, the power supply’s 
+30 V dc output will switch on the 
PN2222 transistor, which causes the 
battery-disconnect relay to pull in, 
and the charger circuits will start 
charging the battery. At this point, the 
relay will remain pulled in until the ac 
power is again lost and the battery 
fully discharges below the threshold 
voltage. 

Construction 
The frequency standard was housed 

in a metal chassis that was obtained 
at a local flea market. The chassis used 
is 3.5×9×12.25 inches (HWD). A plug- 
in wiring board was used for most of 
the circuitry, as shown in Fig 8. The 
wiring board is a Vectorboard model 
3662 (4.5×6.5 inches with 0.042-inch- 
diameter holes). This board mates 
with an industry standard 44-pin con-
nector (0.156-inch spacing, Vector 
P/N R644) and uses connector- 
mounted card guides (Vectorboard 
BR27D). Most of the components were 
mounted and wired using mini-clips 
from Vector that are pushed into the 
Vectorboard. I used point-to-point wir-
ing because no high frequencies are in-
volved and parts placement and wir-
ing is not critical. 

A plug-in wiring board was used 
since the design was completed over a 
lengthy period and many circuit modi-
fications were made before the design 
was finalized. A printed circuit board 
would have been impractical under 
these conditions, but one could cer-
tainly be done now if desired. A picture 
of the wiring board alone is shown in 
Fig 9. A view of the chassis without the 
wiring board and with all major com-
ponents labeled is shown in Fig 10. 

Calibration 
Calibration of the 10-MHz frequency 

reference can be quite a challenge if the 
full potential of the frequency standard 
is to be realized. Ideally, it requires a 
calibration standard that is accurate to 
at least an order of magnitude better 
than the capability of the 10-MHz fre-
quency standard. This would require a 
calibration standard accurate to at least 

Fig 9—Wiring-board construction. 

Fig 10—Chassis without wiring board. 

1 part in 1010, which is an atomic fre-
quency standard. Few individuals will 
likely have access to an atomic fre-
quency standard. 

Fortunately, there are several practi-
cal approaches to accurately calibrating 
the frequency reference. I built a fre-
quency-calibration standard that uses 
LORAN C to achieve accuracy of 1 part 
in 1011 or better.7 This is the primary 
approach I use to calibrate my fre-
quency standard. While relatively 

straightforward, the LORAN C fre-
quency calibrator becomes a project it-
self.8 That approach will likely appeal 
only to the purists. 

W4LTU describes a technique for us-
ing WWV to achieve accuracy of 1 part 
in 109 or better.9 While this is a tech-
nique familiar to many users, it does 
require care to achieve an accuracy of 
1 part in 108 or better: The frequency dif-
ference between the two standards 
must be less than 0.1 Hz at 10 MHz. This 
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would entail injecting the 10-MHz fre-
quency standard output, suitably 
attenuated, into an AM receiver tuned 
to the 10-MHz WWV signal and ad-
justing the frequency standard while 
watching the signal-strength meter’s 
beat note. The difficulty comes in sepa-
rating the beat note signal strength 
meter variations from normal signal 
fading. Once the beat note goes below 
10 Hz, this can become very difficult. 

A better, albeit more complex, ar-
rangement is to trigger an oscilloscope 
with the frequency reference and in-
put the WWV 10-MHz signal directly 
to the vertical channel. The difficulty 
here is amplifying the WWV signal 
sufficiently so that it can drive the 
vertical channel. Use fast AGC to 
minimize amplitude variations. This 
represents a separate project, and it is 
a subject for a possible future article. 

WWVB represents a very stable and 
accurate 60-kHz frequency source but 
requires a special receiver. It has be-
come very popular as a time standard 
for wireless atomic clocks. Several ref-
erences are shown for WWVB receivers 
that can be built relatively easily to 

serve as a calibration source.10, 11, 12 
The initial drift rate was around 20 

parts in 1010 per day. Within two 
weeks, it was 5 parts in 1010 per day, 
and it was down to 1 part in 1010 per 
day after a month. After two months, 
the drift rate settled to less than 1 part 
in 1011 per day. 

Over the last three months (measure-
ments started two months after turn- 
on), the frequency standard has drifted 
less than 0.005 Hz. All measurements 
were made using a GPS derived 10-MHz 
frequency standard that is accurate to 
better than 1 part in 1011. At this point, 
the oscillator seems to have stabilized 
to a minimum drift rate, but further 
monitoring is on-going. 

4You can download this package from the 
ARRLWeb www.arrl.org/qexfiles/. Look 
for 0205EVANS.ZIP. 

5Globe gel/cell Rechargeable Batteries 
Charging Manual, GLOBE Battery Divi-
sion, 41-2128. 

6“Globe-Union Inc gel/cell Rechargeable 
Batteries and Chargers,” GLOBE Battery 
Division, 41-2635. 

7R. Evans, KJ6PO and D. Evans, N6UEZ, 
“LORAN-C Frequency Calibrator,” Commu-
nications Quarterly, Fall 1991, pp 20-32. 

8M. A. Lombardi, Using LORAN-C Broadcasts 
for Automated Frequency Calibrations, Na-
tional Institute of Standards and Technology. 

9W. F. Bain, W4LTU, “Simple Skywave Fre-
quency Calibration Approaching One Part- 
Per-Billion,” QEX, June 1996, pp 19-22. 

10J. A. Cowan, W4ZPS, “Frequency Calibra-
tion using 60 kHz WWVB,” ham radio 
magazine, March 1988, pp 45-46, 49, 52. 

11D. Lancaster, “Experiment with WWVB,” 
Radio-Electronics, August 1973, pp 48-51. 

12E. P. Manly, W7LHL, “WWVB 60 kHz Fre-
quency Comparator Receiver,” 73 Maga-
zine, September 1972. 
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Notes 
1Polyswitch devices are made by Raychem, 

a part of Tyco Electronics. You can down-
load a Polyswitch catalog in PDF form at 
ps.circuitprotection.com/docs/ 
short_form_catalog.pdf. 

2“UC2906/UC3906 Sealed Lead Acid Bat-
tery Charger,” SLUS186 September 1996, 
Unitrode Integrated Circuits. 

3“Improved Charging Methods for Lead-Acid 
Batteries Using the UC3906,” Unitrode 
Application Note U-104. 
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On Measuring RSSSSS 

By Warren B. Bruene, W5OLY 

Here’s an analysis of  the load-variation method 

for measuring amplifier output impedance. 

It appears that measuring RS, the 
output source resistance of an am- 
plifier or generator, is as difficult 

as understanding just what it actually 
is. Unfortunately, information about 
the nature and magnitude of RS is 
easily obfuscated. Ten years ago, I 
described in QST1 a method of mea-
suring the RS of a linear RF power 
amplifier tube while it was delivering 
power. A small 50-mW test signal was 
injected into the amplifier output that 
caused very little disturbance to am-
plifier operation. Unfortunately, this 
test method requires a spectrum ana-
lyzer, so very few hams are equipped 
to verify these tests. 
1Notes appear on page 25. 

Others have proposed a “load-varia-
tion” test method,2 also sometimes 
referred to as the “IEEE test method.” 
They have presented data that they 
claim proved that a “conjugate match” 
existed at the output of a tuned RF 
power amplifier. I pointed out that 
their test method was not valid unless 
the phase delay of the π-output net-
work (typically 140° to 155°) was ex-
tended to 180°.3 It was suggested that 
I back up my theory with measure-
ments to prove my point. 

JB Jenkins, W5EU, offered to build 
an amplifier using a pair of 6146s for 
such a test. I accepted his offer with 
the hope that it would help bring clo-
sure to this debate. It used the same 
power amplifier components as in the 
Collins KWM-2 transceiver. The grid 
was shunted with a 50-Ω dummy load 

and driven by a transceiver. This 
eliminated the grid, neutralizing and 
RF feedback circuits and made the 
amplifier stability rock solid. 

We tapped the π-network inductor 
to adjust the circuit Q and phase de-
lay. An output inductor was added to 
convert the π network into a π-L net-
work. The inductance was adjusted to 
provide a total phase delay of 180° 
from the tube plates through the π 
network and Bird directional wattme-
ter to the dummy load. This coil was 
shorted for measurements with just 
the normal π network. 

DC and filament power was ob-
tained from a 512F-2 power supply for 
the Collins KWM-2 transceiver. The 
280-V screen supply was dropped to 
210 V and regulated with two 105-V 
regulator tubes. This eliminated the 
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effect of screen-voltage variation on 
RS. Meters for measuring plate cur-
rent, screen current and grid current 
were built into the front panel. It was 
a first-class construction job. 

The amplifier was operated in class 
AB1 with the grids driven just to the 
verge of grid current. The tuning and 
loading were adjusted for the same 
plate current, screen current and RF 
power output for each test run. These 
were: 

• 848 V dc on the plate 
• 210 V dc on the screen 
• 22 mA dc plate idling current 
• 240 mA dc plate current 
• 22 mA dc screen current 
• 130 W RF power output 
• 2100 Ω computed plate load 

resistance 
All tests were performed at 4.0 MHz. 

An HP-8405A vector voltmeter was 
used to measure the phase delay from 
the tube plates to the dummy load. The 
R1 dummy-load resistance was mea-
sured to be 50.7 Ω using a bridge. Two 
series-connected 300-Ω Globar resis-
tors were switched in shunt to produce 
an R2 load resistance of 46.6 Ω. The 
output network was always tuned into 
the R1 load and left tuned that way 
when the load was switched to R2. 

The phase delay of the π network 
using the initial inductor was 150°. A 
length of coax was cut to extend the 
phase delay to 180° for one of the tests. 
The π-L configuration was used for the 
other 180° test. Another test was made 
with the π inductance increased to 
reduce the π-network phase delay to 
135° (3/8 wavelength). 

To determine the values of voltage 
and current for use in the equation, we 
used the Bird directional wattmeter’s 
forward-power reading. The reflected 
power could be neglected because it is 
only 0.25% of the forward power for 
the 1.1:1 SWR produced by R2: 
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The equation for the load-variation 
method of computing RSC at the 
dummy load is: 
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(Eq 1) 

Unfortunately, the values of RSC 
varied from one test to another so 
much that we considered the data 
unusable. Before abandoning this test 
setup, we measured RS a different 
way in just the zero-signal operating 
condition. 

Fig 1—A diagram for measuring RS at zero-signal operating condition. 

Fig 2—Diagram illustrating the small change of plate-load resistance or impedance when 
switching the load resistance from 50 to 45 ΩΩΩΩΩ. 

A Reflected-Power Method 
of Measurement 

The diagram of the test setup used 
to measure RS with no signal present 
but using a large test signal is shown 
in Fig 1. The π-L output network with 
180° phase-delay configuration was 
used. The power amplifier grids were 
left loaded with 50 Ω. A 200-W trans-
ceiver was used for the source of RF 
power feeding the dummy load across 
the power amplifier output. The 50-W 
slug was used in the Bird directional 
wattmeter to obtain good accuracy. 
The transceiver’s power output was 
adjusted to show 50 W of forward 
power (full scale) and fed into the 
power amplifier under test. The re-
flected power was 26.5 W. The SWR 
computed from this ratio of reflected 
to forward power is 6.35:1. This means 
that RS would be 6.35 times RL if the 
π-L network were loss-less. We deter-
mined that RL was 2100 Ω when tuned 
and loaded for 130 W output as before. 
RS would therefore be 2100 times 6.35 
or 13,335 Ω in the loss-less case. 

The π-L-network percentage loss 
increases approximately as the resis-
tance increases from 2100 Ω to 
13,335 Ω. Assuming a network Q of 12 
and coil Q of 150 results in a loss of ap-
proximately 12/150 or 8%. Increasing 
this percentage by 13,335/2100 gives 
approximately 50% loss. This leaves 
50% of the real power getting to the 
tube plates. RS is therefore approxi-
mately 13,335/0.50 or 26,670 Ω. The 
RS/RL ratio is then 26,670/2100 or ap-
proximately 12.7:1. 

For minimum IM distortion, the 
zero-signal plate current should be 

approximately 40 mA for the pair of 
tubes. It is run at 22 mA to keep plate 
dissipation down. This means that 
when driven to full power in normal 
operation, RS will be less than 
26,670 Ω—perhaps 18 kΩ or so. 

Analysis of the Load-Variation 
Method of Measurement 

A careful inspection of Eq 1, above, 
reveals the basic problem with the 
load-variation method. For a 10% dif-
ference in the values of R1 and R2, the 
values of V1 and V2 will differ by less 
than 10%. (They would differ by 10% 
for a current source.) Therefore, an 
error in either V1 or V2 is multiplied 
by a factor of at least 10; that is, an 
error of 2% becomes an error of over 
20%. If RS/RL at the tube were 10 and 
a 180° phase delay were used, the cal-
culated RSC at the dummy load would 
be 10R1 or approximately 500 Ω. This 
means that the difference between I1 
and I2 would only be one-tenth of 10%, 
or 1%. If I1 and I2 were derived from 
V/R, an error in measuring the value 
of R1 or R2 also causes the same per-
centage error in V1 and V2. This ex-
treme sensitivity to measurement er-
ror causes this test method to be use-
less for this application. See Appendix 
1 for an example. 

Fig 2 illustrates the nature of this 
problem. The long impedance phasor 
ending at the center of the small SWR 
circle represents the PA’s RF plate 
load resistance, RL, when a 50-Ω load 
resistor is used. The shorter phasor 
ending at the SWR circle represents 
the plate load resistance when the 
load is switched to 45 Ω without retun-
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ing. These two phasors are in-phase 
when the total phase delay is 180°. The 
dashed phasor represents the phasor 
that would exist if the phase delay 
were 145° with the 45-Ω load. Note 
that the difference in magnitude be-
tween this phasor and the “50-Ω” 
phasor is much less than in the in- 
phase case. This situation causes this 
test method to falsely indicate that 
RSC is less than it actually is. Increas-
ing the phase delay to 180° eliminates 
that problem. 

A loss-less 180° network, either a 
π-L or a π-plus-coax, stays in reso-
nance when the load resistance is var-
ied from 50 W to any other value. Also 
it correctly transforms resistances in 
either direction. When RS is on the 
order of 10 times RL, the magnitude of 
the current change is very small (on 
the order of 1.5%) when switching to 
the 45-Ω resistor. Accurately deter-
mining the value of this small differ-
ence requires extreme accuracy in the 
two voltage measurements. If the cur-
rent values for Eq 1 were calculated 
from V/R, the accuracy of the resis-
tance values must also be on the order 
of 0.1% or better. This severe accuracy 
requirement makes this method of 
measurement impractical. See Appen-
dix 1 for a numerical example. 

Computer Analysis of 
the Load-Variation Method 

For a method of measurement to be 
useful, it must be capable of reason-
ably accurate results (for example, 
less than ±10%) over the range of RS, 
which might be encountered. I ex-
pected that the test amplifier would 
have an RS on the order of 10RL. 
Therefore, an RS of 20,000 Ω was used, 
except for one case. 

A computer program was written, 
using HTBASIC, to examine this test 
method in detail. The computer elimi-
nates the problem of instrument accu-
racy. The circuit model is shown in 
Fig 3. The power-amplifier tubes are 
represented by their Thevenin genera-
tor equivalent. The operating condi-
tions are near those of the above-de-
scribed test amplifier. Values were 
rounded somewhat to make it easier 
to evaluate changes. The total electri-
cal length of the network plus coax was 
selectable to determine the effect of 
lengths other than 180°. The values of 
RS, π-network inductor reactance, in-
ductor Q and XC2 were also selectable. 
The reactance of XC2 was adjusted to 
produce a plate load resistance, RL, of 
2000 Ω. 

The program computes the reac-

tance XC1 required to resonate the 
network and also the phase delay of 
the network. The length of coax in elec-
trical degrees is then computed to pro-
duce the desired total phase delay 
specified. The voltage, E, is then com-
puted to produce the specified tube RF 
power output. 

The voltage V1 across the 50-Ω load 
resistor was computed. Then the load 
resistor was changed to 45 Ω and V2 
was computed. From these two volt-
ages and the two load-resistance val-
ues, the value of “output resistance” 
RSC was computed using Eq 1. This 
represents the “output resistance” 
that this test method would give if 
there were no measurement errors. 

The calculated output source resis-
tance, RST, of the tube has been 
assumed by others to be the RSC mul-
tiplied by the π-network impedance- 
transformation ratio—2000/50 in this 
example. Therefore, this method was 
used to determine RST in these calcu-
lations. Actually, this assumption is 
incorrect unless the total phase delay 
is 180°. 

Then the program reduces voltage E 
to zero and computes what the output 
impedance, ZOUT, actually is looking 
back into the end of the coax. Twenty- 
eight variables were printed out for each 
test run. The results of dozens of test 
runs are condensed to the essential data 
from just four runs in Table 1. 

The common parameters used are: 
• RS = 20,000 or 2000 Ω 
• RL = 2000 Ω 
• R1 = 50 Ω 

Fig 3—Schematic of a computer model for computing RST. 

Table I 

Run RS (kΩ) Phase (°) Loss (%) ZOUT RST(kΩ) 

1 20 145 11.1 16.1+j62.1 3.0 
2 20 180 11.1 441.3+j41.7 8.5 
3 20 180 0.0 500+j0.0 20 
4 2 145 11.1 46.9–j4.82 1.8 
5 20 135 8.9 10.6+j47.9 2.0 

• R2 = 45 Ω 
• P = 130 W into the π-network 
• XL1 = j190 Ω 
• QL1 = 120 or 106 
• XC2 = –j29.132 or –j31.375 
• XC1 = –j169.459 or –j168.680 
• Qπ = 13.5 
The alternate values of QL1, XC1 and 

XC2 are used for run 3, for the loss-less 
π-network case. The alternate value of 
RS was used for run 4. 

Table 1 lists the important param-
eters for each run. The computed value 
of the tube output source resistance, 
RST, is listed in the last column. For a 
valid method of measurement, RST 
must be the same as the value of RS 
listed in the second column. 

Run 1 represents the case using a 
typical π network that has a phase 
delay of 145°, a loss of 11.1% because 
of a coil Q of 120 and a π-network Q of 
13.5. The computed RST is just a very 
small fraction of what it should be. The 
error is caused by coil loss and a phase 
delay that is less than 180°. Either is 
so large as to make this method of 
measurement useless. 

Run 2 is for the same conditions 
except that a length of coax is added to 
bring the total phase delay to 180°. 
There is still a huge error, which re-
sults from coil loss only. 

Run 3 removed the coil loss by as-
suming a coil Q of 1,000,000 (106). The 
correct value of RST is obtained, which 
proves that the computer program is 
correct. 

Run 4 reduced actual RS to 2000 Ω 
(providing a conjugate match), re-
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Appendix 1: A Specific Example 
This example uses the values of run 3 in Table 1 to compute RSC and RST 

from Eq 1 and the p-network impedance-transformation ratio of 40. This 
run is for the case with no network loss and a phase delay of 180°. In this 
case, all error would be due to “meter errors.” 
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This is very close to 20,000 Ω, which is the correct answer. 
Notice that the difference between I1 and I2 is less than 1% of either. An 

accurate determination of this difference with even 10% accuracy is far 
beyond the capability of well maintained, commonly used laboratory 
instruments. 

moved the added coax and restored the 
coil loss. In this special case where 
RS= RL, the phase delay of the π net-
work doesn’t matter because the π 
network will transform 2000 Ω to 50 Ω 
just as well as it transforms 50 Ω to 
2000 Ω. Nevertheless, it cannot trans-
form any other value of RS to 50 Ω 
without retuning! The error in the re-
sult is all caused by coil loss, which is 
greatly reduced when RS is near the 
value of RL. Obtaining approximately 
the correct result in this special case 
does not prove that this method of 
measuring RS is valid. That was 
clearly shown by run 1. 

Run 5 is the same as run 1 except 
that the π-network Q is reduced from 
13.5 to 10.8 by increasing XL from j190 
to j231.7. This reduces the phase de-
lay to 135°. It also reduces the loss 
from 11.1% to 8.9%. 

Notice that the computed RST is the 
same as RL, indicating the existence of 
a conjugate match, whereas the actual 
RS is 10 times RL! This is caused by 
the 135° or 3/8 λ phase delay and is 
nearly independent of the actual RS 
and network loss. 

Conclusions 
It has been shown that there are 

three sources of huge errors in the 
load-variation method of measuring 
RS, any one of which is sufficient to 
make this method utterly useless. 
These are: 
1. Typical values of π-network coil loss. 
2. Phase delay other than 180°. 
3. Requirement for voltage and resis-

tance measurement errors of consid-
erably less than 0.1%. 
Therefore, claimed proof that a con-

jugate match exists by using this load- 
variation method is false. The method 
of measuring RS that I published 10 
years ago in QST remains the only 
valid published method of measure-
ment. My measurements correlate 
well with values of RS determined by 
an analysis of tube curves4 published 
by transmitting tube manufactures. 

Notes 
1W. B. Bruene, W5OLY, “RF Power Amplifi-

ers and the Conjugate Match,” QST, Nov 
1991, pp 31-32, 35. 

2W. Maxwell, W2DU, “On the Nature of the 
Source of Power in Class-B and -C Ampli-
fiers,” QEX, May/Jun 2001, pp 32-44. 

3W. B. Bruene, W5OLY, “Impedance Trans-
formation Properties of a π-Output Net-
work,” QEX, Jan/Feb 2001, p 59. 

4W. B. Bruene, W5OLY, “Plate Characteristics 
of a Distortion-Free Class AB RF Amplifier,” 
QEX, July/Aug 2001, p 48-52. 
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A Homebrew Regenerative 
Superheterodyne Receiver 

By Bill Young, WD5HOH 

Come check out this flexible “old-tech” 

receiver for 4 to 15 MHz 

My regenerative superhet is 
a single-conversion, crystal 
or VFO controlled high-fre-

quency radio receiver with a two-stage 
(one stage tunable) regenerative inter-
mediate-frequency amplifier. It is built 
on a homemade 18-gauge galvanized 
steel chassis divided into five compart-
ments. Each amplifier stage is shielded 
from its neighbors. I recall hearing or 
reading that some early vacuum-tube 
receivers were built this way, and I 
wanted to try the technique. 

I have not been disappointed. The 
gain can be cranked way up and the 
receiver is stable. The cost of compo-

nents (bought new) for the regenera-
tive superhet totaled about $260 
including the sheet steel. The regen-
erative superhet has 10 JFETs, nine 
diodes (including the rectifier bridge) 
and 10 ICs. Refer to the block diagram 
of Fig 1 for an overview of the regen-
erative superhet. 

Circuit Description 
There are two tuned radio-fre-

quency amplifier stages (Figs 2 and 3) 
between the antenna and the mixer. 
There is a crystal oscillator circuit 
(borrowed from a ham magazine years 
ago) that drives a source follower, 
which in turn is source-coupled to the 
mixer (Fig 4). The mixer drives a low- 
pass filter (Fig 5) designed to remove 
everything above the IF. There is what 
amounts to an untuned buffer ampli-

fier (first IF, Fig 6) between the filter 
and the regenerative second IF ampli-
fier (Fig 7). The second IF amplifier is 
transformer-coupled to a diode-bridge 
detector. A low-pass filter (Fig 8) be-
tween the detector and the audio am-
plifier removes everything above 
about 47.5 kHz. This allows plenty of 
room for high audio frequencies to 
pass, but it removes RF. 

The audio stage is a conventional 
LM386 circuit (Fig 9) driving a pair of 
modified RadioShack stereo head-
phones connected in parallel at the 
jack to give an audio frequency imped-
ance of about 4 Ω. An outboard passive 
high-pass filter with a 490-Hz cutoff 
(Fig 10) can be switched in and out. 
Lately, I added a pair of Zenith speak-
ers driven by a homebrew LM380 ste-
reo amplifier with the amplifier inputs 

mailto:blyoung@hal-pc.org


  May/June  2002  27 

tied together. I have begun recording 
from the regenerative superhet using 
the output of a homebrew L-pad at-
tenuator fed into the microphone jack 
of a RadioShack tape recorder (Fig 11). 

The regenerative superhet does not 
have a 50-Ω input (antenna) impedance. 
There is another way to couple an an-
tenna to a receiver’s input and that is 
the high-impedance way: an electrically 
short wire antenna capacitance-coupled 
to the first parallel-resonant circuit. 
Electrically short wire antennas are 
worth looking at again. They fit nicely 
into a small urban lot. Some old radio 
books (I had access to some of them 
when I was young) sometimes showed 
the antenna capacitance-coupled to the 
first tuned circuit without an RF trans-
former. What I noticed about that 
configuration was that it invariably 
resulted in greater signal strength 
than the transformer configuration. Of 
course, it also resulted in poor selectiv-
ity. Cascading two tuned stages seems 
to help a lot. Of course then you have to 
tune both stages by hand, individually. 

Two-handed tuning is archaic. It 
also means that the operator, in effect, 
realigns all the tuned stages at each 
received frequency. Old radio texts 
also state clearly that short vertical 
antennas are subject to noise pickup 
more than, for example, a half-wave 
dipole with a coaxial or even a twisted- 
pair transmission line. That is true, 
but I have found that although the 
regenerative superhet does pick up 
every click and pop from appliance 
switches, it can also receive very weak, 
distant signals. In addition, a high- 
impedance antenna does not demand 
a low-impedance earth ground. 

The regenerative superhet has an 
untuned crystal-controlled oscillator. 
This allows the receiver IF to tune sum 
and difference frequencies of incoming 
signals and crystal-oscillator or VFO 
harmonics, as well as fundamental fre-
quencies. This takes some getting used 
to, and it places all the responsibility for 
rejecting out-of-band signals on the 
tuned RF stages. That’s why there are 
two of them—independently tuned. 

The second RF stage’s inductive load 
(a 1.2-mH choke) was determined “by 
guess and by golly” to result in reason-
ably sharp tuning from about 8 to about 
15 MHz. The inductive reactance of this 
choke was then calculated to be about 
75 kΩ at 10 MHz. A 2.7-mH inductance 
was then chosen as a load for the first 
RF stage to have the same inductive 

Fig 1—A block diagram of the regenerative 
superhet. 
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Fig 2—Schematic of first RF stage and “follower” amplifier. The seven gate-circuit inductors are #24 AWG enameled wire wound on 
Amidon powdered-iron toroid cores. See Table 1 for winding details. 

Fig 3—A schematic diagram of the second RF-amplifier stage. The seven gate-circuit inductors are #24 AWG enameled wire wound on 
Amidon powdered-iron toroid cores. See Table 1 for winding details. FB—Ferrite bead for 40-200MHz (Mouser 542-FB43-110). 

FB1—Ferrite bead for 40-200 MHz (Mouser 
542-FB43-110) 

FB2—Ferrite bead for 200 MHz and above 
(Mouser 542-FB64-110) 

Gimmick—capacitor made by four turns 
of twisted wire. Begin with 4 or 5 inches of 
#22 or #24 AWG wire. 
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Table 1—Coil Construction 

Switch Value Detail 
Position 

0 42 µH 57 turns AWG # 24 On Amidon TI06-2 core 
1 21 µH 51 turns AWG # 24 On Amidon T94-2 core 
2 11 µH 48 turns AWG # 24 On Amidon T80-6 core 
3 5 µH 33 turns AWG # 24 On Amidon T68-6 core 
4 2.2 µH 23 turns AWG # 24 On Amidon T50-6 core 
5 0.94 µH 15 turns AWG # 24 On Amidon T44-6 core 
6 0.38 µH 11 turns AWG # 24 On Amidon T37-6 core 
7 700 kΩ Resistor (untuned) 

Fig 4—Schematic diagram of crystal oscillator, oscillator-follower and mixer stages. 
FB5—Ferrite bead for 40-200 MHz (Mouser 
542-FB43-110) 

FB6, 8, 10—Ferrite bead for 200 MHz and 
above (Mouser 542-FB64-110) 

reactance: 75 kΩ at about 4 MHz. The 
two RF stages are therefore stagger- 
tuned to cover the range of 4 to 15 MHz. 
This might seem awkward, but it works. 
Signal level and selectivity are further 
enhanced by the RF source-follower 
stage between the first and second RF 
amplifiers. 

In addition, the installation of a six- 
position rotary switch with six values of 
antenna-coupling capacitance between 
the antenna and the top end of the first 
tuned circuit has dramatically im-
proved gain of the first RF amplifier. I 
have found that 1 pF is about right for 
most frequencies. As much as 15 pF is 
appropriate for 15 MHz. 

Keep in mind that a quarter-wave-
length of wire has a feed-point imped-
ance approaching 50 Ω. It is necessary 
to keep the antenna impedance well 
above that—higher is better until sig-
nal level begins to drop. In practice, 
it’s easy to tell how much is too much 
with this receiver: The signal level 
drops and the beat note shifts slightly. 
The crystal oscillator also serves as an 
input port for the VFO when it’s used. 

The regenerative second IF amplifier 

stage is not a “gate-leak” detector. I have 
not had good results with JFET gate-leak 
detectors, and I have tried several configu-
rations. I tried connecting the primary 
winding of a bifilar RF transformer be-
tween the JFET drain and the drain volt-
age supply—well bypassed, of course— 
with the secondary driving a 1N34A diode. 
Very weak signals were the result. Then it 
occurred to me that I had shunted the 
primary winding of the transformer to 
ground (sort of) because the secondary 
bottom end was tied to ground. Those two 

windings are capacitively coupled. 
Therefore, I decided to venture a little 
further and drive a diode bridge with 
the transformer secondary. That 
would free up the bottom end of the 
primary. It worked. I then had a bet-
ter regenerative receiver. 

I put the feedback or “tickler” 
winding in series with the bifilar 
transformer at the bottom end of the 
primary winding. My initial reason 
for this was to eliminate or reduce 
the erratic regeneration control that 



30   May/June  2002 

Fig 5—Schematic of mixer-output low-pass filter. Z0 = 2900 ΩΩΩΩΩ; fc = 3100 Hz. This is a 
constant-k, two-section ladder filter. 

Fig 6—Schematic of first IF stage (untuned). 

FB9—Ferrite bead for 40-200 MHz (Mouser 
542-FB43-110) 

FB12—Ferrite bead for 200 MHz and above 
(Mouser 542-FB64-110) 

always seems to result from connect-
ing a variable capacitor or potentiom-
eter from the JFET drain to chassis 
ground. Once I had done that, I was 
able to control regeneration with a 
potentiometer across the tickler. It 
has occurred to me that I have ap-
proximated a current source by put-
ting the tickler coil at the cold end of 
the RF coupling transformer. Regen-
eration control by potentiometer is not 
particularly quiet, but it is repeatable. 
Because I installed a vernier regen-
eration control that is both quiet and 
smooth, I can adjust regeneration un-
til the bandwidth is narrow. 

In addition, “throttle” capacitors are 
becoming difficult to find, and the vari-
able capacitors that can be found tend 
to be old, dirty and noisy. New “pots” are 
readily available. I should point out that 
the 250-Ω COARSE regeneration control 
consists of two 500-Ω pots on a common 
shaft, wired in parallel. That’s the only 
way I could get a 250-Ω pot that is not 
wire-wound. 

I have seen a schematic diagram for 
a regenerative receiver with a regen-
erative RF amplifier driving a semi-
conductor diode, but it did not include 
an RF coupling transformer between 
the amplifier and the diode (or crystal 
and cat whisker in this case). It’s on 
page 74 of Vacuum Tubes in Wireless 
Communication by Elmer Bucher.1 It 
is attributed to an engineer named 
Franklin who worked for Marconi. I 
have no idea how well it worked. 

I also had an opportunity during the 
development of my regenerative super- 
het to test the idea that a tickler coil 
with a few turns close to the tuned-cir-
cuit coil works better than more turns 
farther away. I just happened to have a 
small, thin-wall cardboard tube that 
(with the two turns of tickler winding in 
place and coated with Krylon) would 
just slip inside the acrylic form for the 
second IF tuned coil. I tried regenera-
tion control with the tickler coil almost 
all the way out of the coil form to all the 
way in. All the way in was better: Re-
generation control is more positive. I 
then “tacked” the tickler coil form in 
place with a little hot glue. 

The presence of an RF transformer in 
the drain circuit of the regenerative 
amplifier makes it possible to achieve 
regeneration with a smaller number of 
turns on the tickler coil. This is so be-
cause the current in that circuit can be 
kept at a higher level than it would be 
for a resistive or audio-choke load. The 
smaller number of turns minimizes the 

difference in tuned frequency from not 
oscillating to oscillating. That makes it 
easier to maintain the receiver just on 
the edge below oscillation where gain is 
high and bandwidth is narrow. 

Construction 
The tuned circuit or gate-circuit coil 

for the regenerative IF stage is “scat-
ter-wound” on a one-inch-diameter 
thin-wall acrylic form (Fig 7). Scatter 
winding allows approximately the re-
quired inductance to be positioned 
within a defined one-inch winding 
length on the form, thereby allowing 
the optimum clearance between the 
coil and chassis steel. Better clearance 
means higher coil Q, which improves 
selectivity. This approach works well 
if it’s not necessary to track two tuned 
circuits, as it is not in this case. 

The bandspread-dial drive has a 
very light “touch.” That’s because the 
bandspread vernier drive does not 
drive a conventional variable capaci-

tor, with its inherent friction. The 
bandspread vernier drives a floating 
rotor. A floating rotor, in this instance, 
is one half of a 21/4-inch-diameter steel 
fender washer mounted on a short in-
sulating shaft (a nylon screw). The 
floating rotor moves between the 
plates of a fixed capacitor and alters 
the capacitance of the pair of plates as 
it rotates. There are no wiping con-
tacts, so there is no noise from wiping 
contacts. The floating-rotor variable 
capacitor has a maximum capacitance 
of only about 30 pF. That’s about right 
for a bandspread capacitor across an 
approximately 90-pF variable. 

I was fortunate to have one old, very 
ruggedly constructed transmitting vari-
able capacitor with a rotor wiping con-
tact that could be removed, sanded 
bright and clean and reinstalled. I also 
thoroughly cleaned the wiping groove in 
the rotor shaft. It works very well, but I 
probably won’t find any more like it. 

The second IF amplifier’s (Fig 7) 

1Notes appear on page 35. 
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Fig 7—At  (A), schematic of second IF amplifier (tunable, regenerative) and detector. Reverse the leads to the feedback winding, if 
necessary, to obtain oscillation. At B, details of the homebrew 30-pF capacitor with a “floating rotor.” 

FB11—Ferrite bead for 40-200 MHz 
(Mouser 542-FB43-110) 

FB14—Ferrite bead for 200 MHz and above 
(Mouser 542-FB64-110) 

T2—100 turns bifilar wound on 7/16-inch- 
diameter wooden dowel. 

output transformer is bifilar wound on 
a wooden core. The wooden core does 
become warm to the touch after being 
“microwaved” for two minutes: It will 
probably be replaced with acrylic rod 
when I can find some. 

The regenerative superhet was built 
in stages, starting with the power sup-
ply and associated circuits, then the 
audio amplifier, followed by the sec-
ond IF, first IF and so on, until the first 
RF stage had been built. For this 
receiver, that approach can give mis-
leading results. The regenerative sec-
ond IF stage does not behave the same 

when connected to a wire antenna 
through a 3-pF capacitor as it does 
when connected to the first IF ampli-
fier through a 22-pF capacitor. Its be-
havior changes again when the first IF 
amplifier is connected to the mixer 
rather than to the same antenna 
through the same 3-pF capacitor. 

I discovered after operating the re-
generative superhet for a while that 
its performance varied somewhat de-
pending on which crystal was being 
used. Then I realized that the crystal 
oscillator output was getting through 
the mixer into the IF stages. I rem-

edied that problem nicely by insertion 
of a two-section, constant-k low-pass 
filter between the mixer and the first 
IF (Fig 5).2 The filter just begins to roll 
off at about 3 MHz 

It became apparent after the regen-
erative superhet was initially com-
pleted that RF energy was getting into 
the LM386 stage, causing both AF oscil-
lation and blocking at higher audio 
gains. The small steel-core audio trans-
former initially installed to solve this 
problem was insufficient, so I built and 
installed a source-follower driving a 
π-section, constant-k low-pass filter 
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Fig 8—Schematic of the detector-follower and low-pass-filter stages. 
FB—Ferrite bead (Mouser 542-FB43-422) 

Fig 9—Schematic of the AF amplifier with a stage gain of 46 dB. The 10-kΩΩΩΩΩ potentiometer is an audio-gain control from Mouser 
(31VJ401). J3-J5 are phone jacks of the builder’s choosing. They are wired in parallel to provide for different phone-plug sizes without 
adapters. 

Fig 10—Schematic of the speech-enhancement filter that plugs into the LM386 output 
jack. A constant-k, high-pass (490-Hz cutoff) for a 4-ΩΩΩΩΩ

µµµµ
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 load, the design is from D. 
Metzger’s Electronics Pocket Handbook, second edition (Prentice Hall Inc), p 42. The 
author’s filter is constructed within a small aluminum box mounted to the input phone 
plug. S1 is one section of a 6PDT rotary switch. Each 80-µF capacitor was made by 
combining nonpolar  33-µF and 47-µF capacitors in parallel. 

Fig 11—Schematic of the tape-recorder 
interface and L-pad attenuator. The output 
is suitable for a RadioShack CTR-66 (#14- 
1151) cassette tape recorder microphone 
jack. In use, set the attenuator control for 
best sound quality and minimum playback 
distortion (probably near 15 ΩΩΩΩΩ). 

(Fig 8). That helped, but there remained 
audio oscillation associated with 
changes in the regeneration controls. I 
could see that RF was still entering the 
LM386. I then ordered and installed a 
1.2-mH RF choke with a 0.1-µF bypass 
capacitor in the dc power lead to the 
LM386. I also installed a 600-µF, 25-V 
bypass capacitor across the 100-µF ca-
pacitor already connected from the by-
pass pin (pin 7) of the LM386 to ground. 
I then had a stable, controllable re-
ceiver. The 10-kΩ pot at the input to the 
LM386 stage can be “opened up” on 
weak signals without instability. 

Another very old-fashioned thing I 
did was to build the power supply in a 
separate box with a cable from power 
supply to receiver (Fig 12), thereby 
reducing ripple and tunable hum. 
There is extensive use of on-board 
voltage regulation in the regenerative 
superhet. Small fixed-voltage regula-
tors are inexpensive and they improve 

receiver stability. The second IF stage 
has two voltage regulators: The first 
drives the second. This allows this 
stage to operate at about 3 V. I had 

learned from a previous receiver I 
built that the regenerative amplifier 
works better at about 3 V. 

The regenerative superhet circuit 
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Fig 12—Schematic of the power-supply (unregulated, filtered). The 60-Hz ripple suppression is estimated at 35 dB. 

Fig 13—Schematic of the VFO and buffer. To use VFO, connect output to black/gray wire in place of a crystal. The TUNE capacitor is 
70-180 pF with a 50:1 reduction drive (WW2 surplus). The RANGE capacitor is 10-100 pF. The inductor is 16 turns #24 AWG, close wound 
on a 1-inch-diameter acrylic tube tapped 4 turns from the ground end. FB—Ferrite bead for 40-200 MHz (Mouser 542-FB43-11). 

DS1—120-V ac red neon lamp 
T3—Power transformer 120-V primary, 

12.6-V center-tapped secondary 
(RadioShack #273-1352A) 

boards were built on perfboard using 
component leads, tinned bus wire and 
insulated sleeves where necessary. Fer-
rite beads were installed on the gate 
leads of RF JFETs where it seemed ap-
propriate. As a result, I have not had a 
problem with instability. 

Most of the boards are mounted 1/2 
to 3/4-inch above the galvanized steel 
chassis with nylon screws and spacers. 
Three of the boards are mounted on 
steel brackets made from the 18-gauge 
steel used for the chassis. The 18- 

gauge galvanized steel chassis is both 
an electrostatic and a magnetic shield. 
I have operated the regenerative 
superhet during a geomagnetic storm 
(as announced by WWV). Although 
signals from Europe and Asia were 
disturbed, I didn’t hear any squealing 
and humming that I have heard dur-
ing geomagnetic storms with a re-
ceiver having less-complete shielding. 
Apparently, the combination of steel 
and a layer of zinc is a good shield. 

I began by buying a sheet of 18-gauge 

galvanized steel from a local supplier of 
ductwork for central heating and air 
conditioning. I then cut out a rectangu-
lar piece for the main part of the chas-
sis, which I then bent into a channel 
with flanges. All ground connections are 
made to this main piece by leads sol-
dered to lugs held by machine screws. 
There are four transverse bulkheads 
(penetrated by a few small holes for 
wires) and two end pieces. The bulk-
heads are fastened with sheet-metal 
screws parallel to the end pieces; they 
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are spaced equally along the length of 
the regenerative superhet. These bulk-
heads serve as shields, and each bulk-
head is secured to the chassis or bottom 
plate along its periphery. The resulting 
chassis structure is both stiff and heavy. 

When the chassis was first com-
pleted, I was somewhat disappointed 
because it rang like a bell when struck. 
I thought that would make the com-
pleted receiver microphonic. The ten-
dency to ring disappeared as circuit 
boards and components were added. 

I thought that a combination of the 
stiff, heavy steel chassis structure of 
bygone years and solid-state compo-
nents would result in a sensitive, 
stable receiver. Within the limitations 
of the relatively simple circuitry, my 
expectations have been met. Keep in 
mind that tube radios of the past were 
not always completely enclosed in 
metal. The tubes generated heat and 
required ventilation. Tube radios 
sometimes ingested a lot of dust over 
several years of operation. Some solid- 
state radios can be completely en-
closed so they remain clean inside. 

Lessons Learned 
There is another similarity between 

the regenerative superhet and early 
receivers: All of the active devices— 
except the ICs—are triodes. That 
design trend began with transistor ra-
dios in the 1950s. Circuit designers 
went back to things like triode push- 
pull audio stages rather than the high- 
gain pentode and tetrode tube stages 
that had been dominant for decades. 
Triodes don’t behave well with a tuned 
plate, collector or source (remember 
the TPTG oscillator?), so recourse was 
made to RC coupling and more stages. 

Also, when and if it’s necessary to 
replace a JFET, there are only two 
types in the receiver: MPF102 and 
2N3819. These little triodes are cheap 
and reliable, so why not use more of 
them? Be aware of device pin place-
ment: Not all 2N3819s have the pin 
locations shown in the diagrams here. 

Note that the regenerative superhet 
is not the first regenerative receiver I’ve 
constructed. There were several before: 
one vacuum-tube low-frequency re-
ceiver and one solid-state regenerative 
receiver that performed miserably but 
contributed to my understanding. Both 
were dismantled years ago. The “brown” 
radio was the immediate predecessor of 
the regenerative superhet, from which I 
learned much. Its immediate predeces-
sor was the “trash” radio, so named by 
my wife because it was built on a wooden 
chassis and added to as experience and 

inspiration indicated. Trash radio had 
the most peculiar habit of responding to 
increases in the regeneration control 
setting with a “hang time” of up to one 
minute. That is, the regeneration level 
would increase and gradually decay 
back to just above where it was before it 
was increased. 

I do not know the source of the decay 
or settling time. There were no long- 
time constants in the circuit that I could 
see. Trash radio also exhibited super- 
regeneration with an audible quench 
frequency. This apparently was an un-
intended result of an RF choke I placed 
after the detector. 

Operation 
My regenerative superhet’s IF is tun-

able from about 1800 to about 2300 kHz. 
That’s the lowest 500-kHz frequency 
band available above the standard AM 
broadcast band. A 500-kHz bandwidth 
would have been difficult to manage 
below the broadcast band. Calibration 
of the IF tuning was done in a manner 
suggested by ARRL Handbook receiver 
articles of the 1950s and ’60s. I installed 
two vernier drives with no dials and 
then glued a heavy piece of white card-
board to the chassis around the vernier 
drives. Then I made and installed steel 
dial pointers that rotate with the ver-
nier drives. The pointers are bent to al-
most touch the dial scales to minimize 
parallax error. 

Calibration was begun by marking 
the 2.2-MHz point when the radio was 
zero beat to the signal from a 2.2-MHz 
crystal connected to a homemade crys-
tal oscillator. I then continued operat-
ing the receiver with different crystals 
and marked the 1.82, 1.9, 2.0, 2.1 and 
2.2-MHz points as I identified stations 
operating on or very near frequencies 
that corresponded to those IFs with 
the crystal in use. Subsequent opera-
tion has resulted in errors usually less 
than 20 kHz. I’m happy with it. 

Keep in mind that the regenerative 
superhet does not have automatic gain 
control (AGC): Tune slowly. Reduce 
audio gain when you hear a strong beat 
note that drops in frequency as you 
tune. You are probably approaching a 
very strong carrier. Protect your ears. 

Calibration of the signal-frequency 
amplifiers or “front end” has been done 
using received signals and peaking the 
switched inductors and variable capaci-
tors. Optimum settings for these four 
controls have been entered in a table for 
reference. This is, of course, a rather 
clumsy way to tune a receiver front end. 
It does result, however, in good gain, 
and it reduces spurs, images and signals 

that could mix with harmonics of the 
crystal oscillator or VFO. 

I have constructed an outboard high- 
pass filter (Fig 10) with a 4-Ω character-
istic impedance and a cutoff of 490 Hz 
that plugs in between the headphone 
jack and headphones. This filter can be 
switched in and out. It improves the 
intelligibility of speech noticeably; I 
switch it out to enjoy music. 

I had noticed that some shortwave 
stations could be received well, with 
good signal strength, but for some sta-
tions the speech had too much bass 
and was almost unintelligible. My ears 
are 61 years old, and they don’t hear 
high frequencies very well. The high- 
pass filter helps a lot. 

You may notice from the regenera-
tive superhet schematic, Fig 1, that 
the antenna terminal for the receiver 
is a short “pigtail” with an alligator 
clip at the end. I did that because I 
have learned it’s necessary to discon-
nect the antenna when not operating 
the receiver. I have—apparently from 
nearby lightning discharges—lost two 
2N3819s in a shortwave converter I 
built to operate with a broadcast re-
ceiver in my garage. Shorting the an-
tenna lead to ground with the receiver 
connected is not good enough. So far, 
disconnecting the antenna has worked 
okay. 

Operation of the regenerative su-
per-het continues, and I have logged 
some stations I had not heard before, 
such as the Voice of  Yugoslavia and 
the Voice of Vietnam, along with a 
shore station in Malaysia. With the IF 
in oscillation, I have good sideband re-
ception. The floating rotor bandspread 
control is very good for fine tuning SSB 
for maximum intelligibility. Very 
strong SSB signals require some 
detuning of the front end to avoid over-
load. The regenerative superhet will 
serve as a general-coverage receiver. 

I have about 20 crystals to use with 
this receiver; but if I didn’t, micropro-
cessor crystals work well and can cost 
less than $1 each. There are two short 
clip leads hanging out of the front of 
the regenerative superhet’s chassis to 
connect the crystals. It looks funny, 
but it allows me to use any available 
crystal, from a very large marine- 
radio 4050-kHz crystal I bought at a 
ham flea market down to small micro-
processor crystals. Most of the old 
FT-43 crystals I have also work fine, 
as do several old crystals of indetermi-
nate packaging. 

I would like to mention something 
that I think is somewhat misunder-
stood: “fringe howl.” True fringe howl 
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is a rather faint but distinct howl that 
occurs at high gain levels just before 
oscillation. It tends to come and go 
with modulation, and it is associated 
with the resulting narrow bandwidth 
of a regenerative amplifier at high 
gain. It isn’t a low-frequency oscilla-
tion—that’s “motorboating”—which 
usually involves one or more audio 
stages. Motorboating can usually be 
eliminated by additional decoupling. 

The regenerative superhet does 
have some shortcomings: There is still 
some reception of out-of-band signals 
and images. A few birdies appear as 
heterodynes without modulation, but 
they don’t appear if the regenerative 
stage is operated just below oscilla-
tion. Skirt selectivity is poor for strong 
signals, but selectivity appears to be 
reasonably good for moderate to weak 
signals. The noise level is rather high, 
but I accept that because of the regen-
erative IF amplifier. The noise is re-
generated along with the signal. 

The regenerative superhet does 
have a couple of advantages over re-
generative receivers using leak detec-
tors. It does not overload on strong AM 
signals, and there is no tendency to 
lock onto a nearby strong carrier when 
trying to tune a weak signal. You just 
hear both signals together because of 
the poor skirt selectivity. 

Embellishments 
Lately, I built a simple VFO (Fig 13) 

to use with the regenerative superhet. 
I found a schematic diagram for a 
simple VFO on the Web that appears 
in several variations on more than one 
site. I built this VFO with two 
2N3819s taken from an earlier con-
verter that was not being used. The 
results have been impressive. 

The VFO does not drift much. I’m 
sure if I used a good frequency counter 
over several hours, I could detect drift; 
but after 45 minutes, it’s still tuned to 
the center of a weak AM station. I 
wound a solenoid coil on a one-inch- 
diameter acrylic form and secured the 
turns with acrylic coil sealer. I used a 
WW2 surplus tuning capacitor that 
has a 50:1 reduction drive. I mounted 
it parallel to the heavy-gauge alumi-
num front panel (it’s actually screwed 
to the front panel for grounding) and 
fashioned a 11/2-inch crank from yel-
low pine to turn the shaft. Heavy cop-
per wire (#24 AWG) was used for the 
tuned-circuit wiring. My haphazard 
tuned-circuit calculations (I don’t 
have a dip oscillator for the 4 to 8 MHz 
range) resulted in the VFO output be-

ing between 4 and 8 MHz. 
I have learned, after a little experi-

mentation, to set the regenerative 
superhet’s FINE regeneration control 
fully counterclockwise (minimum re-
generation) and tweak the COARSE re-
generation control (just barely touching 
the four-inch long yellow pine “lever” 
that’s clamped to the shaft) so that the 
transition between oscillating and not 
oscillating is somewhere within the re-
generative passband—preferably near 
2 MHz. I then tune just to the low (not- 
oscillating) side and leave it set there. 
Tuning is then done with the VFO after 
making sure both front-end RF ampli-
fier stages are peaked on the band being 
tuned. 

The result is a very narrow IF re-
sponse—so narrow that speech intel-
ligibility is compromised somewhat. 
The sensitivity also appears to be 
high, although that’s very hard to de-
termine. I do seem to hear weak, dis-
tant stations better than before. The 
stations I hear now, tuning with the 
VFO, are separated, not crowded to-
gether. Skirt selectivity is better. I can 
swing the FINE tuning control (the 
floating-rotor capacitor) either side of 
the center of an AM signal and hear 
the signal frequency content becoming 
much higher and also hear fringe howl 
just becoming audible. It’s usually 
necessary to retune the IF slightly for 
the first 30 minutes or so after turning 
on the receiver to keep just below os-
cillation, but that was true before the 
VFO was constructed. Then, as a final 
step to improve sensitivity, the FINE 
regeneration control can be turned 
slowly clockwise until fringe howl is 
heard and then backed off slightly. 
The improvement in signal level as the 
FINE regeneration control is turned 
clockwise is enough to make a not- 
quite-intelligible signal intelligible. 

As I write, the regenerative 
superhet has one peculiar behavior 
that needs further investigation and 
correction. After several hours of 
warm-up, with regeneration set cor-
rectly and a station tuned in, the re-
generation will rapidly increase past 
oscillation, remain there for several 
minutes and then, usually, but not 
always, return to near its original set-
ting. These excursions occur without 
any of the receiver controls being 
touched. I hypothesize that noise in 
the regenerative 2N3819 together 
with the small, but steady, heat build- 
up in the 2N3819 is the cause. I am 
looking toward building a second-gen-
eration regenerative IF board with an 

acrylic coil form for the bifilar trans-
former, heavy bus wire for the con-
ducting paths, a heat sink for the 
2N3819 and conformal coating on the 
board. 

The frequency coverage of the re-
generative superhet is approximately 
4 to 15 MHz with crystals and about 6 
to 10 MHz with the VFO. A frequency 
counter would be a useful addition to 
the regenerative superhet. 

Conclusion 
I have written this article to make 

available several possibly useful ideas 
to anyone who homebrews receivers: 
1. Enclosure of solid-state receiver cir-

cuitry in a galvanized steel enclo-
sure with individually shielded com-
partments 

2. Capacitor coupling for a short an-
tenna to a two-tuned-circuit front end 

3. A tunable, high gain, selective re-
generative IF amplifier driving a 
diode-bridge detector 

4. A floating-rotor band-spread ca-
pacitor 

5. VFO tuning, which together with the 
tunable IF, allows setting the IF for 
high sensitivity and narrow band-
width, and 

6. A power supply separated from the 
receiver by a cable of sufficient 
length to reduce noise pickup from 
the power supply. 
Some of these ideas are not new; 

some of them may be. They can be com-
bined to make an interesting receiver. 
I should also mention the very impres-
sive homebrew receiver of W8ZR that 
I saw on the Web. It has a similar 
two-stage toroid-coil front end. I had 
completed the regenerative superhet 
before I saw his article. 

Notes 
1E. Bucher, Vacuum Tubes in Wireless Com-

munication, (Bradley, Illinois: Lindsay Pub-
lications Inc); www.lindsaybks.com/prod/ 
otr.html. Lindsay now prints this book, 
which was originally published in 1918. 

2D. L. Metzger, Electronics Pocket Hand-
book, second edition (Englewood Cliffs, 
New Jersey: Prentice Hall, 1992), p 42. 
Bill Young, WD5HOH, is retired fol-

lowing a 36-year career as a project en-
gineer and manager with NASA in the 
biomedical hardware area. He was 
first licensed as KN5DNM in about 
1953, and he has been WD5HOH (Gen-
eral) since about 1980. Bill holds a 
BSEE degree from the University of 
Texas (1961) and an MS degree from 
the University of Houston at Clear 
Lake in environmental management 
(1981).             �� 
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HF Receiver Dynamic Range: 
How Much Do We Need? 

By Peter E. Chadwick, G3RZP 

We often discuss how good receivers are. 

Let’s look at how good they need to be. 

It was realized in the 1960s that the 
performance of many HF ama- 
teur—and for that matter, com-

mercial—receivers was limited by 
their lack of dynamic range. Dynamic 
range is defined as the ability to pro-
duce an acceptable output from a weak 
wanted signal in the presence of large 
unwanted signals on possibly widely 
separated frequencies. Unfortu-
nately, the term “dynamic range” has 
been applied to a number of different 
receiver parameters, so it is necessary 
to define it exactly here. 

Dynamic Range: What Is It? 
In the field of radio engineering, dy-

namic range is arguably one of the most 
confusing terms available, since it has 
several different meanings depending 
upon the context. For purposes of this 
article, there are several dynamic-range 
definitions applicable. These are: 
•  Limitations produced by the inter- 

modulation in the receiver 
•  Effects caused by local-oscillator 

phase noise (reciprocal mixing) 
•  Spurious responses, both internal 

and external 
As a general principle, a receiver 

should be designed so that its dynamic 
ranges, as limited by intermodulation 
and phase noise, are equal; that way, 
none of its available performance is 
wasted. Various real factors can 
modify this principle, though, and as 
shown later, can lead to a demand for 
a larger phase-noise-limited dynamic 

range. The limitation set by spurious 
responses may be the result of either 
discrete spurs in injection frequencies, 
or it can be caused by the classic re-
ceiver spurious responses such as im-
ages, harmonic mixing and so forth. 

Intermodulation-limited dynamic 
range or ILDR, often confusingly re-
ferred to as spurious-free dynamic 
range or SFDR, is defined as: 

( )dB 
3

2
NFIP3ILDR −= (Eq 1) 

where IP3 is the input third-order in-
tercept point in dBm, and NF is the 
receiver’s equivalent input noise floor 
in dBm—not to be confused with its 
noise figure. ILDR represents the 
range, in decibels, between the level of 
input signals that are strong enough 
to cause intermodulation equal in 
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level to the receiver noise floor and the 
noise floor itself. 

The ILDR concept is based on simple 
third-order intermodulation of two 
strong signals. Where there are many 
signals intermodulating together, there 
would be far more products. Further, 
because the signals are modulated, the 
products have a mixture of the modula-
tions of the individual signals on them, 
so the effect becomes more noise-like. 
That explains why the total number of 
signals available is important. 

If it were assumed, however, that the 
ILDR needed to be such that the stron-
gest signals would produce IM products 
10 dB below the noise level measured at 
the antenna terminals, provided such 
IM products were not excessive in num-
ber, the number of signals would have 
little effect. To quantify these numbers, 
some arbitrary assumptions are made: 
The number of IM products [which is 
0.5n(n–1), where n is the number of sig-
nals producing the intermodulation, see 
Reference 1] multiplied by twice the 
measurement bandwidth is to be less 
than 10% of the bandwidth over which 
the measurement is made. For example, 
if the bandwidth over which measure-
ment were made were 5 MHz and the 
measurement bandwidth were 3 kHz, 
then the number of products multiplied 
by 6 kHz should not exceed 500 kHz. 
Solving the quadratic equation for n 
gives a maximum number of signals in 
the largest bin of 13.1 The assumption is 
that although each intermodulation 
product has a bandwidth of twice the 
original modulation, the lack of correla-
tion between the various signals in the 
largest bin means that the IM products 
have a negligible chance of summing in 
any one particular measurement’s 
bandwidth. 

The next lowest bin also needs con-
sideration. For any given input 
intermodulation intercept point, sig-
nals in the next lowest bin will produce 
IM products 30 dB lower than those in 
the higher bin. Unless the number of 
products exceeds 1000, they will not 
have any effect on a performance tai-
lored towards not producing measur-
able IM products from the higher bin. 
This requires the number of signals in 
the bin to be fewer than 45. The same 
argument means that the third bin re-
quires less than 106 products or over 
1400 signals within it. 

As far as the HF amateur bands are 
concerned, the largest signals are gen-
erally those in the closest interna-
tional-broadcasting bands. Those are 
the 49 and 41-meter bands for 7 MHz, 
the 31 and 25-meter bands for 10 MHz 
and the 21 and 19-meter bands for 14 
MHz. These signals are about 10-kHz 
wide, so the number of available sig-
nals that do not overlap within the 
band under consideration can be con-
sidered low enough to meet the above 
criteria for bin numbers. 

Phase-noise-limited dynamic range 
(PNDR) is given by: 

( )dB log10 fNPNDR ∆α +−= (Eq 2) 

where α is the phase noise spectral 
density in –dBc/Hz of the local oscilla-
tor at the offset frequency under con-
sideration. NF is the receiver’s equiva-
lent input noise floor in dBm, and ∆f is 
the receiver bandwidth in hertz. 
PNDR thus represents the level of a 
single off-frequency signal that would 
increase the noise floor by 3 dB. 

Spurious-free dynamic range is deter-
mined by both ILDR and PNDR, be-
cause either effect can raise the recei- 
ver’s noise floor—directly in the case of 
internal spurious, and dependent upon 
the level and exact frequency of the in-
terferer in the case of the external spu-
rious. Because a spurious response is 
usually a narrow-band phenomenon, it 
represents a limitation in performance 
that is bandwidth-dependent: A nar-
rower bandwidth would reduce the 
receiver’s noise floor, all other factors 
being equal; but the spurious response 
would stay at the same level. Ideally, all 
spurs should be such that they are be-
low the noise floor at the narrowest re-
ceiver bandwidth. 

The Radio Environment 
The actual dynamic range that is 

required for HF receivers operating in 
the Amateur Service has not been de-
termined in any detail, as far as I 
know. Reference 2 contains some data, 
but it is not exhaustive. Reference 3 
determines acceptable noise figures 
for LF-band DX operating. Reference 
4 contains much the same informa-
tion. Reference 5 shows some data, but 
is concerned more with the generality 
of the HF band. Reference 6 uses fig-
ures from a 1970s professional survey 
of the HF band. Furthermore, all these 
references are now rather old. Because 
of this lack of up-to-date information, 
a question arises as to how much per-
formance is really needed. I decided to 
make a series of measurements. 

Note 
1The term “bin” in this context is a selected 

group of signals of a defined characteris-
tic, for example, between defined fre-
quency or amplitude limits. The parameter 
is the number of signals in a given “bin.” 

Fig 1—Measurement equipment arrangement. The transfer switch connects ports A and 
B at the same time as ports C and D. Alternatively, it connects A to C and B to D. 

Measurement Techniques 
This is a case where simple and rather 

old equipment can give more meaning-
ful results than a mass of data from a 
computer-controlled spectrum ana-
lyzer. For example, a “peak-hold” can-
not differentiate between the signal 
reaching its peak and a transient. An 
HP-141 spectrum analyzer was used to 
count the number of signals of various 
levels present at the receiver input. (See 
Fig 1.) The display’s center frequency 
was chosen for each measurement to be 
the lower edge of each amateur band. 
Then the band was chosen that had 
the greatest signals contained within 
±1 MHz of that frequency. These were 
nonamateur signals, of course. 

The noise from the antenna in an 
SSB bandwidth was measured using 
my station receiver (an FT-102), a cali-
brated signal generator and a step 
attenuator. Again, a computer-con-
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trolled system would have difficulty 
deciding if the signal on the channel 
were noise or a signal. 

The band ±1 MHz relative to the 
amateur band was chosen on the basis 
that receivers of reasonable perfor-
mance would almost certainly have 
some band-limiting filters at their in-
puts. The antennas were tuned, as is 
common amateur practice, and so pro-
vided some—but not very much—dis-
crimination against out-of-band sig-
nals. 

The antennas used in the determi-
nation were as follows: 

•  10 meters, four-element monoband 
Yagi at 68 feet 

•  15 meters, four-element monoband 
Yagi at 68 feet, interlaced with the 
10-meter beam, separate feeders 

•  20 meters, five-element monoband 
Yagi at 62 feet 

•  30 meters, 
    (1) 80 meter dipole at 60 feet, fed with 

open wire line and matching unit 
    (2) Sloping dipole from 60 feet, slop-

ing to west 
•  40 meters 
   (1) 80-meter dipole as for 30 meter 
    (2) Sloping dipole from 60 feet, slop-

ing north-northwest 
    (3) Sloping dipole from 60 feet, slop-

ing east 
    (4) Sloping dipole from 60 feet, slop-

ing south-southwest. The unused 
sloping dipoles were inductively 
tuned to act as reflectors 

•  80 meters 
   (1) The 80-meter dipole, as for 40 

and 30 
    (2) the 60 foot tower, top loaded with 

the beams, fed as a folded unipole 
•  160 meters, the tower as for 80 

meters. 

Measurements were always made 
using the antenna that gave the largest 
signals. The location is rural, and calcu-
lation of the received noise levels from 
estimates of the capture area of the 
antennas, combined with the expected 
rural noise field strengths derived from 
the ITU curves, gives broad agreement 
with the results actually achieved. Al-
though by no means exact measure-
ments, the results are of the correct or-
der of magnitude—see Reference 4. 

Because the effect of limited PNDR 
and ILDR is to raise the perceived noise 
floor of the receiver, I needed some 
method of determining if the receiver 
were operating in a linear range. This 
was done by using an audio output 
meter, switching the AGC off and using 
the manual RF and AF-gain controls to 
set a reference level when the antenna 

was connected. By switching the attenu-
ator to a large attenuation (60 dB or 
more), the effects of the receiver’s inter-
nal noise floor could be determined. If 
the drop in output was more than 10 dB, 
it was considered that the receiver noise 
contribution was negligible. As a test for 
linearity, 3 dB of attenuation was 
switched in with the antenna connected 
and the output was observed to drop by 
3 dB in all measurement cases. If the 
measurements had been limited by 
intermodulation, the insertion of a 3-dB 
loss in the antenna feed would have 
caused a much greater drop in output. 

Results 
Preliminary investigation centered 

on finding that part of the HF spectrum 
offering the largest signals to the re-
ceiver. As expected in the European 
environment, this was found to be on 
7 MHz in the 41-meter broadcast band. 
Measurements to confirm this were 
taken in other bands, but the most de-
manding receiver environment was con-
firmed as 7 MHz. WE9V suggested in 
private communication that 28 MHz 
might be more demanding, but this was 
not so, basically because the higher sig-
nal levels appear always to be associ-
ated (not surprisingly) with a greater 
antenna noise. 

Measurements were made at several 
times, with attempts to measure the 
same frequencies at similar times of 
day. Signals were classified into several 
ranges or bins by their power level and 
frequency. The power-level bins were 
–10 to –20, –20 to –30, –30 to –40, –40 to 
–50 and –50 to –60 dBm. The frequency 

bins were each 200 kHz wide, covering 
7.0 ± 1 MHz. The number of signals that 
fell into the highest two or three power 
bins was particularly noted. It was in-
teresting that on several occasions, 
there were signals in the top bin and 
none in the next bin. It was not consid-
ered worthwhile to count the exact num-
bers of signals in the lower-power bins, 
as their effect would be relatively negli-
gible, and they would be difficult to de-
termine from the analyzer display. The 
worst cases (largest signals and least 
antenna noises) are shown in Table 1 
below. 

Measurements were made on many 
days, and therefore successive measure-
ments may be unrelated in time. This 
does give a picture of the variation in 
signal levels and noise floor with time. 

Results Analysis: 
Intermodulation Requirements 

From these results, it is possible to 
derive the minimum ILDR that the re-
ceiver needs in order to avoid 
intermodulation problems. This ap-
proach assumes a worst case because it 
makes the assumption that the prod-
ucts will fall on a wanted frequency. 
Another pessimism is to assume that 
even if only one signal were counted in 
the top bin, the IMD was being caused 
by two signals of the same power level. 
Taken together, all these assumptions 
produce a very high probability that 
reception will be intermodulation-free. 

Assume that all intermodulation 
products are required to be 10 dB below 
the received noise level, and that 
intermodulating signal levels are in the 

Table 1—Measurement results for 7 MHz 

UTC Noise Level Number of Signals 

(dBm) –10 to –20 dBm –20 to –30 dBm –30 to –40 dBm 

0200 –99 1 12 12 
0615 –105 0 1 4 
1445 –105 0 1 1 
1500 –108 0 2 2 
1545 –106 0 0 2 
1645 –97 1 3 16 
1715 –91 5 5 20 
1745 –98 2 3 23 
1815 –99 2 8 23 
1945 –97 1 4 18 
2000 –97 3 13 5 
2045 –91 2 6 27 
2050 –94 2 12 23 
2145 –106 0 6 25 
2200 –97 1 3 23 
2230 –99 1 12 10 
2255 –101 2 5 7 
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middle of the bin. That is, if signals ex-
ist in the bin –20 to –30 dBm, they are 
all assumed to be –25 dBm. Because the 
signals in the next lower power bin will 
produce IMD products 30 dB lower in 
power, then unless there are more than 
1000 products (45 signals), it is assumed 
that they can be ignored. This approach 
predicts a worst case, insofar as there is 
an inherent assumption that the prod-
ucts will fall on a wanted frequency. A 
further worst case is to determine the 
necessary intercept-point level as if 
there were at least two signals in the top 
bin, even when only one was observed. 

As an example, we will take the situ-
ation at 1645 UTC in Table 1. The re-
ceived noise level is –97 dBm, so we 
want the noise caused by intermo- 
dulation to be 10 dB lower, or –107 dBm. 
The biggest received signal is in the 
range –20 to –30 dBm, so it is assumed 
that there are two signals at –25 dBm. 
The resultant intermodulation product 
then needs to be at –107 dBm, an 
intermodulation ratio (IMR) of 82 dB. 
From the “2-for-1” rule (IMD ratio de-
creases by 2 dB for every 1 dB decrease 
in power), this IMR will be achieved by 
a system with an input intercept point 
of +16 dBm. 

Applying Eq 1, with the noise floor 
at –107 dBm, allows the ILDR to be 
derived. The receiver noise figure is 
derived by assuming a 3-kHz noise 
bandwidth. That gives a thermal noise 
floor of –140 dBm, and the derived 
noise floor is the difference between 
–140 dBm and a level 10 dB below the 
received noise from the antenna. 

Table 2—IP3, Noise Figure and ILDR Requirements for 7 MHz 

Noise Receiver Noise IP3 Dynamic Range 

UTC Level (dBm) Figure (dB) Required (dB) Required (dB) 

0200 –99 31 +32 94 
0615 –105 25 +20 90 
1445 –105 25 +20 90 
1500 –108 22 +21.5 93 
1545 –106 24 +5.5 82 
1645 –97 33 +36 95 
1715 –91 39 +28 86 
1745 –98 32 +31.5 93 
1815 –99 31 +32 94 
1945 –97 33 +31 92 
2000 –97 33 +31 92 
2045 –91 39 +28 86 
2050 –94 36 +29 89 
2145 –106 24 +20.5 91 
2200 –97 33 +31 92 
2230 –99 31 +32 94 
2255 –101 29 +33 96 

Table 3—Phase Noise Limited 
Dynamic Range Requirements 

Noise Level PNDR 

UTC (dBm) (dB) 

0200 –99 98 
0615 –105 90 
1445 –105 90 
1500 –108 86 
1545 –106 85 
1645 –97 84 
1715 –91 94 
1745 –98 97 
1815 –99 99 
1945 –97 94 
2000 –97 98 
2045 –91 91 
2050 –94 94 
2145 –106 100 
2200 –97 94 
2230 –99 98 
2255 –101 100 

Table 2 shows the third-order inter- 
modulation input intercept point, noise 
figure and ILDR that are necessary to 
ensure that all intermodulation prod-
ucts are at least 10 dB below the an-
tenna noise. Note how much all these 
requirements vary with time of day. 

Table 2 does assume that the added 
noise produced by receiver deficiencies 
is caused either by the noise figure of the 
receiver or by the intermodulation. In 
that case, the effective noise floor of the 
receiver is increased by 0.4 dB. In the 
case where both noise figure and 
intermodulation are raising the noise 
floor, the floor is raised by 0.8 dB. 

Results Analysis: 
Phase-Noise Requirements 

In the case of reciprocal mixing, the 
assumption that signals in lower bins 
can be ignored is invalid. The phase 
noise of all signals will add directly, so 
that 10 signals in a bin 10 dB below 
the strongest signals will add as much 
phase noise as one signal in the top 
bin—assuming of course that the 
phase-noise density is constant. For 
Table 3 below, the effect of any signals 
in the bin 10 dB below the highest level 
has been included. 

Although it is usual to assume that 
phase noise of an oscillator follows the 
model originally developed by Leeson 
(ex W6QHS, now W6NL, see Reference 
7) recent developments in multiple- 
tank oscillators have provided faster 
noise fall-off rates than the classic 
6-dB per octave of separation from the 
carrier. However, many oscillators 

would appear to have practically 
reached the noise floor beyond a few 
megahertz of separation. 

Table 3 uses the data from Table 1 to 
calculate the phase-noise requirements 
that produce oscillator noise 10 dB be-
low the antenna noise. It assumes a 
phase-noise density that is flat with fre-
quency, which is somewhat artificial 
and perhaps unduly pessimistic. To 
counterbalance this, however, the cal-
culations ignore any effects of the gen-
erally greater number of signals in the 
lower-amplitude bins. 

The calculation method used was to 
calculate the absolute power in each 
bin by summing the individual signal 
powers, and then to sum the powers of 
all the bins to give a single-signal 
equivalent input power. The PNDR 
was then determined as the ratio 
(rounded to the nearest decibel) be-
tween the single-signal equivalent in-
put power and a level 10 dB below the 
noise power delivered by the antenna. 

Conclusions 
It is instructive to compare the vari-

ous dynamic range requirements that 
result from the above calculations. Such 
as comparison is shown in Table 4. 

As expected from the above discus-
sion about the number of low-level sig-
nals affecting the PNDR require-
ments, the measurements confirm 
that the demands for maximum PNDR 
do not always coincide with those 
maximum ILDR. Generally speaking, 
PNDR was found to be more stringent 
than the ILDR by up to 11 dB. The 
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required dynamic ranges are not as 
high as has previously been consid-
ered to be the case, but the strong daily 
variations show a vital requirement 
for the available dynamic range to 
have a variable start point. Thus a 
variable antenna attenuator has obvi-
ous advantages, but the attenuation 
steps need to be much smaller than the 
6 dB or even 20 dB steps provided by 
commercial transceivers. G3HCT has 
suggested that even steps as small as 
1 dB can produce significant apparent 
changes in received signal-to-noise 
ratio. The disadvantage is, of course, 
that greater operator skill is required. 

A receiver with a 10-dB noise figure 
on 7 MHz, with a typical input third- 
order intermodulation intercept point of 
about +11 dBm without attenuation, 
could apparently benefit from up to 
25 dB of variable input attenuation. It 
would also need a PNDR of 100 dB at 
the frequency offsets in question. Obvi-
ously, the use of pre-mixer selectivity 
has a major effect on the performance 
requirements, although at 7 MHz, the 
proximity of the broadcast band offers 
little possibility of really effective filter-
ing in conventional circuits. The attenu-
ator is, of course, equally useful for set-
ting the PNDR start point. 

Valid questions are the effects of 
using a narrower measurement band-
width and how far the measurements 
are representative of amateur station 
installations. Since the effect of mul-
tiple-station intermodulation is to 
produce a broadband noise effect, the 
use of a narrower bandwidth will re-
duce the effects proportionately, and 
so to a first approximation, the results 

are independent of receiver band-
width. If performance is limited by the 
PNDR, the same argument will apply. 

For UK amateur practice, it must be 
admitted that the location and antenna 
systems used for the measurements are 
atypical, being respectively quieter and 
larger than many. Even in comparison 
with the US, the installation is probably 
in the upper quartile in these respects. 
This means that the received noise is 
lower than for many amateurs, while 
the received signals will be higher. Even 
in comparison with the super stations, 
although the levels will be different, the 
relative levels of unwanted signals and 
antenna noise will be about the same, 
since larger antennas will tend to de-
liver more noise as well as larger un-
wanted signals. The amateur with a 
small antenna in a suburban garden 
will probably see a higher received noise 
level and a lower level of unwanted sig-
nal, thus easing dynamic-range prob-
lems. Thus, the conclusions are claimed 
to be generally applicable. Although 
measurements were made on 7 MHz 
with the antennas producing the high-
est signal levels, it was noticeable that 
the antennas producing the lower sig-
nal levels also produced lower noise 
floors. So, the dynamic range remained 
the same, although shifted along the 
scale. 

Are our receivers too sensitive? The 
answer is “Probably, but . . .” There are 
some imponderables: On the LF bands 
especially, the use of separate receiv-
ing antennas producing much lower 
signal levels but lower levels of noise 
means that requirements may exist at 
times for the low noise-figure levels 

that are typically seen in modern re-
ceivers. Notice that US conditions 
seem a lot quieter than those in the 
UK. Many UK operators have com-
mented on this, and numerous US 
operators have commented on how 
noisy and crowded the bands are in 
Europe. 

Are our receivers adequate in terms 
of reciprocal mixing? Phase-noise re-
quirements have become more pressing 
since the introduction of synthesized 
equipment; although even here, a ca-
veat exists insofar as the limit can well 
be fixed by the performance of the trans-
mitters producing the large received 
signals. Nevertheless, the requirement 
for good phase-noise performance is 
shown, on the whole, to exceed the re-
quirement for intermodulation perfor-
mance, mostly because all the un-
wanted off-tune signals sum directly to 
degrade performance, even those at 
lower power levels. 

Do our receivers have adequate in-
tercept points and ILDR? The answer 
is apparently “Yes, but only if you can 
move the dynamic range up and down 
to suit conditions.” A not-too-distant 
future job at the G3RZP station is 
build a finely-variable step attenuator 
to go in the antenna line to the re-
ceiver. 
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Periscopes for Microwaves: 
10 GHz without Feed-----Line Loss 

By Paul Wade, W1GHZ 

Here’s how to get 10-GHz energy to the top 

of  your tower with no feed line! 

Microwave operation from 
mountaintops is very effec- 
tive and great fun in sum-

mer. In winter, however, many 
mountaintops are inaccessible and 
more are inhospitable. More impor-
tantly, we are rarely on a mountain 
during short-lived propagation en-
hancements. We would all like to be 
able to operate from home, but many 
of us don’t have superior locations. My 
house is surrounded by trees and my 
tower barely reaches the treetops. 

Some tests have shown that 10-GHz 
operation is possible at my location, 
though. I have made rain-scatter and 
snow-scatter contacts by pointing verti-

cally through a skylight and other con-
tacts by aiming a dish at the tops of trees 
to scatter off them. If I could get the 
10-GHz signal to the top of the tower, 
better results should be possible. 

Traditionally, we use a transmission- 
line feed to get signals to the antenna. 
Feed-line loss is a difficult problem for 
microwave antennas. Low-loss feed line 
is expensive and tends to be large in 
diameter. At 10 GHz, coaxial feed line 
larger than about a half-inch diameter 
will support waveguide modes that in-
crease loss, so coax is not a good choice. 
Waveguide has lower loss than coax, but 
not good enough for a decent tower: The 
loss approaches 10 dB per 100 feet of 
WR-90 waveguide at 10 GHz. 

One alternative is to mount parts of 
the system on the tower. Many hams 
have been using this approach suc-
cessfully, but there are problems with 

weatherproofing and stability over 
temperature extremes. Tales of climb-
ing a tower during a New England 
winter for repairs make this approach 
sound less attractive. 

For several years now, Dick, 
K2RIW, has been talking about the 
merits of a periscope antenna system 
for microwaves. He convinced me to do 
some reading.1 Then, I made some per-
formance estimates for a reasonably 
sized system. The numbers looked 
good, so I decided to put a periscope 
system together and I found that it 
really works. Then, to improve the 
system, a better understanding was 
desirable. 

Description 
A periscope antenna system consists 

1Notes appear on page 51. 

mailto:w1ghz@arrl.net
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of a ground-mounted antenna pointed 
upwards at a reflector that redirects 
the beam in a desired direction. A 
simple version, with a dish on the 
ground directly under a flat 45° reflec-
tor, is shown in Fig 1. The flat reflec-
tor is often referred to as a flyswatter, 
and we will use that terminology. The 
lower antenna does not need to be 
under the flyswatter reflector; the re-
flector tilt angle can compensate for 
offset configurations, as shown in 
Fig 2. The geometry is a bit more com-
plex, but a personal computer could 
easily do the calculations and accu-
rately control the flyswatter pointing. 

Periscope antenna systems have 
been used for fixed microwave links 
with good results, but are no longer 
allowed by the FCC for new commer-
cial installations. The reason seems to 
be that most good sites are so crowded 
with antennas that low side lobes are 
required; stray reflections from edges 
and supports of the flyswatter reflec-
tor make it difficult to meet the re-
quirements. However, for amateurs, 
antenna selection is a matter of indi-
vidual choice. 

The only recent publications found 
in major databases on periscope an-
tennas are in Russian. In English, 
there is a description in the Antenna 
Engineering Handbook1, 2  2 which relies 
on a confusing graph for explanation. 
After some study and working out a 
few examples, it dawned on me that 
the graph is attempting to display an 
equation with four variables in a two- 
dimensional medium. 

The only amateur reference I’ve seen 
for periscope antennas is by G3RPE,3 
and W1JOT was kind enough to provide 
a copy. G3RPE limits his analysis to 
10 GHz, thus eliminating one variable, 
and provides six additional graphs to il-
lustrate some of the possible combina-
tions. This is an improvement but it still 
doesn’t provide much insight. 

I used the G3RPE graphs and the ones 
in the Antenna Engineering Handbook 
to work out estimates for a number of 
possibilities. It appeared that the gain 
of a periscope antenna system could be 
within a few decibels of the ground an-
tenna, given the right combination of 
dimensions. Usually, the flyswatter has 
a larger diameter than the ground an-
tenna. Thus, reasonable antenna gain 
is possible with a dish on the ground, so 
that feed-line loss is low. The “feed-line” 
loss in the flyswatter is power radiated 
from the ground antenna that misses 
the flyswatter and continues into space; 
this is obviously dependent on the ge-
ometry of the periscope components. 

Fig 1—A vertically fed periscope antenna system with an offset-fed parabolic dish. 

Fig 2—An offset- 
fed periscope 
antenna system 
with an offset-fed 
parabolic dish. 
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Fig 3—A rear view of the flyswatter assembly with the tilt sensor 
in place (white box on the angle bar). The swivel caster that 
permits the actuator to swivel is mounted near the top of the 
mast, among several cables. As the actuator lengthens or 
shortens, it adjusts the angle of the flyswatter to alter the takeoff 
angle of the antenna beam. A rotator at the top of the mast moves 
the flyswatter to set the azimuth of the antenna beam. 

Fig 4—The complete flyswatter assembly mounted at the bottom 
of a tower for tests. 

Some combinations of dish, flyswatter 
and spacing can even provide more gain 
than the dish alone—like a feed line 
with gain! 

The beamwidth of the periscope sys-
tem is similar to the beamwidth of a 
dish with the same diameter as the 
flyswatter. For some combinations, 
this can result in a beamwidth signifi-
cantly narrower than a dish with 
equivalent gain—a minor disadvan-
tage for the periscope antenna. 

Another minor problem with peri-
scope antennas concerns polarization. 
If the flyswatter rotation is indepen-
dent of the ground antenna, the polar-
ization changes with rotation. There 
are several ways to compensate: 
1. Rotate the ground antenna as well 

as the flyswatter 
2. Rotate the feed polarization, or 
3. Use circular polarization and accept 

a 3-dB loss in all directions. 
For rain and snow scatter, I’ve found 
that polarization does not seem to be 
particularly critical. 

Since the flat flyswatter is not fre-
quency sensitive, it can be used on other 
microwave bands as well. The ground 
antenna could be a dish with feeds for 
multiple bands, or separate ground an-
tennas could be used, adjusting the fly- 
swatter angle for each band. 

Construction 
The first step in constructing a peri-

scope was to find a good-sized piece of 
aluminum for the flyswatter. I located a 
30-inch octagon left over from one of my 
daughter’s high-school adventures (I’ve 

been assured that it came from scrap 
somewhere and not from a road sign). 
To stiffen the mounting area, I attached 
a heavy aluminum frying pan with a flat 
rim to the center of the octagon and 
bought a new pan for the kitchen. 

I’ve seen commercial periscope in-
stallations with fixed flyswatters and 
they looked straightforward: The 
flyswatter is attached to the side of the 
tower and bolted down after adjust-
ment. However, I’ve seen no example 
of a flyswatter that rotates and tilts, 
so the difficult part was figuring out 
the mechanics. 

One approach for rotation would be 
to mount the flyswatter on the central 
mast below other antennas. The mast 
could pass through a central hole in 
the flyswatter. For a larger flyswatter, 
the area blocked by the tower would 
be small, but I wanted to do initial 
testing with a reasonably sized reflec-
tor. An alternative that is shown in the 
G3RPE article mounts the flyswatter 
on one side of the mast, with the 
ground antenna following it around 
the tower as it rotates. 

A better approach is to mount the 
flyswatter on the side of the tower, with 
rotator and support above it, out of the 
RF path. Since I didn’t trust an ordinary 
rotator in tension with the antenna 

weight pulling it apart, I chose the style 
that has the mast passing through the 
body of the rotator. This is attached to a 
very solid side bracket, available from 
IIX Equipment.4 The tower causes some 
blockage in one direction, but not 
enough to prevent successful contacts. 

Tilting the flyswatter is a little more 
difficult, but that is important for scat-
ter propagation. For a pivot, I drilled 
a hole through the mast for a stainless 
steel rod, which passes through sleeve 
bearings on each side. Two pieces of 
aluminum angle are mounted to the 
frying pan with a bearing fit in each; 
the mast is sandwiched between them. 
Fig 3 is a photograph of the assembly 
that should make this clear. To power 
the tilt mechanism, K2CBA provided 
an old TVRO dish actuator. The trial 
flyswatter assembly is shown in Fig 4. 

When we tested the flyswatter before 
raising it, we found that the tilt actua-
tor would bind—the actuator needed to 
pivot as the flyswatter tilted. Another 
bearing was needed in place of the 
U-bolts around the actuator in Fig 3. A 
quick trip to the hardware store located 
a large swivel caster, normally used for 
moving heavy machinery, with mount-
ing holes that matched the U-bolt holes. 
When the caster wheel was removed, 
the actuator fit in the space and was 
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clamped in place by the axle bolt, as 
shown in Fig 5. Now the tilt operated 
smoothly, and we could move the assem-
bly into position near the top of the 
tower, as shown in Fig 6. 

On-the-Air Performance 
For initial testing, I set up a 10-GHz 

rover system with an 18-inch DSS dish 
directly under the flyswatter. Separa-
tion between dish and flyswatter was 
about 10 meters, so the estimated gain 
from the curves was about 5 dB down 
from that of the 18-inch dish, but with 
the narrow beamwidth of a 30-inch dish. 
In addition, only crude azimuth and el-
evation indications were available. 
Clearly, this was not the optimum con-
figuration, but it was adequate for ini-
tial testing. 

The first 10-GHz tests were disap-
pointing. Without any rain or other 
propagation enhancement, stations at a 
moderate distance were extremely 
weak, and closer ones were audible in 
all directions with no discernible peak. 
With trees in all directions, wet foliage 
was scattering and absorbing signals. 
After a couple of days without rain, sig-
nals weren’t much better. The flyswat- 
ter does not clear the treetops; foliage 
has significant attenuation at 10 GHz. 

Rain-scatter performance is much 
better. With rain predicted for the 
1998 June VHF QSO party, I made a 
radome over the 10-GHz rover system 
using clear plastic garbage bags. We 
had several inches of heavy rain dur-
ing the contest, which produced strong 
rain-scatter signals. I was able to work 
stations in four grids, with a best DX 
of 131 miles. I probably could have 

Fig 5—A close-up view from the mast end of the actuator. A 
heavy-duty, flange-mounted swivel caster serves as a mount and 
bearing for the actuator once the caster wheel is removed. The 
flange is secured to the mast by two U bolts. 

Fig 6—The complete flyswatter assembly mounted at the top of a 
tower. 

worked more if the rain hadn’t stopped 
on Sunday morning. Most of the con-
tacts were on CW, but AF1T, 41 miles 
away, was so loud that we switched to 
SSB. If you’d like to hear Dale’s sig-
nal, there are some sound clips at 
www.qsl.net/n1bwt. 

Rain-scatter signals typically have 
reasonably broad headings, so my crude 
azimuth indication was adequate. For 
elevation, a local beacon peaked broadly 
somewhat above horizontal, so I left the 
tilt at that setting. For normal propaga-
tion, beamwidth of the periscope an-
tenna should be quite narrow, like any 
high gain antenna, so a better readout 
system is needed. 

Since these initial tests, I have 
added a larger fixed dish at the base of 
the tower and a digital tilt indicator. 
With these improvements, I am able 
to make local 10-GHz contacts without 
enhancement; in addition, more-dis-
tant home stations may be contacted 
whenever there is any precipitation, 
typically in three grid squares. Fortu-
nately, I am also able to work moun- 
taintop stations without precipitation 
enhancement, since the precipitation 
tends to discourage the less hardy 
ones. To date, I have worked six grid 

squares, three without precipitation 
enhancement, on 10 GHz with the 
periscope antenna system. 

We have noticed that rain scatter 
has an auroral quality, probably from 
random Doppler shift from raindrops 
falling at different speeds. Snow scat-
ter can provide outstanding signals; if 
there is no wind and the snowflakes 
are large, the flakes fall slowly and 
good SSB quality is possible. Unfortu-
nately, the northeast part of the USA 
had a severe drought for most of 1999 
and another in 2001, so good condi-
tions have been rare. 

One last point concerns wind load-
ing: I have never seen the flyswatter 
move or waver in any wind condition, 
even though the rotator is a cheap TV 
model with plastic gears. A dish of the 
same diameter has much more wind 
load than the flat reflector, and it 
would probably have long ago stripped 
the gears. For a very large flyswatter, 
it might be prudent to tilt it flat when 
not in use to further reduce wind load. 

Analysis 
While my periscope antenna ap-

peared to work quite well, I really 
wanted to understand it better. There 

http://www.qsl.net/n1bwt
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are two papers on periscope antenna 
systems referenced in the Antenna En-
gineering Handbook (see References 1 
and 2), but I was not able to locate copies 
until several months later. The first 
paper, by Jakes,5 used an analog com-
puter for the analysis, which produced 
the confusing graph in Antenna Engi-
neering Handbook. The second paper, 
by Greenquist and Orlando,6 proved 
more promising, since it included not 
only a more detailed analysis of peri-
scope gain, but also some measured re-
sults from actual antennas. The gain at 
4 GHz is presented as a series of graphs 
similar to Fig 7. These curves are for a 
flyswatter with a square aperture, but a 
circle or other shape would only change 
the gain by a decibel or so. In addition, 
the true aperture is the projected aper-
ture, viewed from the 45º angle, so that 
a rectangular flyswatter is needed to 

provide a square aperture and an ellipse 
is required for a round aperture. For 
simplicity, we will refer to the length of 
one side or diameter as the flyswatter 
aperture dimension, and not quibble 
about that last decibel or so. 

A simple view of a periscope antenna 
considers it as a reflector antenna, just 
like a dish. The flat flyswatter reflec-
tor can be considered as a parabola 
with infinite focal length, so it must be 
fed from infinitely far away for the il-
luminating energy to be a true plane 
wave. Far-field radiation from an an-
tenna is approximately a plane wave. 
Therefore, the feed dish can provide a 
plane wave if it is far enough away so 
that the flyswatter is in the far field, 
or Fraunhöfer region, of the dish— 
that is, beyond the Rayleigh distance. 
The gain of the periscope would be the 
gain of the flyswatter aperture area if 

the dish were able to illuminate it ef-
ficiently; a larger flyswatter would 
provide more gain. 

However, as we shall see, the peri-
scope antenna provides much better 
performance if the reflector spacing is 
smaller; that is, less than the Rayleigh 
distance of one of the reflectors. There-
fore, a more complex analysis is re-
quired to calculate the gain. We must 
account for not only imperfect illumi-
nation of the flyswatter, but also the 
path loss (space attenuation) between 
the dish and flyswatter. Since path 
loss is defined between two isotropic 
antennas, we must also include the 
gain of the dish and flyswatter; both 
must be compensated for operation in 
the near field, or Fresnel region. In the 
Fresnel region, a large flyswatter may 
be illuminated with more than one 
Fresnel zone, and the second zone is 

Fig 7—System-gain plots for periscope antennas fed by dishes of various diameters. At A, a 10-λλλλλ λλλλ λλλλ
λλλλ

-diameter dish; at B, 16 λ; at C, 25 λ; at 
D, 40 λ. 
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out of phase with the first, causing 
losses. In total, five terms are neces-
sary for the periscope gain calculation: 

G1—the gain of the dish, with 
Fresnel correction factor 

Space attenuation—the path loss 
between dish and flyswatter 

G2—the aperture gain of the flys- 
watter when intercepting power from 
the dish, including Fresnel correction 
factor 

Edge effect—loss of efficiency at the 
edge of the flyswatter due to diffraction 

G3—the aperture gain of the 
flyswatter radiating into free space, 
corrected for illumination taper 

The system gain of the periscope 
antenna is the sum total of these gains 
and losses. 

The periscope-gain calculations in-
volve a couple of difficult functions, so it 
took some work before I was able to do 

the calculations. One function, the 
Fresnel sine and cosine, I had needed 
previously7 to calculate the phase cen-
ter of horn antennas. The code for this 
was written by Matt, KB1VC. To correct 
for the illumination taper, a spherical 
Bessel function, Λ, is needed. This func-
tion proved more difficult; the paper 
says, “Spherical Bessel functions of the 
form Λp(v) are tabulated.” For these 
functions, Silver8 refers to Tables of 
Functions9 by Jahnke and Emde; fortu-
nately, Byron, N1EKV, had a copy and 
lent it to me so that I could make and 
verify the calculation. Today, of course, 
we have personal computers, so no one 
uses books of tabulated functions. 
(Note: Spherical Bessel functions Λp(v) 
are not the same as Bessel functions for 
spherical coordinates jn(x) found in mod-
ern references.10, 11 11, 1, 12) 

Once I was able to calculate peri-

scope gain and reproduce the results 
of Greenquist and Orlando, I wanted 
to understand the complex relation-
ship between the different dimen-
sions. The equations are far too diffi-
cult to offer any insight, so my ap-
proach was to graph the results and 
attempt to visualize the relationships. 

The first step was to replot the 
curves from Greenquist and Orlando 
in terms of wavelengths, so they are 
usable at any frequency. Each curve in 
Fig 7 shows the periscope gain for a 
specific dish size as a function of 
flyswatter aperture and height (reflec-
tor spacing). Note that it is possible with 
some combinations to achieve a system 
gain several decibels higher than the 
gain of the dish alone. The curves are 
dotted lines where the system gain is 
higher than the dish alone. Best gain 
occurs when the flyswatter is larger 

Fig 8—System-gain plots for periscope antennas with various flyswatter apertures. At A, a 16-λλλλλ λλλλ λλλλ
λλλλ

 aperture flyswatter; at B, 25 λ; at C, 40 λ; 
at D, 64 λ. 
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than the dish, and there appears to be 
an optimum height—but we can’t see 
what produces the optimum. However, 
we know that path loss follows an in-
verse-square law: Doubling the distance 
increases path loss by 6 dB. To increase 
reflector gain by 6 dB requires a dou-
bling of aperture diameter. Thus, we can 
understand why large gains require a 
large dish and larger flyswatter. 

We can also see that large gains also 
require extremely large reflector spac-
ing. Re-arranging the curves for spe-
cific flyswatter sizes (Fig 8) shows the 
same trend, but it doesn’t really add 
any insight. The dotted portions of the 

Fig 9—Normalized performance of periscope antennas for any dish size. At left is a three-dimensional representation; at right is a two- 
dimensional representation with the third dimension communicated by shades of gray. 

Fig 10—Normalized performance of 
periscope antennas based on height 
(reflector separation) versus 
flyswatter aperture. 

curves again represent combinations 
where the system gain is higher than 
the gain of the dish alone. 

The problem is that we are trying to 
display a four-dimensional problem in 
a two-dimensional medium. A three- 
dimensional graph might help, if we 
could reduce the problem to three di-
mensions. My approach is to normal-
ize the other quantities in relation to 
the dish diameter, so that one axis is 
the ratio of flyswatter aperture to dish 
diameter and the gain is the effective 
gain of the periscope, the ratio of 
system gain to dish gain. The height, 
or reflector spacing, is normalized to 

the Rayleigh distance of the dish 
diameter D: 

λ

22D
distanceRayleigh = (Eq 1) 

In Fig 9, we can see the effective gain, 
or increased gain provided by the 
periscope system over the dish alone, in-
creasing as the relative flyswatter aper-
ture increases. The 3-D plot in Fig 9A 
also shows that the range of optimum 
combinations is narrow and gain falls 
off quickly if we miss. The maximum 
effective gain shown is about 4 dB, with 
gain still increasing at the edge of the 
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graph. The graph from Jakes (see Note 
5) shows an asymptotic value of 6 dB as 
the flyswatter becomes infinitely large. 
Other numerical values are difficult to 
discern from the 3-D plot, so a 2-D ver-
sion is shown in Fig 9B, looking down 
from the top. We must rely on shading 
and the gain bar to read to find effective 
gain values. 

In Fig 9, it is apparent that the gain is 
not limited by the Rayleigh distance of 
the dish. However, if we instead nor- 
malize the height to the flyswatter’s 
Rayleigh distance, using the flyswatter 
diameter or square side for D in the 
calculation, the optimum combination 
becomes apparent in Fig 10. The 3-D 
plot illustrates that the range is narrow, 
and the contour lines below the plot in-
dicate the values. The contour lines for 
high effective gain are all in the range of 
0.2 to 0.3 on the horizontal axis, the ratio 
of height to flyswatter’s Rayleigh dis-
tance. Thus, the height for best effective 
gain is roughly 1/4 of the flyswatter’s 
Rayleigh distance, regardless of fly- 
swatter size. Usually, we already have 
a tower of height, h, and would like to 
find the optimum size flyswatter aper-
ture A: 

λhA 2   ≅
(Eq 2) 

A flyswatter larger than this opti-
mum size suffers excessive losses 
caused by the Fresnel and illumination 

Fig 11—Periscope antenna 
performance with 700 λλλλλ height 
(reflector separation). 

Fig 12—System gain of a periscope antenna with 700 λλλλλ height (reflector separation). 

taper effects; in the plot, this is the area 
to the right of the gain peak. To the left 
of the peak is the area where the dis-
tance is too large or the flyswatter too 
small, and the gain decrease is inverse- 

square, due to space attenuation, the 
path loss between the two reflectors. 

Since the Rayleigh distance is a func-
tion of the square of the aperture, the 
relationship between the dimensions is 
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still not obvious. A realistic example 
should help. My periscope installation 
is about 20 meters high, or roughly 
700 λ at 10 GHz. The effective gain for 
this height is plotted in Fig 11 as a func-
tion of dish and fly-swatter size. The op-
timum flyswatter size is roughly 40 λ, 
about what we would calculate using 
the formula above. However, the effec-
tive gain increases as dish diameter de-
creases (notice that this axis is reversed 
for better visibility). Yet we know that 
dish gain increases with diameter, so 
what is happening to the system gain? 
Look at Fig 12: The system gain has a 
broad peak with a dish diameter around 
30 λ and a flyswatter aperture around 
40 λ. If we can’t find these exact sizes, 
any combination inside the contour 
circle below the 3-D plot will be with a 
couple of decibels of optimum. 

We learn from Figs 11 and 12 that a 
smaller dish contributes only a small 
gain to the system, while a larger dish is 
too large to illuminate the fly-swatter 
effectively at this distance. Best system 
performance is a compromise between 
the effective gain of the periscope and 
the gain of the dish alone, and it must be 
determined for a particular height. 

Reaching an intelligent compromise 
requires that we be able to estimate 
performance. The graphs included here 
should be adequate for rough estimates; 
they were created using MATLAB1313 
software, which is powerful but a bit 
expensive for amateur use. However, I 
was able to create a Microsoft Excel 
spreadsheet that performs the peri-
scope-performance calculations, so that 
you may make accurate estimates for 

Fig 13—System gain of the W1GHZ periscope antenna (1-meter 
dish with flyswatter 20 meters high). 

Fig 14—Gain versus frequency plot for the W1GHZ periscope 
antenna from 2 through 11 GHz. 

any dimensions. You may download 
periscopegain.xls from www.w1ghz. 
org. Color versions of these graphs are 
also available on this Web site. 

Enhancements 
The original periscope trial system 

described above was rather small: Both 
the dish and the flyswatter are under-
sized for 20 meters of separation, result-
ing in the estimated 5-dB loss. One so-
lution would be to reduce the separa-
tion, but this would elevate the bottom 
dish and require a “lossy” feed line. A 
better solution would be to increase the 
size of the dish and flyswatter. 

I recently increased the dish size 
and made the installation permanent 
by adding a fixed, one-meter diameter, 
offset-fed dish at the base of the tower. 
The flyswatter mounting structure 
was designed to accommodate a flys- 
watter at least 3 feet wide and 4 feet 
high, so there is room for improvement 
here also. In addition, since dishes and 
flat reflectors aren’t frequency sensi-
tive, it would be great to use the peri-
scope system on more than one band. 
The calculated periscope system gain 
in Fig 13 shows roughly a 3-dB im-
provement at 10 GHz with the 1-meter 
dish over the line for the previous 
18-inch (~0.5-meter) dish. 

Fig 13 also shows the system gain 
for several microwave ham bands as a 
function of flyswatter aperture. 
Clearly, a larger flyswatter than the 
current 0.76-meter aperture is desir-
able, particularly at lower frequen-
cies. The optimum flyswatter aperture 
for 10 GHz is about 1.2 meters, which 

is manageably large. Fig 14 plots the 
periscope system gain versus fre-
quency for the 1-meter dish with a 1.2- 
meter flyswatter as well as the current 
0.76-meter one with both the one- 
meter dish and the original 18-inch 
dish. The dotted curves show the gains 
of the dishes alone. The current sys-
tem is comparable with a 24-inch dish 
at 10 GHz and falls off at lower fre-
quencies. Yet the largest combination 
provides performance close to a 
1-meter dish—not only at 10.368 GHz, 
but also at 5760 and 3456 MHz. This 
looks like a winner! Even at 2304 MHz, 
the mediocre gain is comparable with 
a medium-sized loop Yagi. 

These additional bands are almost 
free—only a feed horn is required. The 
offset dish has a huge advantage for 
multiband operation: The feedhorn 
and support are out of the beam. I 
envision a carousel of feed horns next 
to the dish, changing bands by rotat-
ing the appropriate horn into position 
at the focal point of the dish. Two-band 
operation is much simpler: A dual- 
band feed horn14 will do the job. 

Will the periscope work on higher 
bands? Of course it will, if the dish and 
flyswatter reflectors have surfaces 
that are good enough. They need to be 
parabolic or flat within about λ/16. As 
an example, I made some estimates for 
my system at 24 GHz. For a height of 
20 meters, our formula estimates an 
optimum flyswatter aperture, A, of 0.7 
meter, close to that of my current sys-
tem, so I extended the curves of Fig 14 
to include 24 GHz in Fig 15. The curve 
for my current combination, a 1-meter 

http://www.w1ghz.org
http://www.w1ghz.org
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dish with a 0.76-meter flyswatter, has 
maximum gain around 15 GHz and 
falls off at 24 GHz to provide less gain 
than at 10 GHz. My proposed larger 
flyswatter is even worse at 24 GHz, 
with low gain and very narrow beam- 
width because of the large flyswatter 
aperture—a bad combination. How-
ever, the smaller flyswatter with a 
small 0.5-meter dish looks good. The 
gain is higher than the dish alone. 
Feed line without loss at 24 GHz is a 
real miracle! 

As usual, we can’t have everything 
and so must compromise. With the 
larger dish and flyswatter, I could get 
good performance on 10 GHz as well 
as 5760 and 3456 MHz. With the 
smaller dish and flyswatter, I could 
have 10 GHz and 24 GHz but not much 
gain on the lower bands. Since my big-
gest obstacle is foliage, I would prob-
ably do better at lower frequencies. 
However, a more complex alternative 
might be to use the smaller flyswatter 
with both dishes, moving and tilting 
the flyswatter to change bands. 

Conclusion 
The periscope antenna system has 

enabled me to achieve better micro-
wave results from my home than I 
could before. Without it, I can’t get out 
of my own backyard if the weather is 
good. The system works well on rain 
and snow scatter; in many areas, rain 
is easier to find than altitude. The 
periscope is worth considering as an 
alternative to high feed-line losses or 
tower mounted systems. 

I don’t believe I have explored the 
full potential of this antenna, so I urge 
you to try it and report the results. The 
analysis and graphs shown here 
should enable you to understand peri-
scope antenna operation and allow you 
to design one with confidence. 
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Tdcef@110.net 

A Low-Loss 
VHF/UHF Bias Tee 

By Tom Cefalo Jr, W1EX 

A simple circuit lets your transmission line do double duty. 

When I became interested in 
satellite communications, I 
decided to operate the popu-

lar 2-m/70-cm mode. To reduce the 
system noise overall, low-noise ampli-
fiers were installed at the antennas. 
To avoid running additional cables 
from the station up to the antennas to 
power and control the low-noise ampli-
fiers, I decided to use the RF coaxial 
cable as the medium to carry out this 
task. This method provides a low- 
resistance path and eliminates addi-
tional cabling. 

To perform this function, a device 
called a dc injector—more commonly 
known as a “bias tee”—is required. A 

bias tee allows dc power to be super-
imposed onto a transmission line with-
out altering the RF characteristics, 
thereby allowing both signals to share 
a single cable. This article describes a 
low-loss bias tee that has been opti-
mized for each band. 

Theory of Operation 
Fig 1 shows a typical bias tee and the 

component values for the two bands of 
operation. The bias tee has three 
ports: a dc port, an RF port and a 
RF+dc port. The operation of the cir-
cuit is very simple. The series capaci-
tor provides a dc block to stop the dc 
voltage from appearing at the RF port. 
This capacitor must have low-loss 
characteristics so it can safely pass the 
transmitted RF power. In addition to 
this, the capacitor’s self-resonant fre-
quency must be above the desired 

band of operation. To meet these re-
quirements, a ceramic-chip capacitor 
was selected. These capacitors have 
low dissipation factors, little series 
inductance, high breakdown voltages 
and those with larger packages will 
safely transfer the transmitted power. 

The RF choke has a dual role. First, 
it provides a means to inject dc power 
onto the center conductor of the co-
axial cable. Second, it presents high 
impedance to the RF signal. This pro-
vides isolation between the RF signal 
and the dc port. In other words, it pre-
vents the RF from flowing through the 
dc port. As a general rule of thumb, the 
inductive reactance should be at least 
10 times the system impedance (the 
characteristic impedance of the co-
axial transmission line). However, the 
self-resonant frequency of the induc-
tor must be above the band of opera-

mailto:Tdcef@110.net
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tion. The inductor must also be able to 
pass the dc current without altering 
its characteristics. The inductance 
value must be carefully selected. If the 
above inductor criteria are not met, 
the performance of the bias tee will be 
greatly degraded. 

With an RF signal applied to the RF 
port and a dc voltage applied to the dc 
port, the output port will contain both 
of these signals. The coaxial trans- 
mission line conveys both of the com-
ponents. The dc return path is the 
shield of the coaxial transmission line. 

Fig 2 shows a typical bias-tee instal-
lation. Notice that the bias tee at the 
antenna end is installed with the RF 
port connected to the antenna. The dc 

Table 1—Microstrip Widths for 
various Board Materials and 
Thicknesses 

Board Material H W 

Rogers 4003 0.032 0.073 
GML 1000 0.030 0.071 
FR4 0.031 0.055 

Fig 1—A schematic diagram of the bias 
tee. 
L1—An RF choke wound on a Micrometals 
T25-6 ferrite core. For VHF, use 16 turns of 
#28 AWG wire. For UHF, use 9 turns of #28 
AWG wire. 
C1—Dielectric Labs chip capacitor. For 
VHF, 1000 pF (#C22AH102J7PXL). For UHF, 
330 pF (#C22AH331JAPXL). Fig 2—A block diagram of a typical station setup. 

Fig 3—Construction details. 

voltage is blocked from reaching the 
antenna by the series capacitor. The 
dc voltage is extracted from the coaxial 
transmission line via the dc port of the 
bias tee, thus providing power to the 
low-noise amplifier. 

Construction 
A bias tee should be constructed in a 

small metal enclosure such as a 
Pomona box. RF path lengths should 
be minimized to reduce losses; there-
fore the connectors should be placed on 
the narrow ends of the box. It is essen-
tial that N-type connectors be used, 
especially for UHF operation. The 
electrical performance (SWR and in-
sertion loss) would suffer if SO-239 or 

BNC connectors were used. The 
feedthrough capacitor can be mounted 
at any convenient location on the box 
away from the RF. The inductor is 
soldered between the feedthrough 
capacitor and the transmission line 
using the wire leads to support the 
inductor. The windings around the fer-
rite core should be evenly spaced. Re-
member that each time the wire 
passes through the center of the core, 
it is counted as a turn. 

Since the series-blocking capacitor 
is a chip component, it was mounted 
on a double-sided PC board between 
50-Ω microstrip lines. The lines can be 
made using a sharp hobby knife to cut 
and remove the excess copper foil. The 
bottom of the PC board is a solid 
ground plane of copper. Table 1 lists 
some 50-Ω line widths for several com-
mon PC board materials. There are 
also several programs available on the 
Web to calculate a line width if a dif-
ferent board material is used. 

It is very important to insure a good 
ground between the connectors and 
the ground plane of the PC board. 
Fig 3 shows one method of transition 
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between the connector and the PC 
board. A right-angle bracket made of 
brass can be formed to the correct di-
mensions. The bracket is soldered to 
the ground plane and attached to the 
connector via the connector’s two bot-
tom mounting screws. 

Measured Data 
The following data were measured on 

an HP scalar network analyzer. 

Fig 4—VHF bias tee return (1) and insertion (2)  loss. Fig 5—VHF bias tee RF-to-DC port isolation. 

Fig 6—UHF bias tee return (1) and insertion (2)  loss. Fig 7—UHF bias tee RF-to-DC port isolation. 

Fig 4 shows the VHF bias tee’s insertion 
loss and return loss. The average inser-
tion loss was 0.02 dB and the minimum 
return loss was 35 dB, corresponding to 
an SWR of 1.036:1. Fig 5 shows the iso-
lation between the RF and dc ports to be 
60 dB. Figs 6 and 7 are the measured 
data for the UHF bias tee. The average 
insertion loss was 0.04 dB and the re-
turn loss was 30 dB (SWR 1.065:1). The 
isolation was also 60 dB. 

As seen from the measured data, the 
bias tee has low losses, excellent SWR 
and isolation. The measured data 
were unaltered when the units were 
tested with a bias voltage of 28 V at 
1 A. The bias tee has been operating at 
the 100-W level with no problems. A 
single bias tee could have been de-
signed to cover both bands but the goal 
of low-loss characteristics would not 
have been achieved.         �� 
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Tech Notes 
 [Tech Notes seems the ideal forum 

for Rudy to present some supporting 
documentation regarding his earlier 
stance on using foil conductors in an-
tennas. Are the benefits obtained by 
using a thin foil element outweighed by 
increased edge-current losses? Read on 
and then decide for yourself. We are 
always in need of short, interesting 
technical articles for future Tech Notes 
columns. If you have something that 
may be of interest, please contact us.— 
Peter Bertini, K1ZJH, QEX Contrib-
uting Editor, k1zjh@arrl.org] 

Resistance of Foil Conductors 
For Antennas 
By Rudy Severns, N6LF 

In the Nov/Dec 20001 issue of QEX, 
I presented an overview of conductor 
resistance for antennas. One of the 
suggestions offered was to use foil con-
ductors to reduce resistance for a 
given cross-section of copper. Obvi-
ously, just using round copper wire of 
larger and larger diameters would be 
a heavy and expensive way to reduce 
conductor loss in low-impedance an-
tennas. The premise was that the re-
sistance of a round wire (which is more 
than a few skin depths in diameter) 
will be reduced by rolling it out into a 
foil. Several readers challenged this, 
stating that “The current in a foil is 
concentrated at the edges, and so, in 
effect, you don’t gain anything.” This 
illustrates a very common misconcep-
tion, which I will address. 

Relative Loss in Wider Foils 
While it’s certainly true that current 

densities at the edges of a foil can be 
much higher than in other parts, this 
does not mean that you cannot sub-
stantially reduce losses for the same 
area of copper by going from a round to 
a foil conductor. 

I ran a very simple model using Fi-
nite Element Modeling (FEM) soft-
ware,2  which allows the loss in a given 
conductor of arbitrary shape to be de-
termined at high frequencies, while 
accounting for eddy current effects. I 
chose a foil thickness of 8 mils and a 
frequency of 14 MHz, with a constant 
current of 1 A rms. The skin depth in 
copper at 14 MHz is about 0.7 mils, so 

this represents a relatively thick con-
ductor. I then varied the width from 
125 mils (1/8 inch) to 1000 mils (1 inch) 
and computed the losses. If it were 
true that all of the current would be 
concentrated in the edges, then mak-
ing the foil wider should have little 
effect on the losses. However, if this 
view is indeed incorrect, you would 
expect to see the loss decrease as the 
foil is made wider. 

The results are shown in Fig 1. The 
loss is normalized to 1 for a strip width 
of 125 mils. As we increase the width, 
loss decreases, but not as quickly as it 
would if it strictly followed the area 
ratio or dc resistance. It is pretty clear 
that the current is probably not en-
tirely—or even largely—flowing in the 
edges, but there is something going on 

that is probably related to edge effects. 
Time to take a closer look! 

Current Distribution in a Foil 
One of the nice things about FEM 

CAD software is that you can graph 
the current density in the conductor. 
Fig 2 is a plot of the current density in 
the foil; the lines represent constant 
current densities. The greatest cur-
rent density is indeed at the outer 
edge, and in fact, at the outer corners 
as indicated. Nonetheless, it is also 
clear that there is current flowing 
elsewhere. Because the foil is about 11 
skin-depths thick, we see that there is 
essentially no current inside the con-
ductor. This is due to skin effect and 
comes as no surprise. 

Now let’s look more closely at the 

1Notes appear on page 56. 

Fig 1—Comparison of dc and actual ac loss based on an increase of the 0.008-inch foil 
width. 

Fig 2—Current density distribution on the left half of the foil. By symmetry, the other half 
is a mirror image. 

mailto:k1zjh@arrl.org
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current density at the outer edge. 
Fig 3 is a graph of the current density 
along Line 1 defined in Fig 2. Sure 
enough, the current density at the 
ends is quite high, but the area of that 
region is relatively small so it repre-
sents only a portion of the total cur-
rent in the entire conductor. There is 
significant current in other areas. 

Fig 4 is plot of the current density 
along Line 2 in Fig 2, which is roughly 
at the middle of the foil. In line with 
what we know about skin effect, the 
current density is highest on the sur-
face of the foil and decreases as we go 
inside. Yet, there is still significant 
current flowing on the surface of the 
foil away from the end edges. For this 
example, I chose a thick foil (11+ skin 
depths). Using a thinner foil would 
have shown that the edge effect was 
less pronounced, and in fact, thinner 
foils have less loss contributed by the 
edges. 

Summary 
If a round wire is run through a roller 

so it flattens while keeping a constant 
cross-sectional area, we will discover 
that the HF resistance initially in-
creases when the wire is formed into a 
square. It then begins to decrease as it 
is flattened further. As the conductor is 
made thinner, the resistance decreases, 
and when the thickness is about one 
skin depth, the difference between the 
ac and dc resistances will be small. 
There will also be little loss from the 
edges. All of this has been long known 
and experimentally verified in the early 
20th century. Unfortunately, the idea 
that all the current flows in the edges is 
still part of our lore. 

Another fact has been long known3 
but often forgotten: For a given exter-
nal diameter (which is large compared 
to a skin depth), you can reduce the ac 
resistance by removing copper from 
the inside—that is, use a “thin-wall” 
tube. For a given diameter, the mini-
mum ac resistance is reached when 
the wall thickness is roughly two skin 
depths. 

Foil conductors do have disadvan-
tages: They flutter in the wind, and 
very thin foils have little mechanical 
strength if the foil is unsupported. 
Several years ago, while building an 
antenna for my sailboat, I needed a 
low-loss and lightweight design to 
mount at the masthead. I bought some 
thin copper tape and applied it to a 
fiberglass fly-rod blank. It worked 
great and survived many thousands of 
miles of sailing across the Pacific. In 
effect, it was a “thin-wall” tube. Alter-

Fig 3—Current density in amperes per meter along line 1 (see Fig 2). 

Fig 4—Current density in amperes per meter along line 2 (see Fig 2). 

nately, the foil could have been inside 
the fiberglass tube. Another time, 
losses in a stainless steel backstay 
antenna were reduced by bending a 
thin foil strip, with PVC tape on both 
edges, around the backstay in a U 
shape. This worked great. The copper 
tape was the conductor, and the stain-
less-steel backstay kept it and the 
mast supported. 

I’ve noticed that the new motorized 
dipole being sold by Fluid Motion uses 
a copper-foil element inside a 

fiberglass tube. Reeling the foil in or 
out sets the length of the element. I 
think this shows that there is a 
practical use for foil conductors in 
some antenna installations. 

Notes 
1R. Severns, N6LF, “Conductors For HF An-

tennas,” QEX, Nov/Dec 2000, pp 20-29. 
2Maxwell software by Ansoft Corporation; 

www.ansoft.com/products/em/max3d/ 
index.cfm. 

3F. Terman, Radio Engineers Handbook (New 
York: McGraw-Hill, 1943), Fig 2, p 33. �� 
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RF 
By  Zack Lau, W1VT 

Homebrewing a 
Main Tuning Knob 

Judging from the number of posts on 
the Internet, many hams are interested 
in obtaining a high-quality main tuning 
knob for their SSB/CW transceivers. 
Many owners of the Elecraft K2 have 
replaced the stock tuning knob with the 
knob for the Yaesu FT-100. This is no 
surprise—accurate tuning is essential 
for operating these modes. Often, suc-
cess is directly related to your ability to 
tune stations—50-Hz tuning accuracy 
isn’t overkill. For hams that hunt rare 
DX, the main tuning knob is often in 
constant use. It’s easily the most impor-
tant operating control on the radio. If 
you have machine-shop equipment, it 
may be worthwhile to homebrew your 
own custom knob. This article will de-
scribe how to make your own tuning 
knob in a machine shop. 

The preferred material for making 
knobs is brass; it is heavy and machines 
easily. Most operators prefer a knob 
with a lot of weight. People have even 
modified knobs by adding lead.1 I de-
cided to machine a polycarbonate face-
plate with finger holes. It also protects 
the brass from corrosion. Polycarbonate 
is very easy to machine, which is an 
advantage if you have only a miniature 
milling machine to cut the holes. 

Balance is a critical item. You do not 
want a knob that settles to its balance 
point when you let go of it. Some folks 
add a felt resistance pad behind an un-

1Notes appear on page 59. 

Fig 1—Dimensions for boring the holes in 
the brass lathe stock. 

balanced knob to solve this problem, but 
it is better to start with a balanced knob 
and add only enough resistance to suit 
the operator’s taste. Felt flat washers 
are available from Small Parts.2 To op-
timize the knob’s balance, I decided to 
install three #8-32 setscrews. Similarly, 
I decided to install the faceplate with 
three 3/8-inch-long #4-40 cap screws. 
Black caps screws are available from 
Enco.3 All six screws are spaced at 60° 
intervals, to eliminate the chance of the 
holes colliding. 

I obtained the brass via E-bay. Small 
pieces of brass round stock are often 
offered for auction. Alternatively, sev-
eral companies on the Internet sell 
small cut pieces of brass. Plastic is a bit 
tougher to obtain. I would prefer a place 
that sells Lexan rod, but I didn’t need 
the six-foot lengths offered by United 
States Plastics.4 Instead, I cut up sheet 
stock into small squares that could be 
machined into suitable disks. This does 
have the advantage of giving you a fine 
surface finish for viewing the brass— 
assuming the protective paper or plas-
tic covering provides adequate protec-
tion during machining. I wanted to ac-
curately drill the mounting holes in the 
plastic sheet, so I used a four-jaw chuck 
mounted on a rotary table. The four-jaw 
chuck is better for holding square pieces 
than a three-jaw chuck. 

I also used the four-jaw chuck to hold 
the brass stock. I bored out the 0.236 
and 0.70-inch holes, as shown in Fig 1. 
The 0.236-inch hole needs to be very ac-
curate, if one wants a good fit with the 
tuning shaft. Alternatively, one can get 
reasonably close with a 6-mm drill bit. 
The 0.70-inch hole is big enough to be 
held by the outer jaw surfaces of the 

three-jaw chuck. I found my three-jaw 
chuck reasonably accurate; a four-jaw 
chuck could be used for better accuracy. 
Holding the knob internally allows a 
mar free finish to be machined on all vis-
ible surfaces of the knob. Fig 2 shows 
these dimensions. I machined the 7° 
taper by tilting the headstock of my 
lathe. It may be easier to machine a se-
ries of steps with a form tool. 

The first knobs I made had fully 
threaded holes for the setscrews. I 
don’t recommend this. The threads are 
so long that tapping the threads be-
comes difficult. Instead, I recommend 
only tapping the last 0.4 inches of the 
hole. If you drill out the rest of the hole 
with a #19 drill bit, the enlarged hole 
forms a guide that insures the tap is 
aligned properly with the hole. 

After cutting a 2-inch square of Lexan 
with a band saw, I mounted it on a four- 
jaw chuck and drilled the #4-40 mount-
ing holes with a milling machine. The 
dimensions are shown in Figs 3 and 4. 
I used the rotary table to obtain the 
120° spacing between the three holes in 
the faceplate. Because it has an accurate 

mailto:zlau@arrl.org
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Fig 3—Dimensions of the protective polycarbonate face plate for 
the knob. 

Fig 4—Dimensions for drilling finger holes in the face plate. Fig 2—Dimensions for machining the brass lathe stock into a knob. 

hole in the center for mounting chucks, 
I also used it to drill the three matching 
holes in the brass round stock. The holes 
are first marked with a center drill—a 
stubby little drill that doesn’t flex as 
much as normal drill bits. I then used 
3/16-inch drill bits with a small centering 

bit, stopping when the bit reached 150 
mils below the surface. The centering bit 
provides a nice starter hole for the #33 
holes, which could be quickly drilled 
with a drill press. Some 3/16-inch bits will 
even cut a flat surface for the mounting 
screws. They have special tips designed 

to eliminate the need for a pilot hole. 
Making the identical finger holes 

proved to be a bit of a challenge. If you 
mount the knob off center in a four jaw 
chuck on a lathe, a form tool can easily 
make one large 5/8 or 3/4-inch indenta-
tion. However, making three identical 
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Fig 6—A photo of the finished knob. 

Fig 5—Making a 
1/2-inch end-mill 
holder out of a Taig 
1130 blank arbor. 

indentations takes quite a bit of skill. I 
decided that it would make more sense 
to use a 5/8-inch ball end mill and a mill-
ing machine to make the holes. This is a 
bit large for a miniature milling ma-
chine; Sherline doesn’t sell end-mill 
holders big enough. I machined a Taig 
1130 blank arbor into a 1/2-inch end-mill 
holder. It helps to have a large lathe to 
first drill the hole slightly undersize 
with a drill bit, and then bore the hole 
for the end mill precisely to size. Four 
#21 holes are drilled in pairs, each 0.52 
inches from the end opposite the 3/4-16 
threaded hole, as shown in Figure 5. The 
most accurate pair should be used for 
the spindle bars. One of the remaining 
holes can be tapped for the #10-32 set-
screw. 

I used the mounting holes to attach 
the plastic to a faceplate, allowing the 
square plastic to be cut down to a circle 
on a lathe. I also rounded off the sharp 
edge into a smooth corner more accept-
able to the touch (see Fig 6). 

Fig 7 shows a simpler knob designed 

for applications where lightness is im-
portant. If a radio is used for hiking 
applications, it is important to mini-
mize weight. Except for the #8-32 set-
screw, the knob is made entirely out of 
acrylic plastic. United States Plastic 
sells acrylic in cubes. It is quite prac-
tical to buy a two, three or four-inch- 
diameter cube to obtain piece of plas-
tic big enough to machine a tuning 
knob. You could make many knobs out 
of a four-inch cube! 

I first used a band saw to cut a block 
at least 0.8 inches thick and 1.6 inches 
in diameter. I then used a lathe to cut it 
down to a 1.6-inch-diameter cylinder. 
The front and back faces were turned 
down, parallel to each other and at right 
angles to the sides. The 0.250-inch hole 
for the shaft was drilled at least 0.66 
inches deep, but not deep enough to 
break through the face of the knob. A 
0.70-inch diameter hole was bored 0.16 
inches deep, for mounting the knob to a 
three-jaw chuck. This hole also provides 
clearance for the mounting screw of the 

10-turn potentiometer used for tuning. 
The acrylic cylinder is now mounted 

on the three-jaw chuck using the 0.70- 
inch hole and turned down to 1.51 
inches. If the three-jaw is accurate, the 
cylinder will be concentric with the 
shaft hole. After removing the chuck 
from the lathe, it is mounted on a rotary 
table, for milling. I’ve had good results 
using a wiggler to center the knob on the 
milling machine. The knob is then off-
set by 0.390 inches to mill the three fin-
ger holes with a 5/8-inch end mill. The 
holes are 120° apart and 0.300 inches 
deep. Opposite each hole, drill a #29 hole 
in the side of the knob for the setscrews. 
These are 0.30 inches from the back of 
the knob. 

Notes 
1D. F. Christensen, W8WOJ, “Another Way to 

Weight Knobs,” Hints & Kinks, QST, Feb 
1987, p 45. 

2Small Parts Inc, 13980 NW 58th Ct, PO 
Box 4650, Miami Lakes, FL 33014-0650; 
tel 800-220-4242, fax 800-423-9009; 
e-mail parts@smallparts.com; www. 
smallparts.com. 

3www.use-enco.com; tel 800-use-enco. 
4United States Plastic Corp, 1390 Neubrecht 

Rd, Lima, OH 45801-3196; tel 800-769- 
1157, 800-854-5498; e-mail techsupport@ 
usplastic.com; www.usplastic.com. �� 

Fig 7—An acrylic plastic knob for 
lightweight applications. 

mailto:parts@smallparts.com
http://www.smallparts.com
http://www.smallparts.com
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Out of the Box: 
Product Review 

L/C METER IIB FROM ALMOST 
ALL DIGITAL ELECTRONICS 
(AADE) 

This product review is from Cornell 
Drentea. He describes the latest version 
of a test instrument he finds very useful 
in his receiver, filter design and test 
work. Cornell can be reached at Cornell 
Drentea, KW7CD, 757 N Carribean, 
Tuscon, AZ 85748; CDrentea@aol. 
com—Contributing Editor, Ray Mack, 
WD5IFS; rmack@arrl.org 

Today, avid experimenters and engi-
neers alike still need to measure small 
inductors and capacitors despite the 
ever-promising digital circuits. Until 
recently, an L/C meter capable of mea-
suring capacitance in the picofarad 
range and inductance in the nanohenry 
range was an expensive proposition that 
only large companies could afford. 

Searching the Internet revealed an 
array of inexpensive kits and products 
ranging from about $14 to $250. How-
ever, none of these products had the 
needed range of values or accuracy. 
Then I came across the L/C Meter II B 
(see Fig 1) from Almost All Digital 
Electronics (AADE). 

The L/C Meter II B is an offshoot of 
the same company’s first product, the 
L/C Meter first produced in 1988. It has 
improved accuracy, an update rate that 

is twice as fast and offers component- 
matching modes. 

The L/C II B is very inexpensive 
considering what it does. It comes ei-
ther fully assembled for $129.95 or as 
a kit for $99.95. 

Specifications 

Measuring Range: 
L: 1 nH to 100 mH 
C: 0.01 pF to 1 µF 

Ranging: Automatic 
Calibration: Automatic 
Accuracy: 1% of reading typical 
Display: 16 character intelligent 
  display with four-digit resolution. 
  Data shows in engineering units 
  (ie, µH or pF) 

Circuit Design 
The L/C Meter II B is cleverly de-

signed despite its simplicity. The 
genius of the unit is in its micropro-
cessor, a PIC16C622 that does all the 
frequency counting and the complex 
mathematics. The manual describes 
the formulas used in detail. (The sche-
matic and manual are available at 
www.aade.com.) The microproces-
sor uses a true 32-bit floating-point al-
gorithm and a 2-kB ROM to perform 
the number crunching, data accuracy 
and manipulation needed. The pro-
gram is interrupt-based. The proces-
sor uses an 8-MHz crystal clock, which 
provides the software counter refer-
ence frequency as well. 

The unit calculates values using the 
ratio of two subsequent oscillator read-
ings, given by the LM 311 (U1) test os-
cillator. The results are measured using 
the precision-counter function provided 
by the 8-MHz crystal oscillator and the 
PIC microcomputer. When the CX and 
LX switches are both in the “out” posi-
tion, the test oscillator oscillates at F1. 
When either CX or LX are in the “in” 
position, the test oscillator oscillates at 
a new frequency, F2. The microproces-
sor then calculates the value of the com-
ponent (CX or LX) that caused the 
change from F1 to F2. The test oscilla-
tor may drift a little after the initial 
measurement, so it is recommended 
that the user depresses the LX or CX 
switches every so often to ensure that it 
reads the most recent F1 frequency. 
This ensures continued accuracy. 

The test-oscillator frequency range is 
very wide (20 kHz to 750 kHz). The os-
cillator is designed to start reliably over 
this entire range. For small values, the 
test oscillator runs at about 750 kHz, 
while for larger values the frequency is 
decreased by the L/C parts under test to 
about 20 kHz. The 8-MHz oscillator in 

my unit was 1800 Hz off from the origi-
nal values when compared against a 
Rubidium standard with a long-term 
accuracy of 1×10–12. However, AADE 
indicates that the resulting error from 
this shift is minimal because the two 
readings compensate each other. 

The test oscillator is calibrated first 
via a relay commanded by the micropro-
cessor, which momentarily inserts a 
stable, known LC value in the circuit 
(L1, C2A, C2B). During self-calibration, 
the unit measures this frequency and 
inserts it in the computer’s formulas. 
Then, an unknown inductor or capaci-
tor can be measured with accuracy. 
Because of the self-calibration capabil-
ity, the exact values of L1 and C1 are 
not critical (10%). The accuracy is de-
pendent upon C2 which is a 0.5% toler-
ance capacitor combination. The opera-
tor can “zero-out” any stray inductance 
or capacitance presented by board 
traces, switches and test leads by push-
ing the instantaneous zero button just 
before installing the parts to be tested 
and making the measurements. 

Fig 1—The L/C Meter II B from Almost All 
Digital Electronics (AADE) can measure 
small value inductors and capacitors to a 
fraction of a nanohenry or a picofarad. 

Construction 
The unit goes together easily. Some 

component lead spacings do not match 
the board layout, but this is not a major 
problem. One of the 100-kΩ resistors 
was 90 kΩ (within 10%) and was re-
placed. This also was not a major dis-
crepancy and would have not prevented 
the unit from proper operation. 

Assembly took about 20 minutes, with 
most of the time used to determine com-
ponent values and install the parts on 
the board. The board has plated- 
through holes but does not have a 
printed overlay, so one must refer to the 
manual drawing for part placement. 
There is no specific order in which the 
parts must be installed, and there is 
plenty of room on the board. If you are 
like me, you only skim the manual. This 
did not seem to be a problem. One little 
problem I encountered was that the in- 
line switches had to be forced into the 
board to be installed. This wasn’t men-
tioned in the manual. I recommend ex-
ercising care when doing this because 
the holes may be undersized and switch 
pins can bend. This may not be true on 
all boards. 

Make sure that the R6 CONTRAST 
potentiometer is installed on the op-
posite side of the board from the other 
parts, otherwise it will be difficult to 
adjust it from under the display. 

If you do everything right, the unit 
should be ready and operational within 
20 minutes. If you experience problems, 
AADE offers a free “fix it” policy. 

mailto:CDrentea@aol.com
mailto:CDrentea@aol.com
mailto:rmack@arrl.org
http://www.aade.com
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Accuracy 
The manufacturer and I discussed 

the accuracy of the L/C Meter II B in 
great detail. Neil’s accuracy claims are 
based on the published data. 

I found the accuracy to be satisfac-
tory, but somewhat elusive when com-
pared with other instruments. Precise 
measurements of component values are 
problematic: The method used, tem-
perature and other environmental 
issues, handling of stray inductance, re-
sistance and capacitance, the test leads 
and many other factors cause one to 
wonder which instrument is right. 

Even with expensive instruments, 
variations can be drastic. For instance, 
Neil indicates that he found component 
measurements on an  HP-4275 and an 
HP-4276 differed by 1% to 2% for 
smaller values and as much as 30% for 
large values. My experience in compar-
ing the L/C Meter II B against my labo-
ratory standard (an HP-4191A imped-
ance analyzer) has been similar, as can 
be seen from the test readings below. 
The bottom line is that the L/C Meter II 
B is as good, or as bad, as any expensive 
piece of equipment. That makes it a real 
value at a cost of only $100. 

Unlike bridge-type instruments, 
accuracy of this instrument is time 
limited. The L/C Meter II B is more 
accurate when compared with refer-
ence standards, but it must be periodi-
cally forced to calibrate itself. 

Operation 
The most accurate measurements 

obtained with the L/C Meter II B are 
available right after a self-calibration 
process as the U1 oscillator can drift 
with time. The best readings were ob-
tained within a minute after calibra-
tion, depending on room temperature. 
A 30-second update rate was found 
ideal when measuring very small val-
ues. Again, depressing LX or CX peri-
odically is highly recommended for 
best accuracy. (This information is not 
in the manual.) The good news is that 
when the LX or CX switch has been out 
a while and pressed again, the unit re-
gains accuracy. 

It is possible to automate this func-
tion, and I discussed the idea with the 
manufacturer for future improve-
ments. Surprisingly, recalibrating the 
unit every so often was not annoying. 
After all, the operator must contribute 
something to the measurement 
process. 

Tests 
A series of tests was performed with 

the L/C Meter II B against an older L/C 

Meter II and a laboratory-grade imped-
ance analyzer, the HP-4191A. Several 
values of LX and CX were measured and 
averaged over time. The results are 
shown in Table 1. 

The Bottom Line 
The L/C Meter II B is a good instru-

ment for measuring small L/C values 
down into the nano units. Although 
the accuracy of the instrument is not 
unconditional, it is good enough for the 
first minute or so. Tests indicate good 
“traceability” down to 100 nH and 5 pF 
as shown in Table 1. This is remark-
able at $100, if one considers that even 

the much more expensive units exhibit 
similar behavior. The L/C Meter II B 
is a very good value for the experi-
menter or the engineer who needs a 
reliable, accurate instrument. 

Many thanks go to Robert Gillette, 
AC7OT, for doing the laboratory com-
parison tests. Additional thanks go to 
Randy Burcham, KD7KEQ, for donat-
ing his LC Meter II for the duration of 
the tests. 

Manufacturer: Almost All Digital 
Electronics (AADE). 1412 Elm Street 
SE, Auburn, WA 98092; tel 253-351- 
9316; www.aade.com. L/C Meter II 
B: $99.95 kit, $129.95 assembled. �� 

Table 1—Test Results 

Component L/C Meter II B L/C Meter II HP-4191A 

820 pF SM 883 pF 911 pF 845 pF 
4.7 pF SM 5.21 pF 5.22 pF 5.5 pF 
0.05 µF Poly 0.053 µF 0.054 µF 0.0583 µF 
0.100 µH Std 0.103 µH 0.105 µH 0.116 µH 

http://www.aade.com
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Letters to 
the Editor 

A Homebrew Shaft Encoder 
(Mar/Apr 2002) 

I just received the latest QEX and 
the article on optical encoders peaked 
my interest. Discarded computer 
mice can be used to get many of these 
parts (electrical and mechanical), and 
using surplus equipment is a subject 
I am trying to explore. 

Consumer electronics are at a point 
that almost prevents repair, as new 
devices are available at such reason-
able prices. An example: An “off-brand” 
stereo VCR with remote is $49, brand 
new from a local grocery store! A new 
video head would cost about $20 whole-
sale, plus installation; just labor at 
$45/hour shows its repair would not be 
cost effective. Broken, it is landfill fod-
der. What can we do with an old VCR? 
Lop off the line cord and pitch the rest? 

Well, the tuner will receive from 
channel two through the cable chan-
nels and the detected audio runs 
through a pre-amp, producing “hi-fi” 
output. An LM380 amplifier and a 
method of tuning will make this a VHF/ 
UHF receiver, or maybe an IF for a 
microwave receiver. If you have ever 
wanted to play with IR emitter-detec-
tor pairs, here’s a free set—and a power 
supply, motors, switches, springs, 
screws and line cord. 

Here’s a stretch: Try a packet ter-
minal from a text pager. What about 
high-voltage and microwave compo-
nents from a discarded microwave 
oven, or re-using a TV antenna as a 
log-periodic antenna (which it al-
ready is!) for VHF and UHF amateur 
bands? Isn’t that stealthy, too? And 
what about putting cordless phones 
or FRS H-Ts on 900-MHz? Do you 
have any discarded amplified PC 
speakers? Those make great AF mod-
ules for homebrew receiver projects. 

There are many applications for con-
sumer junk and I would like to volun-
teer to be a clearinghouse for those 
ideas. I will submit them for publica-
tion to QEX if there is any interest. 
Please send me any ideas, rough drafts 
or sketches on napkins, and I will at-
tempt to get them in shape to be pub-
lished.—Matt Kastigar, NØEU, 28 
Woodcrest Dr, Saint Louis, MO 63124- 
1468; mk2331@sbc.com 

About Monopoles and Dipoles 
(Mar/Apr 2002) 

Tino Trainotti, LU1ACM, has writ-
ten an authoritative article on verti-
cal monopole and dipole antennas. He 
begins his article by showing us 

sketches of Hertz’s (mislabeled 
Marconi’s) dipole and spark transmit-
ter (1887) and Marconi’s monopole 
and spark transmitter (1896). These 
were untuned spark transmitters, in 
which the spark gap was placed di-
rectly across the antenna terminals. 

Marconi’s receiver, which is not dis-
cussed by LU1ACM, comprised an 
identical antenna with a connection to 
ground through a coherer (pronounced 
“co-hear-er”—Ed.). A coherer is a curi-
ous device: a small tube of metallic/car-
bon filings that lightly contact the end 
plugs. When shaken, this device exhib-
ited a high resistance. Were the device 
subject to a voltage impulse, the filings 
would become “oriented” and the co-
herer would exhibit a low resistance. 
The change from high to low resistance 
can be detected as a click in a pair of 
earphones; or with a relay and a bat-
tery in the circuit, the received impulse 
can put a mark on an inker tape. The 
coherer then had to be tapped so that it 
exhibited a high resistance again, 
ready to receive the next voltage im-
pulse (see Fig 1). This untuned trans-
mitter-receiver system has been 
referred to as a plain aerial system. It 
is interesting to consider how this 
transmitter-receiver system might 
have worked. 

First, I will review how a spark 
transmitter works. Early spark trans-
mitters comprised a battery in the low- 
voltage circuit of a step-up transformer 
and an interrupter. When the Morse 
key was closed, ac current pulses at a 
frequency determined by the charac-
teristics of the interrupter flowed in 
the primary circuit. These low-voltage 
impulses were stepped up to a very 
high voltage (5-10 kV) by the induction 
transformer. This high, ac-like voltage 
charged a “discharge capacitor.” In the 
case of the plain aerial transmitter, 
this capacitor was the capacitance of 
the aerial system. When the voltage 
across the capacitor reached a poten-
tial sufficient to break down the air gap 
of the spark terminals, a spark was 
generated. This spark then connected 
one terminal of the discharge capacitor 
to ground, and the charge on the ca-
pacitor kick-started the antenna sys-
tem into oscillation.1 With the spark 
terminals directly connected to the ter-
minals of the antenna, the signal radi-
ated was determined by the λ/4 
resonance response of the aerial. When 
the spark ceased, the aerial was con-
nected to ground through a very high 
inductive reactance, so the aerial was 
then tuned to a very much lower fre-
quency. The transmitted damped wave 
died away very quickly because the dis-
charge capacitor was small (the capac-
ity of the aerial system), and so the 

stored energy was small. 
Now, let’s consider the receiver. It 

employed an identical antenna con-
nected to ground through a very high 
resistance. While waiting to receive a 
signal, the receiver was therefore in 
effect “tuned” to the λ/2 resonance re-
sponse of the aerial system. This was 
not a very satisfactory arrangement. 
Unbeknownst to Marconi, his trans-
mitter and receiver were tuned to dif-
ferent frequencies. If the transmit 
frequency were f, the receiver was in 
effect tuned to a frequency equal to 
2f. In spite of the rudimentary state 
of development in 1896, Marconi suc-
ceeded in signaling a series of tests 
on the Salisbury Plain over a distance 
of 2.8 km. 

The possibility of long-distance com-
munications should be credited to 
Nicola Tesla. He devised a much-im-
proved spark transmitter (and re-
ceiver) system. His discharge capacitor 
and spark gap were in a primary (oscil-
latory) circuit, with a low inductance 
and a high capacitance. The capaci-
tance of this discharge capacitor could 
be very large compared with the ca-
pacitance of the aerial; hence the 
stored energy was enormously greater. 
The oscillatory energy generated in 
this primary circuit when the spark 
fired was inductively coupled to the 
aerial circuit. The frequency response 
of this coupled system was determined 
largely by the self-impedance charac-
teristics of the antenna, which, in ef-
fect, was base-loaded by the inductive 
reactance of the secondary of this oscil-
lation/aerial transformer. In addition, 
since the primary circuit was tuned by 
changing the value of the discharge ca-
pacitor to achieve maximum aerial cur-
rent. The frequency response of the 
coupled system was similar to that of 
two resonant circuits tuned to the same 
frequency and coupled together. There 
was an important difference when the 
spark ceased. Since the aerial was now 
connected to ground by the secondary 
of this oscillatory/aerial transformer, 
the induced oscillations could continue 
at the frequency to which the antenna 
system was tuned. The receiver also 
employed a transformer, both primary 
and secondary circuits were tuned and 
his system employed grounded an-
tenna systems. Tesla demonstrated his 
wireless transmitting and receiving 
systems before learned audiences in 
1893. His lecture notes were widely 
published and he patented his method 
of tuning in 1897. 

Marconi, in later follow-on experi-
ments, adapted the Tesla circuit for 
his purposes, and patented his ver-
sion (as was his custom): his so-called 
master-tuning patent. Marconi’s 

mailto:mk2331@sbc.com


May/June 2002  63 

1900 (English) patent was initially 
rejected in 1904 by reason of prior art 
(that of Lodge but principally of 
Tesla). His re-issued US patent was 
issued after extended litigation and 
finally decided by the US Supreme 
Court in 1943 in Tesla’s favor. 

Unlike Tesla and Fessenden who 
were real inventors, Marconi was an 
experimenter who tried the ideas of 
others, adapted the circuitry to suit his 
needs and patented his versions. 
Marconi, who had worked under Righi, 
had a keen eye for commercial opportu-
nity and realized that there was a mar-
ket for such telegraphic systems. It is 
curious that the grounded monopole 
antenna is often called a Marconi an-
tenna, since Marconi did not invent the 
grounded antenna. Mahlon Loomis, fif-
teen years before Hertz, used grounded 
antennas to signal between two moun-
tain peaks in Virginia; and Dolbear, 
Edison and Popoff used grounded an-
tennas before Marconi. 

Marconi is particularly remem-
bered today (and just recently cel-
ebrated in December 2001) for his 
first transatlantic experiment on 12 
December 1901. Then he claimed to 
have heard a signal (the Morse letter 
“S”) on Signal Hill, New Foundland, 
from a sender (a curious two-stage 
spark transmitter) at Poldhu, 
Cornwall. Yet even at the time of his 
so-called greatest triumph there were 
those who said2—indeed there are 
some who still say,3, 4 based on tech-
nical and scientific reasoning—that 
he misled himself and the world into 
believing that atmospheric noise 
(spherics and possibly electrostatic 
discharge signals generated by his 
bobbing antenna above Signal Hill) 
was in fact the Morse letter “S.” 
Nonetheless, his claim caught the at-
tention of the world, started a debate 
that continues today and prompted 
scientists to try and explain how this 
could be possible. That led to the sug-
gestion in 1902 by Arthur Kennelly, 
in the USA, and Oliver Heaviside, in 
England, for a high altitude conduct-
ing layer (the ionosphere).—John S. 
(Jack) Belrose, VE2CV, ARRL TA, 17 
rue de Tadoussac, Aylmer, QC J9J 
1G1, Canada; john.belrose@crc.ca 
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The author responds: 
I learned a lot of history from Jack 

and other fellows because I am inter-
ested in this matter too, especially 
about the experiments that were car-
ried out in the first part of the last cen-
tury. As everybody knows, Marconi 
was a dilettante (read amateur) and a 
businessman, not an academic; but he 
deserves the fame he reached because 
he created a communications empire 
with the help of many technicians and 
scientists and of course with money in-
vested by his mother’s family. As is the 
case today, businesspersons bring 

about important things using some-
body else’s cash. Were that not true, 
technical development would lag. Of 
course, investors are not bucking for 
promotions but intend to get a return 
on their investment. This is part of his-
tory and it is difficult to change. 

I support Jack in his effort to point 
out the relative merits [of certain de-
tails], but unfortunately, those things 
are unimportant to common people. It 
is only important to us as amateurs, 
since we are not in business but are 
doing what we like and sharing infor-
mation freely with other amateurs. 
Jack’s comments are welcome because 
he has been delving into these matters 
for a long time. All our enthusiastic col-
leagues will welcome them as well, I 
am sure.—Best regards, Tino Trainotti, 
LU1ACM; vtrainotti@citefa.gov.ar 

[Editor’s note: We didn’t make de-
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tails of the feed-point connections of 
Tino’s grounded dipole very clear in 
the last issue. The author graciously 
provides the needed amplification be-
low—Doug Smith, KF6DX] 

Dear Doug: 
I include photos of the feed-point 

connections to my 15-meter (Fig 2) 
and 6-meter (Fig 3) vertical dipoles. 

An SO-239 connector is attached at 
the supporting aluminum pipe with 
an aluminum angle bracket. The 
“hot” point is connected to a brass 

Fig 3—Details of LU1ACM’s 6-meter grounded vertical dipole feedpoint 

Next Issue in 
QEX/Communications 

Quarterly 

With the July/August 2002 issue, 
we begin another detailed look into 
digital transceiver design, including 
so-called software-defined radios 
(SDRs). We have several series in the 
works that focus on modern hardware 
and software design techniques. Each 
one is based on its author’s working 
prototype. 

Editor Doug Smith, KF6DX, has 
some observations on receiver dy-
namic range, how it is measured and 
some suggestions for improving mea-
surement accuracy. He begins with 
theoretical considerations and fol-
lows with some practical solutions. 
               �� 

ring that runs all around the support-
ing pipe and is insulated with Teflon 
insulators. From this ring, three or 
four wires (depending of the number 
of wires in the skirt) connect to the 
skirt wires—and that is all! 

We must be careful with the con-
nector because if a drop of water gets 
between the hot and ground, the an-
tenna impedance changes accordingly 
and SWR increases dramatically. Co-
axial line can be attached along the 
supporting tube or can be put inside 
it.—73, Tino                                   �� 

Out of the Box: 
Book Review 

THE FRIENDLY IONOSPHERE 
by Crawford MacKeand WA3ZKZ/ 
VP8CMY 

Published by Tyndar Press, PO Box 
236, Montchanin, DE 19710; www. 
geocities.com/tyndar_press/ 
index.html. First edition, paperback 
6×9 inches, 126 pages with 35+ illustra-
tions, bibliography, index. ISBN: 
0-9659066-5-5 $14.95 + $3 shipping. 

This book has two sections. The 
first is a reasonably terse scientific 
description of how and why the iono-
sphere aids propagation at various 
frequencies. It deals with noise 
sources and the mechanisms of iono-
spheric reflection. The author pro-
vides both figures and mathematics 
to describe the physics. He also pro-
vides very comprehensive lists of ref-
erences to more detailed work at the 
end of each chapter. 

In the second section, the author de-
scribes models and experiments to 
prove or disprove that Marconi was ac-
tually able to span the Atlantic in 1901. 
He also presents a detailed analysis of 
the airborne and shipboard equipment 
used during Amelia Earhart’s attempt 
to circle the globe. He presents data 
that supports the conclusion that she 
actually came very close to Howland 
Island before disappearing. 

My interests don’t include the de-
tailed physical analysis of wave me-
chanics, but I found the historical 
aspects quite interesting.—Contribut-
ing Editor, Ray Mack, WD5IFS; 
rmack@arrl.org           �� 

http://www.geocities.com/tyndar_press/index.html
http://www.geocities.com/tyndar_press/index.html
http://www.geocities.com/tyndar_press/index.html
mailto:rmack@arrl.org 
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