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THE AMERICAN RADIO 
RELAY LEAGUE 
The American Radio Relay League, Inc, is a 
noncommercial association of radio amateurs, 
organized for the promotion of interests in Amateur 
Radio communication and experimentation, for 
the establishment of networks to provide 
communications in the event of disasters or other 
emergencies, for the advancement of radio art 
and of the public welfare, for the representation 
of the radio amateur in legislative matters, and 
for the maintenance of fraternalism and a high 
standard of conduct. 

ARRL is an incorporated association without 
capital stock chartered under the laws of the 
state of Connecticut, and is an exempt organiza­
tion under Section 501(c)(3) of the Internal 
Revenue Code of 1986. Its affairs are governed 
by a Board of Directors, whose voting members 
are elected every two years by the general 
membership. The officers are elected or 
appointed by the Directors. The League is 
noncommercial, and no one who could gain 
financially from the shaping of its affairs is 
eligible for membership on its Board. 

“Of, by, and for the radio amateur, ”ARRL 
numbers within its ranks the vast majority of 
active amateurs in the nation and has a proud 
history of achievement as the standard-bearer in 
amateur affairs. 

A bona fide interest in Amateur Radio is the 
only essential qualification of membership; an 
Amateur Radio license is not a prerequisite, 
although full voting membership is granted only 
to licensed amateurs in the US. 

Membership inquiries and general corres­
pondence should be addressed to the 
administrative headquarters at 225 Main Street, 
Newington, CT 06111 USA. 

Telephone: 860-594-0200 
Telex: 650215-5052 MCI 
MCIMAIL (electronic mail system) ID: 215-5052 
FAX: 860-594-0259 (24-hour direct line) 

Officers 

President: JIM D. HAYNIE, W5JBP 
3226 Newcastle Dr, Dallas, TX 75220-1640 

Executive Vice President: DAVID SUMNER, 
K1ZZ 

The purpose of QEX is to: 
1) provide a medium for the exchange of ideas 

and information among Amateur Radio 
experimenters, 

2) document advanced technical work in the 
Amateur Radio field, and 

3) support efforts to advance the state of the 
Amateur Radio art. 

All correspondence concerning QEX should be 
addressed to the American Radio Relay League, 
225 Main Street, Newington, CT 06111 USA. 
Envelopes containing manuscripts and letters for 
publication in QEX should be marked Editor, QEX. 

Both theoretical and practical technical articles 
are welcomed. Manuscripts should be submitted 
on IBM or Mac format 3.5-inch diskette in word­
processor format, if possible. We can redraw any 
figures as long as their content is clear. Photos 
should be glossy, color or black-and-white prints 
of at least the size they are to appear in QEX. 
Further information for authors can be found on 
the Web at www.arrl.org/qex/ or by e-mail to 
qex@arrl.org. 

Any opinions expressed in QEX are those of 
the authors, not necessarily those of the Editor or 
the League. While we strive to ensure all material 
is technically correct, authors are expected to 
defend their own assertions. Products mentioned 
are included for your information only; no 
endorsement is implied. Readers are cautioned to 
verify the availability of products before sending 
money to vendors. 

Empirical Outlook 
Old Technology Come New 

Recently, I had my television re­
ceiver on and I came across Larry 
King. One of his guests was remark­
ing about how Amateur Radio had 
played a significant role in the after­
math of the September 11, 2001 di­
saster. “It’s old technology, but it still 
works,” he said. 

Well, yes, radio is old technology by 
now—but I’m not sure that’s what the 
commentator meant. I think what he 
meant was that Amateur Radio tech­
nology is old and that nothing is new 
under the sun. 

My friends, we must change that 
perception. We have a chance—and 
we must take it—to demonstrate for 
our government officials and for the 
world just what we are accomplish­
ing. We call for volunteers to write 
and demonstrate to the FCC and oth­
ers just how we are fulfilling our pur­
pose of technical innovation. 

As in so many endeavors, ours boils 
down to a marketing issue. Our Ser­
vice is supposed to be something that 
serves the public. However, that is 
not how it is generally perceived. It is 
perceived as a hobby with a bunch of 
guys and gals playing around with 
radios for pure enjoyment. Over the 
years, I’ve learned that you have to 
acknowledge general perceptions, 
then proceed to destroy them when 
they are wrong. 

How can we do it? Write a letter. 
File your comments with FCC under 
their ECFS (electronic comment filing 
system) on the Web. Contact your 
congressman or senator via e-mail. 
Get involved. 

One other basic purpose of our Ser­
vice is to promote international good­
will. We are pleased that QEX is 
read worldwide and that our friends 
abroad are contributing to it. Not that 
long ago, it was impossible for some of 
them to even get the magazine. Now, 
they can read about what we are do­
ing and vice versa. That is neat. 

The idea of adaptive algorithms for 
software radios is attractive. We pre­
dict that the general idea will be as 

popular in the amateur world as it 
has been in the commercial world 
—perhaps more so. We have a stand­
ing invitation to do things that 
the commercial folks cannot do yet. 
Let’s take advantage of it, eh? 

The whole issue of adaptive signal 
identification represents a very fer­
tile field for experimentation. How 
can we ignore it? Check out the ar­
ticle in this issue and see for yourself. 

In This Issue 
Jim Scarlett, KD7O, describes 

transmit functions in part 3 of the se­
ries about his software defined radio. 
Also, L. B. Cebik, W4RNL, tells us 
how to make reality converge with 
design goals in large multiband quad 
antenna arrays. 

Evidently, QEX is reaching East­
ern Europe, as well as China and 
other formerly remote areas! We 
have an article from Oleg Skydan, 
UR3IQO, about fractional-N synthe­
sizers. Oleg is in Ukraine. He has 
lately been able to obtain parts to 
build his unit, the performance of 
which is outstanding. 

Frank Brickle, Jr, AB2KT, offers his 
thoughts on how to accomplish auto­
matic signal identification in software 
radios. In our view, this is an exciting 
area for experimentation for hams. 
Combined with antenna beamforming 
and other adaptive techniques, we 
think there is much promise for future 
development. John Gibbs, KC7YXD, 
finishes his series on D-STAR. The 
system fulfills many of the wishes ex­
pressed in response to the ARRL’s 
Technical Working Group (TWG) sur­
vey conducted several years ago. 

Richard Kiefer, KØDK, brings us an 
EMI finder that incorporates some 
useful design techniques at UHF. 
Even though the design is not cen­
tered on a ham band, it does involve 
frequencies that are useful in looking 
for interference sources. 

In RF, Zack Lau, W1VT, tells us 
about building microwave quads and 
Yagis.—Doug Smith, KF6DX; kf6dx 
@arrl.org.  
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A High-Performance Digital 
Transceiver Design, Part 3 

Transmit functions take center stage.


In Part 1, we discussed an archi­
tecture that achieves very good 
transceiver performance, while en­

tering the digital domain directly from 
RF.1 Part 2 showed front-end circuits 
for the receiver section.2 In Part 3, we’ll 
follow the transmit path from the in­
put of the Transmit Signal Processor 
(TSP) to the power amplifier (PA) fil­
ter output. 

Digital to Analog 
The TSP circuit (Fig 1), much like 

its receive counterpart described in 
Part 2, is not terribly complex. The 
most difficult part of this circuit is the 
1Notes appear on page 11. 

10625 Highstream Dr 
Raleigh, NC 27614 
jim.scarlett@analog.com 

By Jim Scarlett, KD7O 

package itself. Since it is a quad TSP, 
there is a higher pin count (128 pins), 
and the pins are more closely spaced 
(20 versus 25 mils). This makes sol­
dering by hand something of a chal­
lenge. However, while tedious, it’s not 
too bad. Once the corners are tacked 
down, it’s mainly an exercise in pa­
tience. 

The control interface and serial port 
are essentially identical to the AD6620 
circuit and connect to the board on a 
DB25 and DB9 connector, respectively. 
The Microport mode is set to mode 0, 
so the part can be programmed in the 
same way as the receive signal pro­
cessor (RSP). Also, even though the 
TSP receives serial data from the DSP, 
it must be the serial master.Therefore, 
the serial clock and frame sync for 
channel A are buffered, terminated 
and sent to the DSP serial port. The 

clock rate need not be very high, since 
we will be using 16 bit I/Q data at sam­
pling rates of 16 kHz and 40 kHz. 

The TSP is operated at a clock rate 
of 70.4 MHz. This was determined by 
several factors. First, it is below the 
rated value of 75 MHz. This value al­
lows integer interpolation of both 
16 kHz and 40 kHz sampling rates. 
Also, the 64.96 MHz rate used in the 
receiver would cause the interpolation 
filter in the transmit DAC to cut off 
part of the 10 meter band. With the 
70.4 MHz clock rate, the entire band 
is passed. 

I was unable to pass the output of 
the TSP through a simple buffer, like 
I did between the ADC and the RSP 
in part 2. The timing was too difficult 
between the TSP and the DAC. I de­
cided to latch the data and adjust the 
arrival time of the clock to ensure that 

Nov/Dec 2003 3 
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Fig 1—Transmit signal processor 
schematic diagram. Resistors are 0805 
SMT unless otherwise noted. Capacitors 
are 0603 SMT unless otherwise noted. 
C17, C18—1µF 16 V X7R 1206 SMT. 
C19—10 µF 16 V tantalum. 
J1—2 pin header. 
J2—DB25 right angle, PC mount (Digi-Key 
#A23312). 
J3—DB25 right angle, PC mount (Digi-Key 
#A23285. 
J4—DB9 right angle, PC mount (Digi-Key 
(#A23303). 
U1, U2—Single AND gate, 74LVC1G08DBV. 
U3—TSP, AD6622AS. 
U4—16-bit latch, 74ALVCH162374DL. 
U5—LDO, ADP3338AKC-3.3. 

the required setup and hold times 
were met. 

I chose a 16-bit latch chip that has 
fast, well-defined timing parameters: 
the 74ALVCH162374. This part also 
has series termination resistors built 
in. The timing is straightforward be­
tween the TSP and the latch. The 
70.4 MHz clock has a period of ap­
proximately 14.2 ns. The ’374 is speci­
fied to latch correctly if the data is 
available at least 1.9 ns before the 
clock (setup time) and if the data re­
mains stable for at least 0.5 ns after 
the clock (hold time). With this infor­
mation, we know that new data from 
the TSP must be valid less than 
12.3 ns after each clock, but that it 
must hold the old data at least 0.5 ns 
after the clock. From the specification 
sheet, the part will hold the old data 
for a minimum of 4.1 ns, and new data 
is valid in a maximum of 12 ns. Ac­
tual timing is likely to be somewhere 
between these values, but the worst 
case still meets our timing require­
ments. Timing between the latch and 
the DAC will be discussed shortly. 

The DAC (Fig 2) is operated on a 
140.8 MHz clock to take advantage of 
its interpolation features. A 70.4 MHz 
clock could have been used, but would 
result in more phase noise being su­
perimposed on the transmitted signal. 

Three separate 3.3 V supplies are 
used on the DAC board. For best per­
formance, the datasheet recommends 
keeping the analog, digital and clock 
supplies separate, using chokes or 
some other means.3 I felt that the easi­
est (and most thorough) approach 
would be to use separate regulators 
for each. 

The clock routing circuitry is quite 
simple. The DAC works best with 
differential clock input, so a 1:4 trans­
former is used to generate the differ­
ential signal. A dc level shift is applied 
to the center tap to provide the appro­
priate offset of Vcc/2. The center tap 
is also at ac ground.The resistor across 

the differential signals provides bal­
ance and a proper load for the clock 
driver. A +1 dBm clock input will pro­
vide about 1.4 V(pk-pk) to the DAC, 
which will provide excellent noise per­
formance. A +7 dBm clock input with 
a 1:1 transformer would do the same, 
but I had a 1:4 available.For best noise 
performance, the clock at the DAC 
needs to be at least 0.5 V(pk-pk). 

The internal PLL is disabled by 
grounding the U2 PLVDD pin. A 
70.4-MHz clock is now available at the 
PLLLOCK pin.This pin has a “fanout” 
of one, and therefore must be buffered. 
The 70.4-MHz signal is routed to the 
TSP and its buffer; the timing rela­
tionships involving this clock deter­
mine whether the TSP and the DAC 
play well together. 

The period of the 70.4-MHz clock 
is 14.2 ns. Because of the delay in­
volved in the generation of this clock 
from the 140.8 MHz input, the setup 
time is –1.2 ns. This means that the 
incoming data can arrive up to 1.2 ns 
after the 140.8-MHz rising edge and 
still be valid. This gives a total avail­
able time of 15.4 ns. The maximum 
delay from the clock input to 70.4 MHz 
output is 3.2 ns. The maximum propa­
gation delays for the AND gate buffer 
and the TSP buffer are 4.5 ns and 
4.6 ns. Thus, the maximum time for 
the arrival of the data is 12.3 ns, which 
provides a margin of 3.1 ns. 

The minimum hold time for the 
DAC is 3.2 ns after the input clock ris­
ing edge.The minimum delay from the 
clock input to 70.4-MHz output is 
2.8 ns. The minimum propagation de­
lays for the AND gate buffer and the 
TSP buffer are 0.8 ns and 1.0 ns. The 
total minimum propagation delay is 
4.6 ns, which provides a margin of 
1.4 ns. Both the setup and hold times 
are met for the interface. Any substi­
tutions of logic should take this tim­
ing into account. 

Pins 17 and 18 (MOD0 and MOD1) 
set the operating mode of the device. 
When pin 17 is low, the interpolation 
filter is in the low-pass mode. This 
mode is set for the HF bands. By set­
ting pin 17 high, the filter is in the 
high-pass mode, which is useful for 
adapting the transceiver to 6 m as 
well. Pin 18 determines whether the 
part is in “zero-stuffing” mode. This 
mode essentially performs another 2× 
upsample (with no interpolation fil­
ter), which helps to flatten out the 
sin(x)/x response of the DAC. The cost 
is that the maximum output level at 
lower frequencies will be 6 dB lower. 
Zero-stuffing is not useful for HF or 
6 m, as the signal strength would de­
crease. I included access to this pin to 
allow 2-m operation if I decide in the 

future to include that band. 
The DAC outputs are current driv­

ers, with the full-scale current set by 
a resistor on pin 40 (FSADJ). In this 
case, the 2-kΩ resistor sets the full­
scale current at each output to just 
under 20 mA. The outputs feed a 1:1 
transformer with a center tap.The tap 
is necessary to provide a dc ground, 
but it also allows a 6-dB voltage gain. 
With a 50-Ω load on the transformer 
output, the peak voltage at either out­
put pin is about 250 mV. This is well 
within the voltage compliance range 
and provides some margin below the 
maximum output level recommended 
to minimize distortion. 

As mentioned above, the output 
level from the DAC is not constant 
over the frequency range it will cover. 
This results from the sin(x)/x response 
of DACs. Because of the interpolation 
in the DAC chip, the roll-off is not as 
steep as it would be without interpo­
lation. The roll-off is not too bad in the 
HF range, with the maximum attenu­
ation being less than 0.7 dB at the top 
of the 10-m band. At 6 m (when added 
to the radio), the attenuation is still 
only about 2.2 dB. 

Boosting the Power 
Ignoring the sin(x)/x curve, the out­

put of the DAC is about +4 dBm. This 
is fed into an emitter-follower buffer 
stage that runs with enough current 
(about 30 mA) to ensure low distor­
tion. At the output of the buffer is a 
9-dB attenuator. The 47.5-Ω resistor 
presents a good match for a 3-dB at­
tenuator, since the amplifier imped­
ance is essentially re, which is very low. 
The resistor also creates a voltage di­
vider that provides the other 6 dB of 
attenuation. The attenuator performs 
two functions. It reduces the signal 
level so the next amplifier stage oper­
ates in a low-distortion mode, and it 
helps ensure that the band-pass fil­
ters are properly terminated. 

The buffered DAC output must be 
filtered to prevent spurious outputs in 
general, and aliasing in particular. 
This is one of the primary benefits of 
interpolation in the DAC. The anti­
alias filtering requirements are 
greatly relaxed, since one-half the 
sampling rate (the Nyquist band­
width) is now 70.4 MHz instead of 
35.2 MHz. The on-board digital inter­
polation filter takes care of most im­
ages between 35.2 MHz and 70.4 MHz, 
but images of 10-m signals have far 
less attenuation. There is some reduc­
tion; after all, the 70.4 MHz frequency 
was used (instead of 64.96 MHz on re­
ceive) to put 10 m in the passband of 
the interpolation filter. 

The analog anti-alias filtering is 
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Fig 2—DAC schematic diagram. Resistors are 0805 SMT unless otherwise noted. Capacitors are 0603 SMT unless otherwise noted.

C10—0.01 µµµµµF X7R 0805 SMT.
C11-C14—0.1µµµµµF X7R 0805 SMT.
C15-C23—1 µµµµµF 16 V X7R 1206 SMT.
J1-J3—2 pin header.
J4—DB25 right angle PC mount (Digi-Key
#A23312).

J5, J6—PC mount SMB bulkhead jack
(Digi-Key #J522).
Q1—RF NPN transistor FMMT5179.
T1—1:4 transformer, CT (Minicircuits
ADT4-6T).
U1—Single AND gate, 74LVC1G08DBV.

U2—High-speed DAC, AD9772AAST.
U3, U4—Low power 12 V regulator,
78L12UA.
U5, U6—LDO, ADP3338AKC-3.3.

2003Nov/Dec  
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Fig 3—Driver schematic diagram. Resistors and capacitors are 0805 SMT unless otherwise noted.

C15-C18—1 µµµµµF 25 V X7R 1206 SMT.
D1—9.1 V 1 W Zener, 1N4739A.
J1—2 pin header.
J2, J3—PC mount SMB bulkhead jack
(Digi-Key #J522).
L1, L2—14 t #22 AWG on a FT61-50A core.

L3—8 t #22 AWG on a FT61-50 core.
Q1—MRF136 MOSFET.
Q2—RF NPN transistor, 2N5109.
R8-R10—300 ΩΩΩΩΩ 1/4 W 1206 SMT.
R11—47.5 ΩΩΩΩΩ 1/4 W 1206 SMT.

R16—750 ΩΩΩΩΩ test select for 300 mA drain
current in Q1.
T1—BN202-43 core: secondary, 1 t
(1/8-inch brass tubing), primary, 2 t #22
AWG through secondary.

done by the same filter/amplifier chain
that is used on receive. On the trans-
mit side, both amplifiers are used, to
get approximately 17 dB of gain. The
filtering in this chain, which was nec-
essary to meet stringent receiver re-
quirements, is more than enough for
this application. The output is about
+12 dBm.

A two-stage driver follows the fil-
ter/amplifier chain (Fig 3). One stage
was not enough to reach the driver
output target of 500 mW. Therefore, a
two-stage design was used, with a
9 dB attenuator at the input. The at-
tenuator keeps the amplifiers from
being overdriven and provides an ex-
cellent termination for the filters. The
first stage is a common-emitter BJT
amplifier using emitter degeneration
and shunt feedback. There is nothing
unusual about this amplifier, as read-
ers of Solid State Design can readily

tell.4 The first stage provides about
10 dB of gain.

The second stage of the driver is a
common-source amplifier using an
MRF136 FET. This device is capable
of excellent performance well into the
VHF range.5 The amplifier was de-
signed with possible expansion to 6 m
in mind.

The 20-Ω resistor on the gate of the
FET helps ensure stability, and also
makes the input easier to match
across a broad range of frequencies. A
4:1 transformer completes the input
network. The feedback resistor is there
more to help achieve good input and
output matches than for stability,
which should be assured by the gate
resistor. The output network consists
of only a series and shunt resistor. An
L-network could be added for an even
better return loss, but it is not neces-
sary for driving the PA. The driver is

mounted on the same heat sink as
the PA.

Gate bias is provided via a low-
power adjustable regulator. The resis-
tance from the regulator to ground is
test selected for a drain current in the
MRF136 of approximately 300 mA.
This is enough current to achieve ex-
cellent linearity in class-A service. The
maximum output required from the
driver is about 500 mW, though it is
capable of much more. I think enough
of the MRF136 that I’m considering
replacing the receiver preamplifiers
with these devices running with high
currents.

Power Amplifier
The power amplifier uses a single

MRF151 FET to generate a little over
60 W PEP or CW, and runs on 40 V
(Fig 4). The device is capable of con-
siderably more, but I didn’t feel that I
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Fig 4—Power amplifier schematic diagram.
Resistors and capacitors are 0805 SMT
unless otherwise noted.
C2—0.01 µµµµµF 100 V.
C4-C7—0.1µµµµµF 100 V.
J1, J2—2 pin header.
J3, J4—BNC jack.
L1—16 t #18 AWG on a T106-6 core.
Q1—MRF151 MOSFET.
R1, R2—110 ΩΩΩΩΩ, 3 W metal oxide.
R3—17.8 ΩΩΩΩΩ 1/4 W 1206 SMT.
R6, R7—287 ΩΩΩΩΩ 1/4 W 1206 SMT.
T1—BN7051-43 core: primary, 1 t (1/4-inch
brass tubing); secondary, 2 t #18 AWG
through primary.
T2—BN3312-43 core: secondary, 1 t
(3/16-inch brass tubing); primary, 3 t #22
AWG through secondary.

Fig 5—Power amplifier bias schematic diagram. Resistors and capacitors are 0805 SMT unless otherwise noted.

U1—AD592 temperature transducer. Mount
with thermal compound on MRF 151.
U2—78L09µµµµµA +9 V voltage regulator.
U3—Quad opamp, OP747ARU.
C7—1 µµµµµF, 25 V X7R 1206 SMT.

J1, J2—2 pin header.
Q1—NPN transistor, 2N3904.
R10—2.87 kΩΩΩΩΩ, 0805 SMT. Can be adjusted
to set bias shutdown threshold.

R12—287 ΩΩΩΩΩ, 0805 SMT. Test select for
stable bias over temperature.
R15—499 ΩΩΩΩΩ, 0805 SMT. Test select for
proper bias level (IDQ = 500 mA).
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Fig 6—Transmit low-pass filter schematic diagram. Values shown are for the 20 meter filters. Component values for the other HF bands
are available on the ARRLWeb (see Note 9). Resistors are 0805 SMT unless otherwise noted. Capacitors are Silver Mica unless
otherwise noted.

0 pF capacitors are pads for Silver Mica
capacitors.
C1, C2—0.1 µµµµµF X7R 0805 SMT.
D1, D2—DL4001.

J1—2 pin header.
K1, K2—PC mount SPDT relay (Digi-Key
# G6E-134P-ST-US-DC5).
L1—0.32 µµµµµH, 13 t #18 AWG on a T106-0
core.

L2—0.37 µµµµµH, 14 t #18 AWG on a T106-0
core.
L3—0.55 µµµµµH, 17t #18 AWG on a T106-0
core.

really needed it. This power level is
perfectly adequate for “barefoot” op-
eration, and it does not tax the devices
involved terribly much. It also allowed
me to design the power supply mostly
with parts I had on hand. I also have
some plans for a 300-400 W amplifier,
which would only require about 20 W
of drive.

The circuit for the amplifier has a
lot of similarities to that in the
MRF151 datasheet.6 A 9:1 trans-
former and series resistor match the
driver output with the gate of the de-
vice. I chose to use a conventional
transformer with a one-turn second-
ary consisting of brass tubing, because
of its easy construction. Like the driver
circuit, a resistor is placed from gate
to ground to tame the beast and
broaden the input response. For this
device, the recommended resistance is
25 Ω. The feedback resistance helps
create decent input and output
matches, and flattens the gain across
the spectrum. A 1:4 output trans-
former provides a load line optimized
for 64 W output. Again, I opted for the
conventional transformer, this time
with a larger core. More heat will be
generated than with a transmission-
line transformer (see the discussion in
Note 8), but this configuration will
work fine.

The bias network (Fig 5) requires
some explanation. In reading about
other FET amplifier projects, I noticed

a couple of different modes of thermal
protection. In his 50-MHz amplifier,
Dick Frey, K4XU, used thermal com-
pensation to account for the fact that
as the FET heats up, the same gate
drive will induce larger standing cur-
rents (thus generating more heat).7
Bill Sabin, WØIYH, used thermal
monitoring to shut down the devices
if the temperature reached a certain
threshold.8

I decided that I liked the idea of
doing both functions, though I took a
slightly different approach. Accom-
plishing both functions with a single
temperature sensor requires a little
more complexity than a single func-
tion. I used a current-output tempera-
ture sensor, the AD592, that has a
more linear response than ther-
mistors. The output of this device is
1 µA per Kelvin (at +25°C, the output
is 298 µA). The TO-92 package is
mounted directly on the MRF151.

The output of the AD592 is fed to a
buffer amplifier whose input uses a
1.62-kΩ resistor to convert the current
signal to a voltage. The buffer has a
gain of about 4.5, which sets the slope
of the temperature compensation. The
value of R12 can be adjusted to ensure
that the bias remains constant over
temperature. The buffer feeds two
other amplifiers. One is a summing
amplifier that combines the bias volt-
age with the compensation voltage.
The other is used as a comparator to

clamp the summing amplifier output
to about 0 V when the MRF151 tem-
perature gets too high. The hysteresis
in the comparator circuit creates a
window of about 1.9°C, meaning that
the temperature must drop that
amount before bias is restored. The
feedback capacitor changes the hys-
teresis for high-frequency signals, so
that false triggering from this source
does not occur.

The summing amplifier feeds a
fourth amplifier that sets the final
output. The value of R15 sets the bias
point. This can be set while observing
the two-tone output on a spectrum
analyzer; or if one is not available, to
set the IDQ to about 500 mA. This last
amplifier is not absolutely necessary,
but I wanted to make it as simple as
possible to adjust the bias. If instead
the bias were to be adjusted using R13
in the summing amplifier, the value
of R14 must be adjusted also. Other-
wise, the compensation slope would be
affected by the gain change. Besides,
I still had a fourth amplifier available
in the package. The calculations used
for the bias network are in a spread-
sheet (“PA_bias_compensation.xls”)
that can be downloaded from the
ARRLWeb.9

Low-Pass Filters
The output low-pass filters (Fig 6)

are of the Cauer type. They have been
optimized for suppression of the sec-
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Fig 7—Transmit PLL schematic diagram. 
Resistors and capacitors are 0805 SMT 
unless otherwise noted. 
C1—0.0056 µF polyester (Digi-Key 
#P3562). 
C2-4—0.01 µF 0603 SMT. 
C10—0.0012 µF polyester (Digi-Key 
#P3122). 
C20—0.047 µF polyester (Digi-Key 
#P3473). 
C21, C24—1 µF 25 V X7R 1206 SMT. 
C22, C23—1 µF 16 V X7R 1206 SMT. 
C28—3-10 pF trimmer, SMT (Digi-Key 
#SG2002). 
D1—Schottky diode, ZC2811E. 
D2, D3—Tuning diode (Digi-Key 
#ZMV933ACT). 
J1—2 pin header. 
J2—DB9 right-angle PC mount (Digi-Key 
#A23303). 
J3, J4—PC mount SMB bulkhead jack 
(Digi-Key #J522). 
L1—0.22 µH. 
L2-L4—1.0 µH. 
L5—8 t #28 AWG on a T37-12 core; tap 2 t 
from “cold” end. 
T1—primary 6 t #28 AWG on a BN2402-61 
core; secondary 2 t #28 AWG. 
U1—PLL, ADF4001BRU. 
U2—regulator, SOT89, 78L05UA. 
U3—regulator, SOT89, 78L12UA. 
Y1—140.8 MHz, seventh overtone 
(International Crystal). 

ond and third harmonics, as described 
by Tonne.10 Also, they incorporate a 
diplexer as Stephensen demonstrated 
to provide a good match for the har­
monics. This reduces reflections of the 
harmonics and improves the linearity 
of the amplifier output.11 

The iron-powder cores used in the 
filters were chosen to ensure that over­
heating would not be a problem at this 
power level. The objective was to keep 
the flux density for each inductor sig­
nificantly below the maximum recom­
mendations outlined in the Amidon 
data manual.12 Accomplishing this in­
volves larger cores and more turns, 
which usually don’t go hand in hand. 
This is why, for instance, the 20-m 
filter inductors use the “0” material. 
The capacitors are the silver-mica 
types, with a rating of 500 V. They can 
easily handle the signal levels ex­
pected in the filters. 

Transmit Clock 
The design of the transmit clock is 

nearly identical to the low-noise clock 
used for receiving (Fig 1). Several com­
ponent values have been changed to 
reflect the much higher frequency of 
operation. Also, remembering that we 
only need +1 dBm for the DAC clock, 
the output has additional attenuation. 

The PLL reference frequency is 64 
kHz. This is necessary because the 
reference oscillator frequency was se­
lected to minimize noise in the receive 
PLL. Still, the final result works out 
pretty well.The loop bandwidth is only 
about 65 Hz, because the PLL noise is 
much higher with the large divide ra­
tio (N = 2200). Inside the loop, the PLL 
noise dominates (the reference noise 
is much lower). 

Outside the loop, the VCXO noise 
dominates. The predicted phase noise 
of the VCXO is quite good; though as 
Leeson predicts, it is not as good as 
the 64.96-MHz receive oscillator. How­
ever, the final noise performance on 
the transmit side is not considerably 
different than for receive. This is be­
cause of the effect that phase noise (or 
jitter) has on ADCs and DACs. As 
shown in the “Phase Noise and ADC 
Performance” sidebar in Part 2 (see 
Note 2), the effect is smaller for lower 
signal frequencies. So, the phase noise 
of the transmit clock, when applied to 
a 10-m signal, is reduced by about 
14 dB. The noise sidebands actually 
applied to the desired signal in both 
transmit and receive are therefore 
quite similar. 

Summary 
Modern signal-processing devices 

can give us as much simplification in 
our transmitter architecture as on re­
ceive architecture. In this design, we 
have barely scratched the surface of 
what can be done with all of the flex­
ibility built into the TSP chip.The per­
formance of the DAC gives us a very 
low-noise, low-distortion output capa­
bility. DAC features, such as interpo­
lation, give us much more flexibility 
in the analog design. 

New devices, either released or 

about to be released, are improving on 
even this excellent performance. They 
provide even more flexibility than that 
found in the AD9772A. For that rea­
son, this design was done in a modu­
lar fashion, just as was the receiver. 
For instance, a new 16-bit DAC design 
can be directly interfaced to the TSP 
output connector to upgrade perfor­
mance. As such, we can constantly 
improve the performance of this radio 
as new technology allows.Additionally, 
we can add new modes simply by up­
grading the software or changing the 
configuration of the TSP. 

We have now looked at the main 
signal-processing blocks for both re­
ceive and transmit. Next time, we will 
look at some of the circuits that bring 
it all together, including audio and 
control blocks. The DSP will be linked 
into the system as well. 

I would like to thank all the gentle­
men whose work is referenced in this 
article. Their excellent work made 
mine much easier. 
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Notes on Designing Large 
Five-Band Quads 

Would you like to design a large loop Yagi and achieve 
the design performance in reality? Here’s how. 

The design of large five-band 
quad arrays has a number of 
facets, each of which deserves 

attention by the would-be quad user. 
We can divide them into three general 
groups: 
1. The use of antenna modeling soft­

ware as the design vehicle: How do 
we set up the model for effective 
design work? 

2. The performance of the quad as de­
signed: How can we use the mod­
eled performance as a guide to 
evaluating and improving designs? 

3. The transition from model to physi­
cal antenna: What factors play a 
role in determining if and how the 
modeled array should be built? 

1434 High Mesa Dr 
Knoxville, TN 37938-4443 
e-mail cebik@cebik.com 

By L. B. Cebik, W4RNL 

Although it is not possible to pro­
vide definitive answers to all of these 
questions, we can run through a de­
sign exercise and extract as much 
guidance from it as possible. Although 
not exhaustive, the amount of guid­
ance will be considerable. 

For our project, let’s consider the 
design of one or more large five-band 
HF quad arrays. By large, I mean an 
array with at least four elements per 
band. 

Setting Up the Design Project 
The availability of NEC-based an­

tenna modeling programs has moved 
much of the design process from the 
antenna tower to the computer. How­
ever, the process of design may prove 
daunting unless we approach it in a 
somewhat systematic manner. 

Constraints 
Designing a large quad array in­

volves some concessions to reality 
from the start. For example, multi­
band quad arrays typically employ 
planar groups of elements: that is, flat, 
four-arm nonconductive structures to 
support an element for each of the 
bands of concern. Consequently, the 
designer cannot, for each band, select 
the optimal spacing between elements 
for maximizing key performance 
parameters, such as gain, front-to­
back ratio (F/B) and SWR bandwidth. 
Every performance outcome will be a 
compromise, with its foundation in the 
initial spacing decisions for the sets 
of support arms. 

Equally limiting will be the fact 
that quad arrays typically use wire 
elements. At the outset, I shall specify 
#12 AWG copper wire as the material 
of choice for this exercise. However, 
that very choice will limit and direct 
the design effort.As I have shown else­
where, the gain and the operating 

12 Nov/Dec 2003 



cebik.pmd 10/1/2003, 12:56 PM13

bandwidth (in terms of both F/B and 
the 2:1 SWR curves) are functions of 
the element diameter when specified 
as a fraction of a wavelength.1 In the 
upper-HF region, #12 wire is a small 
fraction of a wavelength. Achieving 
full operating potential requires ele­
ment diameters approaching about 
0.5 inch at 10 meters and 1 inch at 
20 meters. 

However, the planar arrangement 
of elements does permit the quad de­
signer to achieve—at least on some 
bands—a higher level of performance 
than would be provided by a mono­
band version of the array using simi­
lar dimensions.2 The effects of element 
interactions on the large quad array 
will be among the phenomena we shall 
examine. 

A Starting Point 
Because many examples of large 

quad-array design already exist, we 
need not begin at random. One of the 
better designs available is the prod­
uct of Danny Mees, ON7NQ.3 It con­
sists of three elements on 20, 17 and 
15 meters, with a fourth element 
added for 12 and 10 meters.As a three­
element quad on the lower three 
bands, the array uses a familiar set of 
element spacing. As shown in part of 
Fig 1, the reflector is 10 feet from the 
driver, with a director 8 feet forward 
of the driver. On 12 and 10 meters, 
Danny added new elements centered 
between the reflector and the driver. 
The new element becomes the driver 
for the upper two bands, with two di­
rectors in front of it. Table 1 supplies 
the modeled dimensions of the 
ON7NQ 3-4-element quad and the di­
mensions of the other large quads we 
shall explore. Fig 2 shows the general 
outline of the entire ON7NQ array. 

Since one facet of quad design is 
reducing the number of variables in­
volved, we will use the initial spacing 
selections of the ON7NQ array as a 
starting point. Then we shall add one 
or more elements to each band. In 
Fig 1B you can see that an additional 
director has been added, once more at 
the standard 8-foot spacing from the 
ON7NQ forward element, resulting in 
a 26-foot boom. Thus we have a 4-5­
element array. Fig 3 shows an outline 
sketch of the full set of elements. 

Fig 1C shows the layout using a 
wider spacing for the new director. 
This places the forward elements 
12 feet from the ON7NQ forward ele­
ments, resulting in a 30-foot boom 
length. However, for reasons that will 
become clear as we proceed to analyze 
the design, it became necessary to add 
another partial element set equally 
1Notes appear on page 24. 

spaced between the two forwardmost without a set of goals, but then you 
full element sets. The new support would never know when to stop. A set 
holds elements only for 15 and of clear specifications, based on rea­ 
10 meters. The end product is a 4-5-6- sonable expectations that emerge from 
element quad array, shown in Fig 4. experience, can direct the work of op­ 

timizing a design. This converts an 
Specifications for 4-5-Element Quad endless task into a merely long but fi- 

The design process could proceed nite one. For the design project at 

Fig 1—Element spacing for three large five-band quad designs. 

Fig 2—Outline sketch of 
the 3-4-element ON7NQ 
five-band quad. 
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Table 1—Three-Large 5-Band Quad Array Dimensions 

ON7NQ, 3-4-Element 5-Band Quad Dimensions (Inches) 
Antenna Side Loop 
Part Length Circumference 
20 Refl 217.0 868.0 
20 Driver 213.7 854.8 
20 Dir 1 205.0 820.0 
17 Refl 168.5 674.0 
17 Driver 166.3 665.2 
17 Dir 1 159.8 639.2 
15 Refl 144.8 579.2 
15 Driver 142.0 568.0 
15 Dir 1 138.0 552.0 
12 Refl 122.4 489.6 
12 Driver 119.9 479.6 
12 Dir 1 118.2 472.8 
12 Dir 2 118.7 474.8 
10 Refl 110.68 442.7 
10 Driver 105.8 423.2 
10 Dir 1 104.6 418.4 
10 Dir 2 103.99 416.0 

W4RNL, 4-5-Element 5-Band Quad Dimensions (Inches) 
Antenna Side Loop 
Part Length Circumference 
20 Refl 217.0 868.0 
20 Driver 213.0 852.0 
20 Dir 1 195.0 780.0 
20 Dir 2 196.0 784.0 
17 Refl 168.5 674.0 
17 Driver 165.6 662.4 
17 Dir 1 159.8 639.2 
17 Dir 2 159.8 639.2 
15 Refl 145.4 581.6 
15 Driver 141.4 565.6 
15 Dir 1 139.5 558.0 
15 Dir 2 139.3 557.2 
12 Refl 122.4 489.6 
12 Driver 120.6 482.4 
12 Dir 1 118.2 472.8 
12 Dir 2 119.8 479.2 
12 Dir 3 118.6 474.4 
10 Refl 110.0 440.0 
10 Driver 105.8 423.2 
10 Dir 1 104.4 417.6 
10 Dir 2 105.0 420.0 
10 Dir 3 104.0 416.0 

hand, the following specifications were set for the 4-5-ele­
ment quad. 

Gain: The average free-space gain of the 4-5-element 
quad should be about 0.7 dB higher than the ON7NQ ar­
ray on each band. This goal is likely to be achieved on all 
but 20 meters, where the boom length is short for four 
elements.The length is adequate for a monoband optimized 
Yagi, but the fixed spacing of the quad array limits im­
provements. First, a monoband quad generally requires 
greater spacing than a monoband Yagi to achieve its full 
gain potential for any given element diameter. Second, on 
20 meters the elements do not have other elements out­
ward from which to potentially derive a modicum of per­
formance enhancement. Third, the individual element 
spacing may not be optimal. When the spacing was in-

W4RNL, 4-5-6-Element 5-Band Quad 
Dimensions(Inches) 
Antenna Side Loop 
Part Length Circumference 
20 Refl 217.0 868.0 
20 Driver 213.0 852.0 
20 Dir 1 201.2 804.8 
20 Dir 2 194.8 779.2 
17 Refl 168.5 674.0 
17 Driver 165.6 662.4 
17 Dir 1 160.2 640.8 
17 Dir 2 159.6 638.4 
15 Refl 145.8 583.2 
15 Driver 141.4 565.6 
15 Dir 1 139.0 556.0 
15 Dir 2 138.8 555.2 
15 Dir 3 138.4 553.6 
12 Refl 121.8 487.2 
12 Driver 120.2 480.8 
12 Dir 1 119.4 477.6 
12 Dir 2 120.2 480.8 
12 Dir 3 117.4 469.6 
10 Refl 110.6 442.4 
10 Driver 105.7 422.8 
10 Dir 1 104.4 417.6 
10 Dir 2 104.8 419.2 
10 Dir 3 104.8 419.2 
10 Dir 4 104.2 416.8 
See text and Fig 1 for element spacing data. 

Fig 3—Outline sketch of the 4-5-element W4RNL five-band quad. 

creased to the 30-foot boom length for the 4-5-6-element 
array, the gain specification was raised by about 
0.2 dB as the design goal. 

Front-to-Back Ratio: It is almost impossible to obtain a 
20-dB front-to-back ratio from a wire quad across any HF 
band (except for the narrow WARC bands). Consequently, 
the 20-dB standard, long applied to monoband Yagi designs, 
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had to be set aside. More realistic is a 
goal of achieving a 15 dB front-to-back 
ratio across the bands. Even this re­
duced standard cannot be achieved on 
every band with every configuration. 
Part of the analysis will deal with why 
some bands fall short of this goal for 
some array configurations. 

The front-to-back specification is 
given in terms of the 180° front-to­
back ratio. Due to element interactions 
and the fixed spacing of the elements, 
a full front-to-rear evaluation will only 
sometimes match the 180° front-to­
back ratio. A front-to-rear evaluation 
examines the entirety of the radiation 
pattern to the rear of the beam. Large 
multiband quad array rear patterns 
can range from good to exceptionally 
“messy.” 

Feed-Point Impedance: Since the 
ON7NQ array was designed for direct 
feed with a 50-Ω coaxial cable, the 
larger arrays also use this feed-point 
impedance as a specification.The usual 
2:1 SWR standard will be applied to 
determine if the feedpoint impedance 
falls within the range limits. 

Bandwidth Coverage: Although the 
ON7NQ array was optimized for the 
CW end of each of the HF bands cov­
ered, the goal for the larger arrays was 
to allow operation over each band.This 
was not always possible. The 20-meter 
band is especially resistant to full cov­
erage within the other performance 
specifications. The 10-meter band was 
also limited to coverage of the first 
800 kHz (from 28.0 to 28.8 MHz), since 
broader coverage required a severe 
reduction in performance levels. 

Design Strategy 
The discussion of a starting point 

and a set of specifications involve basic 
“whats,” but they do not tell us anything 
of the “how” of design. Design work with 
antenna-modeling software requires a 
strategy if the work is to proceed effec­
tively, even efficiently. Modeling a five­
band quad with more than three 
elements results in a large model. 

Moreover, each element that will be 
modified in the design process in­
volves—assuming a free-space model 
—the alteration of 16 coordinate val­
ues for each and every change. For the 
task at hand, modeling software that 
permits the use of variables as coor­
dinates can simplify the work of 
alteration to a single operation. Con­
sequently, the design work was per­
formed using NEC-Win Plus, which 
permits 24 variable assignments— 
just enough for the entire project with­
out resorting to workarounds. 

Another strategic issue is the seg­
mentation of the element loops. Ideally, 
a good NEC model attempts to align 

segment junctions to achieve maxi- ements. Fig 5 sketches the elements 
mum accuracy. Since each wire is to and the suggested level of segmenta­
some degree active on all bands, the tion for one set of elements for five 
20-meter elements should have about bands. This segmentation scheme 
twice the number of segments as the comes close to meeting the desired 
10-meter elements, so that each seg- 2:1 ratio of segments between 20 and 
ment is about the same length at the 10 meters and yields a practical align­
highest frequency to be used. Since five ment of segment junctions from one 
segments per side is about the mini- band to the next. 
mum level of segmentation to assure The resulting arrays are large in 
accurate results with a closed-loop both the number of wires and the 
structure, the overall segmentation number of segments. A fully seg­
becomes a matter of number juggling. mented ON7NQ array requires 68 

If we place seven segments on each wires and 724 segments, already more 
side of a 10-meter element, and if we sizable than the limits of some widely 
increase the number by two for each used software. The 4-5-element array 
lower band in order, we arrive at 15 needs 88 wires and 944 segments, 
segments per side on the 20-meter el- while the final 4-5-6-element quad 

Fig 4—Outline sketch 
of the 4-5-6- element 
W4RNL five-band quad. 

Fig 5—Recommended 
“full” segmentation of a 
five-band set of quad 
elements. Notice how the 
segments align among 
the elements. 
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calls for 96 wires and 1016 segments. 
Since the time required for each run 
of the model goes up by the power of 
the number of wires and the number 
of segments, core runs for the largest 
array can approach the limit of most 
people’s patience! 

The solution is to use a lower level 
of segmentation, but only after verify­
ing its adequacy, if not its accuracy. 
Therefore, I ran a set of comparative 
curves on the ON7NQ array using full 
segmentation and a lower level: five 
segments per side for the upper three 
bands, and seven segments per side for 
the lowest two bands. The resulting 
models produced operating bandwidth 
data such that in only two instances 
was a final small adjustment required 
using the fully segmented model. How­
ever, the actual gain and front-to-back 
figures were sufficiently off that only 
the performance trends were used to 
optimize the model. The final tables 
reflect the performance for the fully 
segmented models. 

Table 1 thus reflects the dimensions 
for the fully segmented arrays. With­
out the preparation outlined above, the 
few hours of work needed to produce 
these figures might well have length­
ened into the work of many weeks. 

Design Evaluation 
In the course of the design exercise, 

a number of interesting properties of 
large quad arrays emerged. Some of 
the patterns making up the properties 
might not have been so easily discov­
ered without the efficiency of com­
puter-aided design, although an 
automated design procedure might 
have obscured some of them. Let’s 
analyze the designs band-by-band.We 
shall use a mixture of tabular and 
graphic data to examine each band. 

20 Meters 
All of the large arrays show a steady 

increase in gain with each step upward 
in frequency band. Of all the bands, 
20 meters shows the least improvement 
as we enlarge the array. Table 2 pro­
vides the data for the band edges and 
in the middle of the band. Fig 6 sweeps 
the band to provide a complete picture 
of the free-space gain. 

At the low end of the band, the 
4-5 array shows a significant in­
crease over the 3-4 version. The gain 
increase tapers off as we move up the 
band so that the average gain mar­
gin between versions 3-4 and 4-5 is 
the same as between version 4-5 and 
4-5-6. However, the gain of ON7NQ’s 
version 3-4 had been optimized at 
the expense of full-band coverage. 
Both 4-5 and 4-5-6 provide full cov­
erage of 20 meters, even if at lesser 

levels at the high end of the band. 
The front-to-back ratio curves for all 

three quad versions appear in Fig 7. 
The curves are roughly congruent, but 
the increasing boom length of the ar­
ray as we move from one version to the 
next yields a higher peak value at 
about 14.1 MHz. Although both larger 
arrays have a higher ratio than the 
original ON7NQ array at the low end 
of the band, all three pass the upper 
end of the band with similar values. 
Likewise, as shown in Fig 8, the two 
larger arrays have similar SWR curves 
that barely fit within the band at less 
than 2:1 SWR relative to 50 Ω. In this 
feature, they are superior to the origi­
nal ON7NQ array, since its SWR curve 

cannot be moved sufficiently to cover 
the entire band without a significant 
reduction in peak gain. 

Adding a second director to the ini­
tial ON7NQ thus allows an improve­
ment of gain of modest amounts. The 
added director permits coverage of the 
entire 20-meter band by judicious 
selection of director loop sizes, which 
differ as we change the boom length. 
Without major changes in individual 
element spacing, further performance 
improvement is unlikely, since the first 
director has two functions. In combina­
tion with the driver and the reflector, it 
sets the feed-point impedance. In com­
bination with the second director, the 
first director sets the operating 

Table 2—20-Meter Performance of Three Quad Designs 

Frequency Gain Front/Back Impedance 50-Ω 
(MHz) (dBi) (dB) (R ± jX) SWR 
ON7NQ 3-4-Element, 5-Band Quad 
14.0 8.42 11.83 37.6 –j18.5 1.66 
14.175 8.29 15.06 44.3 + j4.4 1.17 
14.35 8.06 9.76 34.8 + j36.5 2.50 

W4RNL 4-5-Element, 5-Band Quad 
14.0 8.81 15.02 33.6 –j20.5 1.88 
14.175 8.58 16.76 51.9 + j10.0 1.22 
14.35 8.14 9.96 57.8 + j33.8 1.89 
Average gain over 3-4: 0.25 dB 

W4RNL 4-5-6-Element, 5-Band Quad 
14.0 9.04 15.37 31.7 –j18.4 1.89 
14.175 8.82 17.82 54.9 + j12.8 1.29 
14.35 8.41 10.36 56.6 + j35.3 1.94 
Average gain over 4-5: 0.25 dB. Average gain over 3-4: 0.50 dB 

Fig 6—20-meter free-space gain for three large five-band quad designs. 
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bandwidth for the major parameters. 
Hence, the two four-element 20-meter 
designs use very different director sizes, 
although the driver and reflector re­
main constant. All in all, both larger 20­
meter sections have boom lengths that 
remain well under 0.4 λ, which is short 
for a four-element parasitic array. 

17 Meters 
Because 17 meters is such a nar­

row band (100 kHz), the data in 
Table 3 will suffice to permit an evalu­
ation of the performance of the arrays 
on this band. Three factors allow the 
17-meter portions of the larger arrays 
to achieve significant gain over the ini­
tial three-element quad. First, the 
boom length increases as a fraction of 
a wavelength so that the two new sec­
tions bracket a half wavelength of 
boom length. Second, the extra ele­
ment is well suited to setting the ele­
ment mutual coupling for a higher 
gain level. Third, the 17-meter band 
is narrow, permitting the operating 
performance to be well focused. 

Nevertheless, the 30-foot-boom ver­
sion requires different lengths than 
the 26-foot version for the two direc­
tors to achieve the final 0.2-dB gain 
increment. However, the added length 
also permits the designer to obtain 
feed-point impedances closer to 50 Ω, 
even though both four-element de­
signs have comparable F/B values. 

Despite the factors that allow the 
17-meter section to achieve gain in 
excess of the specifications for the 
larger arrays, the gain differential 
between the 17-meter and 20-meter 
sections calls for brief comment. The 
longer boom length (in terms of a frac­
tion of a wavelength) and the narrow 
band requirements on 17 meters con­
tribute to the gain excess over that at 
20 meters. The 17-meter elements in 
their planar supports are surrounded 
on both sides by elements for other 
bands. Changes in the 20-meter and 
15-meter elements do affect the per­
formance curves of 17 meters—much 
more of an effect than changes to the 
17-meter elements have upon the 
20-meter performance curves. In gen­
eral, being surrounded by elements for 
other bands tends to improve gain, but 
this also tends to slightly reduce the 
F/B and SWR bandwidth. 

15 Meters 
As shown in Table 4 and in Fig 9, 

15 meters is marked by remarkable 
gain stability for all three quad ver­
sions. The gain improvement for the 
4-5 array over the 3-4 array is more 
than 1 dB, with another 1/3 dB added 
by the increased boom length of the 
4-5-6 quad. However, these values, 

which are in excess of expectations for 
the 4-5-6-element design, required the 
addition of a new director six feet be­
tween the first and second directors 
for 20 and 17 meters. Table 4 shows 
the best gain values obtained with the 
longer boom, with and without the 
added director. Obviously, the longer 
boom—about 5/8 λ—was insufficient to 
provide stable gain across the band 
without an intervening director. 

The front-to-back curves for 
15 meters, shown in Fig 10, are equally 
interesting. The initial 3-4 array, with 
a single director for 15 meters, shows 
the typical “spike” in the maximum 
front-to-back value. Both longer boom 

models provide much smoother perfor­
mance across the entire band. The 
smoother performance is also reflected 
in the feed-point impedance values. 
The 3-4 array can be adjusted for less 
than 2:1 SWR across the band, but it 
cannot approach the leveled values for 
the longer-boom arrays. 

Part of the reason for the impedance 
and SWR situation is revealed in 
Fig 11, the 50-Ω SWR curves for the 
three arrays. The 3-4 array shows the 
typical curve of a three-element beam, 
with a single SWR minimum. Both the 
4-5 and the 4-5-6-element arrays dis­
play two SWR minimums at different 
points within the band. The double-dip 

Fig 7—20-meter front-to-back ratios for three large five-band quad designs. 

Fig 8—20-meter 50-Ω SWR curves for three large five-band quad designs. 
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curve is a mark of “wide-band” tuning 
of a parasitic array, as the term is de­
fined in the series of Yagis designed by 
NW3Z and WA3FET.4 The 15-meter 
array spaces the reflector and the first 
director at nearly optimal distances 
from the driver to set the feedpoint 
impedance for wide-band 50-Ω opera­
tion. The reflector is about 0.216λ be­
hind the driver, while the first director 
is about 0.173λ ahead. An additional 
director or directors then provide gain, 
as shown in Table 1. The additional 
director in the 30-foot model permits 
the designer to achieve smoother wide­
band performance in all categories at 
a boom length that is beyond the capa­
bilities of a single director. 

Both larger quads call for a smooth 
decrease in the sizes of the directors, 
although some wide-band applications 
with five elements may require that 
the second director length be equal to 
or slightly larger than the first direc­
tor. This phenomenon is an indication 
that the forward two directors are the 
principal determinants of the band­
width for the gain and F/B curves. 

12 Meters 
For all three arrays, 12 meters is 

the lowest band to use a driver spaced 
five feet from the reflector, with the 
element at the 10-foot mark becom­
ing a director. Table 5 provides the 
operating figures for this five-element 
section. The 4-5 (26 foot) array pro­
vides over 1 dB gain improvement over 
the 3-4 (18 foot) array on 12 meters, 
with similar F/B and SWR curves. 

When increasing the boom length 
to 30 feet, the forward director moves 
from 0.2 to 0.3 λ ahead of the second 
director.The larger spacing is near the 
limit of the ability of the forward two 
directors to control both gain and 
front-to-back ratio, even on a narrow 
(100 kHz) band such as 12 meters. 

Indeed, without a further director, 
one can improve either the gain or the 
smoothness of F/B—but not both. As 
shown in Table 5, the design approach 
used for the 4-5-6 array was to raise 
the lowest level of F/B by about 2 dB— 
a value just verging on operational 
detectability. 

The gain of the longer-boom array 
increases insignificantly over that of 
the 26-foot model. However, since the 
overall gain increase was in excess of 
1 dB relative to the initial 3-4-element 
array, this design decision seems ap­
propriate. For the same reason, I didn’t 
add a new director to the support arms 
used for the added 15-meter director. 
The absence of an added director for 
12 meters illustrates once more the 
different requirements for narrow and 
wide amateur HF bands. 

10 Meters 
Of all the HF bands, 10 meters is 

the widest. From the outset, it was ap­
parent that a thin-wire quad array 
could not cover even the full first 
megahertz of 10 meters adequately. 
An 800-kHz operating bandwidth is a 
much more feasible goal, and it is 
achieved by all three arrays, as shown 
in Table 6. 

On average, the 4-5-element quad 
shows better than 0.8 dB more gain 
than the 3-4 array. The 30-foot boom 

model adds more than 0.4 dB more 
gain (using a fourth director), for a 
1.25-dB total improvement over the 
original 18-foot quad design. However, 
these figures—as averages—may be 
deceptively simple in view of the wide 
operating bandwidth on 10 meters. 

Despite the best efforts to achieve 
a smooth gain performance, 10 meters 
exhibits the highest differential be­
tween minimum and maximum gain 
for all three of the arrays. The differ­
ential runs between 0.9 dB and 1.1 dB, 

Table 3—17-Meter Performance 

Frequency Gain Front/Back Impedance 50-Ω 
(MHz) (dBi) (dB) (R ± jX) SWR 
ON7NQ 3-4-Element, 5-Band Quad 
18.068 8.47 21.80 42.7 –j5.1 1.21 
18.118 8.42 25.52 43.5 –j0.3 1.15 
18.168 8.36 20.90 43.2 + j4.6 1.19 

W4RNL 4-5-Element, 5-Band Quad 
18.068 9.24 22.03 36.0 –j1.7 1.39 
18.118 9.18 21.26 39.3 + j5.7 1.31 
18.168 9.10 17.39 42.3 + j12.5 1.37 
Average gain over 3-4: 0.75 dB. 

W4RNL 4-5-6-Element, 5-Band Quad 
18.068 9.45 18.43 42.7 + j0.7 1.17 
18.118 9.39 21.33 47.9 + j6.5 1.15 
18.168 9.31 20.50 42.4 + j10.8 1.24 
Average gain over 4-5: 0.21 dB. Average gain over 3-4: 0.96 dB 

Table 4—15-Meter Performance of Three Quads 

Frequency Gain Front/Back Impedance 50-Ω 
(MHz) (dBi) (dB) (R ± jX) SWR 
ON7NQ 3-4-Element, 5-Band Quad 
21.0 8.43 15.28 49.7 –j20.1 1.49 
21.225 8.52 20.98 46.4 –j0.0 1.08 
21.45 8.47 10.24 36.2 + j30.7 2.16 

W4RNL 4-5-Element, 5-Band Quad 
21.0 9.49 15.33 41.4 –j15.6 1.47 
21.225 9.47 17.04 57.0 + j7.5 1.21 
21.45 9.55 19.16 31.3 + j9.9 1.70 
Average gain over 3-4: 1.03 dB. 

W4RNL 4-5-6-Element, 5-Band Quad (before adding fifth element) 
21.0 9.36 11.43 46.4 –j19.8 1.51 
21.225 9.65 22.65 58.1 –j8.8 1.25 
21.45 9.95 15.68 28.2 + j8.7 1.85 

W4RNL 4-5-6-element, 5-Band Quad (after adding fifth element) 
21.0 9.78 15.70 46.9 –j7.6 1.19 
21.225 9.74 20.57 63.4 + j1.0 1.27 
21.45 10.00 15.03 35.0 + j11.9 1.57 
Average gain over 4-5: 0.34 dB. Average gain over 3-4: 1.37 dB. 
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depending on the version of the array. 
The 4-5-6-element array would have 
shown an unacceptably high differen­
tial—more than 1.5 dB—had the final 
design not included a new director on 
the same support arms as the added 
15-meter director. Fig 12 shows the 
gain curves for all three final designs. 
Even with the new director, the 4-5-6 
version displays a more rapid gain fall­
off at the upper end of the band than 
the other two quads. 

The F/B curves in Fig 13 show 
something about where to place the 
peak F/B value for optimal perfor­
mance—if there is design room to vary 
it without adversely affecting other 
properties.The 3-4-element array cen­
ters the curve. The 4-5-element ver­
sion moves the maximum 180° F/B to 
the upper end of the band. The result 
is less performance at the lower end 
of the band. However, the 180° F/B is 
not the sole determinant of placement. 
The general shape of the rearward 
lobes and the strength of rearward 
side lobes can also play a role in the 
design decision. Placing the maximum 
F/B ratio at the high end of the band 
in the 4-5 array provided the best F/B 
performance across the band. 

The addition of another director to 
make the 10-meter section a six-ele­
ment array was prompted by the F/B 
performance as much as by the gain 
curve of the array. Table 6 shows the 
high in-band, peak F/B without the 
new director. The consequence is rela­
tively poor F/B performance except for 
a small portion of the band. With the 
added director, the F/B performance 
curve spreads the higher levels of 
performance over a greater portion of 
the band, although the band edges fall 
below the target levels in the specifi­
cations. 

array gain. Each array exhibits in­
creased gain as we change bands up­
ward in frequency. Only 12 meters fails 
to provide at least 0.2 dB more gain for 
the 4-5-6 array over the 4-5 version. 
Only 20 meters fails to meet the goal 
of the 4-5 quad in providing at least 
0.7 dB more gain than the array used 
as the starting point. 

The F/B goals—with cautions that 
we shall further discuss—are gener­
ally met, except at the upper end of 
20 meters and the passband edges of 
10 meters. Both the 4-5-element and 
the 4-5-6- element quads cover all of 
the assigned passbands with less than 
a 2:1 SWR relative to a 50-Ω standard. 
However, in several cases the limit is 

pressed on one or the other end of the 
band, and on both ends of the 20-meter 
band. 

Within these restrictions, then, the 
design is reasonably successful in 
achieving a design for a larger five­
band quad array. Indeed, more impor­
tant than this evaluation are the 
design principles and limitations dis­
covered along the design road. The 
notes on these matters give us further 
insight into how multielement, multi­
band quads operate. 

Moreover, it is critical to understand 
that the designs emerged from some 
initial constraints of wire size and fixed 
element spacing. Revising the element 
spacing among sets of elements might 

Fig 9—15-meter free-space gain for three large five-band quad designs. 

The added 10-meter director also 
resolves another problem.Without the 
director, the elevated SWR between 
the two wide-band minimums rises too 
high and exceeds the 2:1 level by a 
considerable amount at 28.6 MHz. As 
shown in Fig 14, all three final ver­
sions of the arrays achieve the double­
minimum wide-band curve, although 
in different patterns. The 4-5-6­
element 30-foot array achieves the 
flattest curve of all, but all three 
curves remain below the 2:1 SWR level 
for the entire operating bandwidth. In 
both the 4-5 and 4-5-6 arrays, the first 
director plays its most significant role 
in setting the feedpoint impedance of 
the array and hence turns out to be 
smaller than the second director. 

Overall Evaluation:The 4-5-element 
and the 4-5-6-element 5-band quads 
achieve most of the operating goals set 
forth in the original specifications for Fig 10—15-meter front-to-back ratios for three large five-band quad designs. 
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yield differences in F/B curves and SWR 
curves. Consequently, the designs are 
now suited to the application of both 
incremental and genetic optimizing 
routines.The incremental routines may 
provide further tweaking of the element 
sizes in the direction of perfected per­
formance curves. Genetic algorithms 
might well uncover unsuspected poten­
tials for the array designs. 

Even if we accept the declaration of 
relative success in designing 4-5-ele­
ment and 4-5-6-element quad arrays, 
the design process is far from over. First, 
there are some further general cautions 
about multiband quads that deserve to 
be addressed. Second, although the use 
of antenna modeling software shows 
good efficiency in developing a design, 
if the design cannot be translated into 
an effective physical antenna with ad­
equate performance, the exercise is 
somewhat futile! 

Limitations, Cautions and 
Correlation Techniques 

The numbers that emerge from an 
antenna-modeling program used to 
design a large quad array can be de­
ceptive, unless we use extreme caution 
in reading them and in using them to 
construct a physical version of the ar­
ray. In this final part of the exercise, I 
want to explore at least some of the 
limitations and cautions that attach 
to the design model and its transferal 
into wire and fiberglass. 

Patterns 
The basic design work has been 

done with free-space models. Hence, 
all gain figures require readjustment 
relative to a proposed height for the 
array above a specific ground quality. 
Ordinarily, the F/B or rearward lobes 
and the SWR curve will hold if the 
array is more than λ/4 above ground. 
Quads are less sensitive to ground in­
fluences on the feed-point impedance 
and other operating characteristics 
than are arrays with open-ended lin­
ear elements. The exact gain of the 
strongest lobe and the elevation angle 
of that lobe will, of course, be functions 
of antenna height, as measured in 
wavelengths above ground. 

With the exception of quite low 
mounting heights, azimuth patterns 
over real ground will closely resemble 
at the elevation angle of maximum 
radiation the free-space patterns from 
the design model. However, we might 
need to adjust our expectations for 
such patterns due to the high levels 
of interaction among the elements of 
a multiband quad. Not all bands pro­
duce the clean patterns we have come 
to expect from monoband Yagis. 

Fig 15, for example, might repre­

sent both the 20-meter and 17-meter 
bands for the 4-5-6-element array. In 
both cases, we have well-behaved pat­
terns, with single forward lobes and 
no forward side lobes. We also have 
radiation to the rear that follows fairly 
standard progressions: showing three 
small rearward lobes, a single broad 
lobe or something in-between the two. 
However, even the pattern for 
18.168 MHz reveals a good reason for 
the quad designer to look at each pat­
tern over several frequencies. The 
rearward pattern at the upper end of 
17 meters shows a worst-case front­
to-rear ratio of about 17.5 dB, despite 
a 180° F/B of better than 20 dB. 

Above 17 meters, the patterns— 
both forward and rearward—can grow 

considerably less well behaved. In the 
progression from the middle of 
15 meters to the upper end in Fig 16, 
we find the development of forward 
side lobes. Although they remain 
diminutive at 15 meters, on higher 
bands, the side lobes can grow to pro­
portions that affect the overall forward 
beamwidth of the array between –3 dB 
power points. In addition, the large 
rearward radiation pattern, with a 
worst-case ratio to the forward lobe of 
15 dB may have operational conse­
quences. This is because the response 
to the rear would no longer be in a pair 
of narrow directions, but instead 
would cover most of the rear quad­
rants. In your preconstruction evalu­
ation of a large quad design, you 

Fig 11—15-meter 50-Ω SWR curves for three large five-band quad designs. 

Table 5—12-Meter Performance of Three Quads 

Frequency Gain Front/Back Impedance 50-Ω 
(MHz) (dBi) (dB) (R ± jX) SWR 
ON7NQ 3-4-Element, 5-Band Quad 
24.89  9.26 22.72 35.1 –j2.1 1.43 
24.94  9.22 18.92 41.1 + j2.3 1.27 
24.99  9.18 16.70 47.6 + j4.8 1.12 

W4RNL 4-5-Element, 5-Band Quad 
24.89 10.27 21.77 38.6 + j5.2 1.33 
24.94 10.29 19.80 40.2 + j9.1 1.34 
24.99 10.25 16.77 41.9 + j14.3 1.43 
Average gain over 3-4: 1.04 dB. 

W4RNL 4-5-6-Element, 5-Band Quad 
24.89 10.34 18.78 25.9 + j3.5 1.94 
24.94 10.37 20.98 37.0 + j7.9 1.42 
24.99 10.25 21.69 49.1 –j2.5 1.06 
Average gain over 4-5: 0.06 dB. Average gain over 3-4: 1.10 dB 
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should decide whether or not the pat­
terns (as well as the performance 
numbers) are satisfactory for your in­
tended operation. 

Efficiency 
The NEC core at the heart of most 

antenna-modeling software packages 
provides a power budget that lists a 
value for efficiency. The efficiency of an 
antenna is simply the power radiated 
(without regard to where it goes) to the 
power supplied to the antenna, 
expressed as a percentage. The calcu­
lation does not include anything not 
modeled; for example, matching sec­
tions or networks, feed-line losses, and 
so on. However, it does include mate­
rial losses within the antenna elements 
as a result of their resistivity, and it also 
includes resistive losses associated with 
any traps or reactive loads. This latter 
category of losses does not apply to our 
quad arrays, but wire losses do apply, 
since we are using #12 AWG copper 
wire. The wire size is as important as 
the material, since skin effect is par­
tially a function of element surface area. 
In fact, with large element surface ar­
eas, such as with the use of aluminum 
tubing, material losses can be very 
small. For example, I have models of six­
element Yagis in my collection with ef­
ficiencies approaching 99%. 

Thinner wire (as a fraction of a wave­
length) and higher frequencies increase 
losses and lower the efficiency of an 
antenna. These general rules would 
reveal themselves if we developed a 
sequence of simple monoband Yagis by 
which to test them. However, the large 
quads we have been exploring display 
complex interactions among the ele­
ments. In doing so, they reveal another 
dimension to antenna efficiency that is 
not as well appreciated as element di­
ameter and frequency. 

Table 7 lists the calculated mid­
band efficiencies of each of the quads 
reviewed. Notice that the highest effi­
ciency is considerably lower than that 
for a “fat-element” Yagi. Although we 
can detect a pattern in the general 
direction of changes in efficiency, there 
are some surprises. Especially notice­
able is the very low efficiency figure 
for 12 meters for the largest array. 

If we return to Table 5, we discover 
that the 12-meter portion of the larg­
est array provided less than 0.1 dB 
gain advantage over the next shorter 
quad, with most other characteristics 
being roughly equal between the two. 
What limits gain is the inability of the 
elements on fixed spacings to achieve 
the most effective interelement cou­
pling to yield a higher gain. If the 
larger array had resulted in signifi­
cantly larger rear lobes, the efficiency 

might actually have been higher. Had 
it resulted in higher forward gain—or 
even a wide beamwidth—we might 
also see a higher efficiency value. 
However, we often neglect a third pos­
sibility: the current distribution in all 
elements is such that the sum of ra­
diation in all directions does not in­
crease, but instead, the current levels 
are higher in regions of the antenna 
where losses exceed contributions to 
radiation.The result is lower efficiency 
without a change in wire size, wire 
lengths or frequency. 

For the 12-meter case, we might 
raise efficiency somewhat by adding 
a fourth director (as was done on 
10 meters), even though it would add 
to wire losses. We might optimize fur­

ther the relative spacing of the 12- and 
10-meter drivers from the reflector. 

Efficiency is (or can be) an indica­
tor of possible design improvement. 
However, it does not affect the re­
ported gain of the array, since that 
gain already takes into account the 
radiation efficiency of the total an­
tenna model. Indeed, attaching the 
wrong significance to efficiency can 
result in a misuse of the data. For ex­
ample, achieving 99% efficiency in a 
directional array, where the added ra­
diation is to the rear or sides, would 
not amount to a design improvement. 

Element Precision 
An array with highly interactive 

parasitic elements requires consider-

Fig 12—10-meter free-space gain for three large five-band quad designs. 

Fig 13—10-meter front-to-back ratios for three large five-band quad designs. 
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able precision in construction to 
achieve the design results. One aspect 
of construction precision is under­
standing which elements can be ad­
justed and which should be precisely 
built and then left alone. The follow­
ing guidelines may be useful, although 
their application may vary from one 
design to another. 

Reflector-driver-first director: For ar­
rays with two or more directors on 
a band, fine tuning of the reflector­
driver-first-director combination 
tends to set the source impedance 
across the band in question. Once 
set, you should not perform further 
adjustments on this set of ele­
ments—with one exception. The 
driver loop can be adjusted to tune 
out reactance at the feed point. 
However, reductions in driver size 
will normally also reduce the resis­
tive component of the feed-point 
impedance, and increases in size 
will raise the feed-point’s resistive 
component. In constructing a given 
large array, adjustments here 
should be done last. 

First director: Where there are two or 
more directors, the size of the first 
director may be sufficiently critical 
that, once set you should not alter 
it. On some bands, less than a 1-inch 
change in the first director can 
create large changes in the 
performance within the passband, 
involving any of the key operating 
parameters: gain, F/B or SWR curve. 
In general, the further forward along 
the boom you make element 
changes, the less critical they are. 

The two forward-most directors: As 
Table 1 reveals by comparing di­
mensions among arrays, you can go 
far toward controlling the charac­
teristics on a band by changing the 
forward directors. For wide-band 
service, the most-forward director 
becomes shorter to enhance high­
end performance and the next di­
rector to the rear becomes larger to 
enhance low-end performance. Both 
moves tend to raise the feed-point 
resistive component a bit, which is 
why hasty adjustments to the 
driven element should be avoided. 

Obviously, where there are too few 
elements to adhere to these guidelines, 
you will need to employ other mea­
sures. For example, a band with four 
elements may require a slight enlarge­
ment of the reflector to enhance low­
end performance. However, this move 
may require re-adjustment of the 
driver and first director to restore or 
obtain desired feed-point impedance 
and the SWR curve across the whole 
band. A three-element band becomes 

a real ballet of interactions among the 
elements, such that the reflector is 
normally used to control both radia­
tion resistance and low-end perfor­
mance, while the director controls 
high-end performance, with the driver 

sized to create the best possible situa­
tion for the antenna feed. Since large 
multiband quad arrays normally be­
gin with fixed spacing, there are many 
instances where meeting all design 
specifications may not be possible. 

Table 6—10-Meter Performance of Three Quads 

Frequency Gain Front/Back Impedance 50-Ω 
(MHz) (dBi) (dB) (R ± jX) SWR 
ON7NQ 3-4-Element, 5-Band Quad 
28.0 9.01 18.40 43.8 –j31.6 1.96 
28.2 9.35 25.89 45.3 –j11.0 1.29 
28.4 9.62 30.72 51.3 + j6.8 1.15 
28.6 9.85 22.80 58.7 + j9.6 1.27 
28.8 9.73 12.38 31.1 + j8.1 1.68 

W4RNL 4-5-Element, 5-Band Quad 
28.0 9.59 12.15 40.7 –j27.4 1.88 
28.2 10.15 17.00 49.3 –j12.7 1.29 
28.4 10.60 20.50 47.1 –j2.8 1.09 
28.6 10.85 19.76 42.6 + j18.0 1.52 
28.8 10.51 29.74 64.9 + j12.1 1.40 
Average gain over 3-4: 0.83 dB 

W4RNL 4-5-6-Element, 5-Band Quad (before adding sixth element) 
28.0 9.54 18.64 41.3 –j19.4 1.59 
28.2 10.22 43.18 40.0 –j1.3 1.25 
28.4 10.72 20.43 39.2 + j23.6 1.78 
28.6 11.04 16.89 59.1 + j55.3 2.70 
28.8 10.67 11.37 56.4 –j19.1 1.46 

W4RNL 4-5-6-Element, 5-Band Quad (after adding sixth element) 
28.0 10.21 13.85 58.9 –j31.2 1.80 
28.2 10.80 20.75 51.9 –j21.9 1.54 
28.4 11.17 26.41 47.1 + j0.6 1.06 
28.6 11.27 31.30 62.3 + j16.0 1.43 
28.8 10.33 12.67 34.0 + j1.7 1.47 
Average gain over 4-5: 0.42 dB. Average gain over 3-4: 1.25 dB 

Fig 14—10-meter 50-Ω SWR curves for three large five-band quad designs. 

22 Nov/Dec 2003 



cebik.pmd 10/1/2003, 1:00 PM23

  Nov/Dec  

Computer Models and Reality
Because many dimensions within

a large multiband quad array require
precise measurement of the loop cir-
cumference to within less than one
inch, constructing such an array is not
a casual endeavor. Indeed, it may lie
beyond the realm of simple backyard
build-and-play techniques. However,
with some care, trials and testing, con-

Fig 16—Sample less well-behaved free-space azimuth patterns from 15 meters.

Fig 15—Sample well-behaved free-space azimuth patterns from 17 meters.

structing a modeled design is still fea-
sible. The key lies in understanding
both the model and the realities of a
proposed construction technique.

Fig 17 sketches loosely some of the
ways builders attach quad-loop cor-
ners to the support arms. In two of
these, we see metal rings wrapped
around the nonconductive support
arm. In some cases, the element wire

may be wrapped at the corner to re-
duce abrasion. Whether or not directly
connected, we can end up with a small
one-turn coil in close proximity to the
quad-loop corner. The current at a
quad loop corner is significant, in fact
higher than the current magnitude on
a linear element the same distance
from center. The closed loop may func-
tion as a load on the quad loop, and it

232003  



cebik.pmd 10/1/2003, 1:00 PM24

does not take much of a load to detune 
the element relative to the original 
model of the loop. 

Similarly, when quad arms are com­
posed of combinations of aluminum 
and nonconductive material, the alu­
minum may be close enough to the 
loop corner to create a slight detuning. 
This is also equivalent to adding a very 
small load to the wire loop. Of the four 
methods for wire attachment to a sup­
port arm, the nonconductive cable-tie 
system comes closest to matching the 
computer model. 

Some users employ an anti-abra­
sion sleeve over the element wire, 
making in effect a short piece of insu­
lated wire. The insulation causes a 
velocity factor, making the physical 
and electrical length of that portion 
of the wire unequal. Corner sleeves 
may turn out to be harmless relative 
to the complex operation of a large 
multiband array, but they should not 
be presumed to be harmless. 

There is a tedious, but straightfor­
ward, way you can determine the de­
gree to which construction practices 
affect the operation of a quad relative 
to the “clean” bare-wire computer model 
on which it is based. First, model only 
the driven element assembly or assem­
blies. Determine as precisely as feasible 
the resonant frequency for each driver. 
Second, build as precisely as possible 
the driver assemblies using your pre­
ferred method of construction and 
elevate them to a good height. Now de­
termine the actual resonant frequency 
for each driver. Either you’ll be lucky, 
and resonant frequencies will match 
those of the model, or a pattern of off­
set will become evident. If you find off­
sets but no pattern, this will likely be 
good reason to review your initial driver 
construction. 

Relative to the measured resonant 
frequencies, add identical reactive 
loads to each of the four corners of each 
driver so that the model resonates at 
the same frequency as the driver as­
sembly tested. For each band, adding 
the same loads to each of the four cor­
ners of quad loops on that band will 
be an accurate representation of the 
effects your construction techniques 
have on the entire set of elements. 
Now, with the added loads, readjust 
the dimensions of the model to restore 
the performance curves of the origi­
nal model. The resulting dimensions 
should result in correct operation of 
the array on all frequencies. 

I can only state that they “should 
result in correct operation,” but the 
effectiveness of this technique will rest 
upon the precision with which you con­
struct your array during both the test 
and final construction phases of the 

Fig 17—Sample element-to support mounting techniques. 

Table 7—Radiation Efficiencies of Three Large Quad Arrays 

Band Frequency Antenna Efficiency (%) 
(m) (MHz) 3-4-Element 4-5-Element 4-5-6-Element 
20 14.175 93.6 94.6 94.4 
17 18.118 93.9 92.7 93.3 
15 21.225 94.1 92.7 93.7 
12 24.94 90.1 87.7 80.4 
10 28.4 93.6 91.9 90.7 
Note: Efficiency is the ratio of power radiated to the power supplied to the antenna and does 

not include matching or line losses. 

operation. Even small amounts of 
loading or detuning on some elements 
may throw the array off the desired 
performance curve on some bands. 

Variations of the technique sug­
gested here for correlating modeled 
quads and physical quads are adapt­
able to many other types of antennas. 
More important is the general thesis 
that models—usually using bare wire 
and with no modeled detuning ef­
fects—require correlation to the physi­
cal construction methods employed by 
the builder if the models are to be ad­
equate guides to antenna design. Any 
success in building a large multi­
element, multiband quad of the order 
discussed in these notes will depend 
upon this step as much as any other 
in the design process. 

The design of a large multiband 
quad array intended for eventual con­
struction can be enhanced by the 
proper use of antenna modeling soft­
ware. However, as we have seen, the 

task is not a mere modeling exercise. 
It must be preceded by careful consid­
eration of constraints, specifications 
and modeling strategies to ensure rea­
sonable results. Moreover, the task is 
not complete unless the final design 
model is carefully evaluated and then 
correlated to the proposed construc­
tion methods. These notes have had 
as their goal to make the process or­
derly, but by no means brief. 
Notes 
1Quad Notes, Vol 2 (Corpus Christi: 

AntenneX, 2001), throughout. 
2Quad Notes, Vol 1 (Corpus Christi: 

AntenneX, 2000), Chapter 5. 
3Quad Notes, Vol 1 (Corpus Christi: 

AntenneX, 2000), pp 206-216. See also 
Danny Mees, ON7NQ, “Improving the 
Cubex Three-Element, Five-Band Quad,” 
The ARRL Antenna Compendium, Vol 6, pp 
119-20. 

4For a description of the set of “optimized 
wide-band antennas” or OWA Yagis, ex­
plore the following Web site: nw3z. 
contesting.com.  
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An All Digital Fractional-N 
Synthesizer 

Designing a high-performance frequency synthesizer is not 
a trivial task, especially when modern components such 

as direct digital synthesizers (DDS) ICs are not 
available. This synthesizer uses cheap off-the-shelf 
components, but modern all-digital fractional-N 

synthesis techniques, that allow it to meet or beat the 
performance of  much more complex and costly designs. 

During the design of a home­
made DSP HF transceiver, I 
faced the challenge of the first 

LO synthesizer design. I studied sev­
eral solutions to improve the perfor­
mance of synthesizer—to obtain small 
step size while keeping the other 
parameters state-of-the-art. A mul­
tiple-loop design was too complex and 
expensive for home building.1 The hy­
brid DDS-driven PLL synthesizer dis­
cussed in QST and QEX in recent 
years2, 3 would be a suitable solution, 
but I was unable to get DDS chips. So 
I decided to try all-digital fractional-
N techniques. 
1Notes appear on page 33. 

Litvinova Str 31/8 
c. Donetsk-14 Ukraine 83014 
skidan@mail.ints.net 

By Oleg Skydan, UR3IQO 

After some experiments, I have 
reached success with a simple all­
digital, fractional-N, single-loop 
synthesizer with fractional spur com­
pensation using a fourth-order sigma­
delta modulator. 

Fractional-N Divider Basics 
Fractional-N synthesizers have 

been used for many years to improve 
the performance of indirect frequency 
synthesizers. Fig 1 shows the principle 
of a fractional-N divider. The division 
ratio of the divider is made to have a 
fractional component by changing the 
division ratio of the divider periodi­
cally, so the average value contains a 
fractional element. If, for instance, a 
fractional value of 0.1 is required then 
the division ratio is changed by one 
every tenth cycle. If a fractional value 
of 0.01 is required then the division 

ratio is changed by one every hun­
dredth cycle. This offers much finer 
frequency control than integer-based 
systems. 

An accumulator whose digital out­
put is incremented for each cycle of the 
divider by the fractional frequency 
requirement is a convenient method 
of controlling the division ratio. The 
accumulator uses an adder latch to 
add the contents of its input to its cur­
rent output on each cycle of the clock. 
It behaves as the digital equivalent of 
an integrator and since the integral 
of the frequency is phase, its output 
represents the relative phase of the 
fractional component. Every time the 
accumulator reaches its capacity, it 
produces an overflow, which changes 
the divider division ratio. 

There is a price to be paid for the 
improvement in frequency resolution 
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these systems provide. The manipula-
tion of the divider ratio generates phase
perturbations, and hence, spurious sig-
nals that must be eliminated in a use-
ful synthesizer design. The nature of the
phase perturbations is predictable and
can be cancelled using an analog cor-
rection system. Such a system was used
in the first LO of the RA1792/RA6790
receivers. Solutions that use various
techniques to improve the performance
of PLL-based fractional-N systems have
been patented.4, 5 Unfortunately, the
fractional-spur suppression was limited
by analog circuits.

The Digital Revolution
In 1984, John Wells of Marconi In-

struments invented a new solution to
the problem of fractional-N synthesiz-
ers that did not require analog com-
ponents to correct noise and spurious
emissions normally introduced by
fractional-divider schemes.6 An imple-
mentation of such a system is shown
in Fig 2.

This digital fractional-N system is
based on the principle of noise shap-
ing. Instead of trying to cancel the frac-
tional-N spurs, this system spreads
them out over a wide spectrum, and
modifies the resulting noise shape so
as to minimize low-frequency spectral
content (see Fig 3). The technique ac-
tively reduces the generation of low-
frequency noise and exchanges it for
increased levels of higher-frequency
noise. This is a very good arrangement
because the PLL itself acts as a low-
pass filter.

In the example of Fig 2, the single
accumulator of the earliest forms of
fractional-N synthesizers is replaced
with three or more accumulators, the
output of each being connected to the
input of the next. The overflow from
each of the accumulators manipulates
the division ratio of the divider.

The first accumulator overflow acts
in the same way as the accumulator
in the simplest fractional-N systems.
It changes the division ratio divider
from N to N + 1 for one cycle when the
accumulator overflows. The remainder
output from the first accumulator rep-
resents the phase error that would
result if no other correction were ap-
plied. The second accumulator digi-
tally integrates the output of the first
accumulator and subsequent accumu-
lators repeat this process. The over-
flow from the second accumulator
needs to manipulate the division ra-
tio by the differential of the effect of
the first accumulator. In a similar way,
the output from the third accumula-
tor manipulates the division ratio by
the differential of the effect that an
overflow output from the second ac- Fig 2—A block diagram of the multiple accumulator fractional-N synthesizer.

Fig 1—A block diagram of the simple (first order) fractional-N synthesizer.

cumulator causes, and so forth.
The sequences that are generated

correspond to the terms of a plurality
of sequences, each of which represents
successive rows in a Pascal triangle (see
Fig 4). The sum of each row is zero, with
the exception of the first, which is re-
quired to correct the division ratio of
the divider overall to obtain the re-
quired fractional frequency. Because the
second and subsequent rows of the
Pascal triangles introduce an average
divider change of zero, these accumu-
lator overflows have no long-term effect
on the division ratio of the divider. How-
ever, they are used to remove low-fre-
quency components from the divider’s
output spectrum and to transfer the
energy to higher frequencies where the
PLL loop filter can successfully filter
them. As shown in Fig 2, the accumula-

tor overflows are fed via delay networks
(implemented by D-type flip-flops) to
the adder with weighted inputs, so that
they generate the required division-
ratio changes.

The ability to suppress fractional
spurs depends on the initial accumula-
tors’ contents and input to the first
accumulator. If we want good spur sup-
pression, we should avoid initiation cy-
clic sequences in the accumulators (like
1000->0000->1000-> and such in a four-
bit accumulator), which would shorten
the generated sequences.7 To ensure
“longevity,” the LSB of the first accu-
mulator input is always set (only odd
fractional numbers are used). The
effect is the creation of a very long
pseudorandom sequence, eliminating
initial-condition effects with high-pass
characteristics and the desired average
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division ratio. This can create a fre-
quency error of:

L
F
2
r (Eq 1)

where L is the size of the accumulator
and Fr is the reference frequency.

Circuit Details
The synthesizer, shown in Figs 5

and 6, consists of the VCO, two isola-
tion amplifiers, an output frequency
divider and a PLL circuit. The VCO
operates in three bands (see Table 1).
Its output is divided by 4 to 14, de-
pending of the band, before feeding it
to the first mixer. This improves
phase-noise performance.8 A KP307G
junction FET was selected for the os-
cillator circuit because of its low noise
figure. The KP307G is a Russian tran-
sistor. A J310 is a suitable substitu-
tion for it. A short-circuited line W1
with an unloaded Q of 300 is used as
a resonator. The two high-quality PIN-
diodes D7 and D8 are used for band
switching. (Unfortunately, I do not
know a suitable substitution for these
Russian parts.) The series-parallel
combination of six Varactors is used
for better phase-noise performance.

The two amplifiers Q3 and Q4 iso-
late the output divider and PLL cir-
cuit from the VCO. I used a BF998
with a very low reverse-transfer ca-
pacitance.

The U7 divides the output of the
synthesizer by any value from 1
through 9. Only division ratios from 2
through 7 are used in my transceiver,
with an additional divide-by-two stage
(74AC74) located on the first mixer
board. Thus, the overall division ratio
varies among even values from 4
through 14, to obtain square waves for
the mixer. A bit unusual: The divider
schematic allows avoiding of the ad-
ditional inverter use.

The heart of the fractional-N synthe-
sizer consists of two ICs (see Figs 5 and
6). The complex algorithm of fractional-
N divider and interface with the con-
trol processor (via standard SPI bus)
are realized by microcontroller U5,
while fast logic functions are realized
by complex programmable logic device
(CPLD) U4. This makes the design
simple and low-cost, but the microcon-
troller’s performance (8 MIPS) limits
reference frequency to 150 kHz (this

Fig 3—Typical output spectrum shape of the multiple accumulator fractional-N divider.

Fig 4—Pascal’s triangle used for
division-ratio calculating.

Fig 5—The synthesizer’s block diagram.

Table 1
VCO Band VCO Frequency (MHz)
1 90.0-98.8
2 85.0-88.0
3 78.3-79.6
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Fig 6—The synthesizer’s schematic diagram.
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Fig 7—A CPLD functional diagram.

Fig 8—Functional diagram of the dead-zone free PFD implemented in the CPLD.

design uses 100 kHz).
The CPLD U4 is the smallest de-

vice in EPM7000S family. It is config-
ured to contain a prescaler, a reference
divider and a dead-zone-free phase
frequency detector (PFD). The sche-

matic of the CPLD is shown in Figs 7
and 8. Those diagrams were designed
with the E+MAX CAD tools.9

The voltage divider (R9, R14) is
used to set up the necessary bias for
EPM7032S clock input. It has

LVCMOS compatible inputs, so it
needs approximately 1.7 V.

The prescaler is built using a
Johnson counter to satisfy the 100-MHz
operating frequency requirements and
to obtain square-wave output. Five

2003Nov/Dec  



skydan.pmd 10/1/2003, 1:21 PM31

stages are used for division by 10. The 
output is fed to the fractional-N divider, 
implemented in the U5 microcon­
troller’s software. Since U5 is a 3.3 V 
device, the open-drain output and 1 kΩ 
pull-up resistor connected to 3.3 V are 
used. 

The reference divider operates at 
8 MHz and divides the input frequency 
by 80 to get a 100-kHz reference, which 
is fed to the PFD reference input. The 
microcontroller’s oscillator is used as 
the reference oscillator. To improve its 
frequency stability, a high-quality 
vacuum crystal is used here (see Fig 9). 

The PFD design is a very important 
part of the fractional-N synthesizer. 
The traditional dual D-type flip-flop 
(DFF) PFD will fail here. As men­
tioned before, the noise at the output 
of the fractional divider has a high­
pass shape; if we want to have the 
same noise at the VCO output, we 
need to have a highly linear PFD. Oth­
erwise, high-frequency noise will be 
intermodulated down to the low-fre­
quency spectrum. The quad DFF and 
XOR gate design gives us such an op­
portunity. 

The PFD is composed of two sec­
tions (see Fig 8). The first section is 
the phase detector composed of a dual 
DFF and the XOR gate, which is acti­
vated when the two signals to be 
compared are close in frequency. The 
second section is a frequency discrimi­
nator composed of a dual DFF and two 
NAND gates. It overrides the phase-de­
tector section when the inputs have 
two frequencies far from each other to 
drive the oscillator frequency toward 
the reference frequency and put it 
within range of the phase detector.The 
detailed description of such a design 
can be found in the AD9901 datasheet. 

The output of the EPM7032S has a 
3.8 V logic-one level. This prevents us 
from connecting it directly to the loop 
filter. So, I used a 74HC00 gate as an 
amplifier. It operates at the highest 
permissible supply voltage (6 V), so I 
have a 1 to 5.6 V swing at the Vara­
ctors. One could say that it would be 
better to use an op-amp integrator 
with higher supply voltage here, but 
this design is simple and does not suf­
fer from the noise and non-linearity 
of an op amp. By the way, all models 
of IC-746PRO/756PRO use passive 
loop filters and even smaller tuning­
voltage ranges. 

The synthesizer uses a fourth-order, 
passive loop filter. I have calculated 
initial values using MathCAD and 
tweaked the values a bit during phase­
noise measurements. The corner fre­
quency was chosen to be 400 Hz. The 
choice was directed by high-frequency 
noise suppression requirements. The 

Fig 9—A top view of the synthesizer PC board. 

Fig 10—A bottom view of the synthesizer PC board. 
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Fig 11—The control-word 
format. 

simulation of the switching time showed less than 8 ms 
switching time. 

The low-power 16-bit microcontroller, U5, acts as frac­
tional divider and control unit.The software uses the timer 
module as a divider.10 When the timer generates a pulse 
at the output, its interrupt procedure is invoked to calcu­
late the division ratio for the next cycle.This value is loaded 
into the timer compare register for the next pulse genera­
tion. This is repeated 100,000 times per second. 

I initially used three 25-bit accumulators (with the 25th 
bit set to one); but after assembly and testing the synthe­
sizer noise performance, I found some spurs, especially 
close in. So I decided to try four 32-bit accumulators—they 
were just what I needed! Fortunately, I need only to make 
minor changes to software and upload it to microcontroller 
to try different fractional-N divider configurations. 

U5 is also used to control VCO band switching by in­
jecting a 15 mA current through the PIN diodes, setting 
division ratio of the output divider, U7, and control syn­
thesizer via the SPI bus. The format of the control word is 
shown in Fig 11. 

The next formula gives the relationships of value for 
the divider (N), output-division ratio (M), output-divider 
control bits (D) and output frequency (Fout)

11: 

M = 9 −=D (Eq 2) 

256N +1 NFout =10 •=Fref •=
232 •=M 

≈=10 ⋅=Fref •=
224 •=M 

(Eq 3) 

N = 2
24 •=M •=Fout (Eq 4)
10 •F ref 

I think that 10 •10
5 
≈=0.06Hz VCO step size is more than 

224 
sufficient, so I decided to discard the low byte of the 32-bit 
first accumulator input word and set it to 00000001b to 
ensure longevity (see above). Notice that this value is di­
vided at least by four in the worst-case of my design. The 
synthesizer uses five voltage regulators to satisfy ICs power 
supply requirements and get the necessary decoupling be­
tween different synthesizer blocks. 

Construction 
The synthesizer is made on a 95 mm by 95 mm home­

made PC board (see Figs 9 and 10). The VCO, isolating 
amplifiers and output divider are shielded from the other 
circuitry. The VCO resonator is made from a piece of Teflon 
(used for mechanical stability) and silver-plated wire 
(0.5 mm diameter). 

Results 
The phase noise of the synthesizer was measured using a 

signal generator (the manufacturer claims it has 
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Fig 12—The synthesizer within the transceiver under construction. 

Fig 13—The synthesizer is about 9 cm square. 

–140 dBc/Hz phase-noise performance at 100 kHz offset) 
followed by a two-pole crystal filter. The synthesizer was 
installed in my homemade DSP transceiver. The test signal 
was applied to the antenna jack and the DSP block was used 
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to measure the noise power in 1000-Hz 
or 2400-Hz bandwidths (the DSP soft­
ware is capable of precise power mea­
surements) at the different offsets.Then 
I corrected results by –10log10  (Band­
width) to get results in dBc/Hz. The re­
sults are shown in Table 2. These num­
bers were obtained with the division by 
10 at the output of the synthesizer at 
20 m, so I expect degradation of the 
phase noise by 8 dB at 10 m and im­
provement by 2.9 dB at 160 m. 

I have no spectrum analyzer, but I 
could not find any significant spurs re­
ceiving a test signal. At this time, this 
synthesizer is installed in my trans­
ceiver. I have found superior stability 
and a much simpler tune-up procedure 
in comparison with the previous de­
sign based on a single-loop synthesizer 
with interpolation provided by “pull­
ing” the master crystal (a system like 
the one in the Elecraft K2).12 

Future Work 
I have found an interesting patent 

in the US patent database.13 It is pos­
sible to construct a frequency synthe­
sizer with the reference multiplication 
factor of 1 using that patent and the 
fractional-N technique described in 
this article. So, if we used a low-noise 
reference oscillator, highly linear PFD 
and wide loop bandwidth, we would 
be able to get very good VCO noise 
suppression. I think that it is possible 
to build a super synthesizer using such 
a design. Of course it will not be as 
simple as the one I have described. It 
will need some additional analog cir­
cuitry and fast, high-density program­
mable logic ICs. Currently, I am satis-

Table 2 
Offset Noise 
(kHz) (dBc/Hz) 
2 –120 
5 –128 
10 –133 
20 –136 
30 –139 
40 –142 

fied with the described design and will 
concentrate on finishing the other soft­
ware and hardware of my DSP trans­
ceiver.You can view the progress of my 
transceiver at users.ints.net/skidan/ 
T03DSP. 

Conclusions 
I have presented a simple all-digi­

tal fractional-N synthesizer. Despite 
its simplicity and low cost, it has sat­
isfied the first-LO requirements for 
my HF DSP transceiver. The synthe­
sizer contains no analog circuits, ex­
cept the VCO, so it is very easy to build 
and tune up (actually you need just to 
set up the necessary VCO bands by 
tuning C26, C16 and C19). 

I expect digital fractional-N synthe­
sizers to be widely adopted in amateur 
and commercial equipment. They of­
fer some advantages over widely used 
direct digital synthesizers because of 
their manufacturability, high resolu­
tion and the predictability of the re­
sulting noise. 
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Automatic Signal Classification•
for Software Defined Radios•

How might a radio determine the appropriate 
demodulator for an incoming signal? 

By Frank Brickle, PhD, AB2KT 

One of the more intriguing prospects for software 
radios is the possibility of programming them to 
act on their own. Some examples: 

• Your receiver is configured to scan for activity and then 
automatically route it to the right place. If it’s phone or 
CW, it’s sent to the speakers; if digital, such as PSK31 
or MFSK16 or RTTY, the appropriate decoding is ap­
plied and the output sent to a window. To transmit in 
the correct mode, you only have to type, key or start 
talking. 

• You’re interested in a new digital mode that doesn’t have 
a lot of users yet. You tell your radio to let you know 
when somebody comes up in that mode on any of the 
HF bands, while you go on about your business else­
where in the shack. 

• As you carry on a QSO, a constantly-updated spectro­
scope of a selected set of HF bands is displayed on your 

6 Kathleen Pl 
Bridgewater, NJ 08807 
ab2kt@arrl.net 

computer screen, with tags indicating the type of activ­
ity for each signal as it appears and disappears. 

• You have your receiver keep a diary of the times and 
frequencies a certain type of RFI appears. 
What makes such scenarios possible is automatic sig­

nal classification, a technique for examining signals and 
determining their modulation type and often their 
protocol, without user intervention. In short, it’s a way for 
a receiver to know to what it’s tuned. We could also char­
acterize it as the sensor for an intelligent agent running 
the radio. Calling as it does on a merging of DSP and sta­
tistics, automatic classification is ideally suited to imple­
mentation in software radios. The examples mentioned are 
merely a few ways these capabilities may be further con­
figured in software to perform useful tasks. 

Such an introspective receiver is not yet a reality; but 
much of the underlying technology is in place, mature and 
open for experimentation. While the full exploitation of 
automatic classification technology may require software 
radios, much of the technology can be applied to conven­
tional equipment, especially when computer control is 
available. 
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It is not hard to assemble classification systems that 
are simple and moderately effective. Almost any reason­
able approach will beat flipping a coin. In fact, experience 
suggests that a good first approximation will often get to 
an 80% hit rate. But that’s one error out of five, split be­
tween false positives and negatives.There is rarely an easy 
fix for this. The true work comes in eating away at the 
remaining 20%. 

An Informal Tour 
Familiar Classifiers 

Conceptually, elementary classifiers have been in use 
for a long time, although they’ve heretofore been imple­
mented as analog circuits, and they’re usually employed 
as little more than squelch mechanisms. For example, a 
traditional squelch uses a discriminator between two crude 
classes of signal: low-energy (dead air) and high-energy 
(causal signal). Repeater access control by CTCSS relies 
on a recognizer for signals carrying tones of specified 
frequencies. Hobbyist scanners often have a “data-skip” 
function for avoiding channels that are active but carry 
something other than analog voice. 

The data-skip example differs from the other two in one 
very important way. Theoretically, its function is to reject 
excessively coherent signals—those with high energy but 
low spectral variance—since the signal of interest, speech, 
exhibits both high energy and high spectral variance.What 
makes this interesting is that spectral variance is a 
statistical concept, and its discrimination is based on mea­
surements pertinent to any signal; in other words, on mod­
els of speech and non-speech. This is evident from the way 
a typical scanner can be fooled by signals that exhibit a 
fairly coherent spectrum and slow modulation rate, with 
occasionally rapid on-off keying, and so can look a lot like 
speech. Some pagers fit this profile very well. 

By contrast, the simple energy or CTCSS mechanisms 
operate directly on measurements of the specific signals 
of interest. In both cases, what’s measured is either the 
overall energy level or the level at one specific frequency. 
Whatever the measurement, a squelch technique needs to 
decide when to let a receiver talk and when to tell it to 
shut up. Most of the time, turning a knob sets the decision 
threshold, and the discrimination comes down to a single 
test: Is that threshold exceeded? 

The automatic classifiers we’re interested in can be re­
garded as exalted versions of the data-skip feature. The 
essential distinguishing property of this family is reliance 
on signal models. Yet what separates our classifiers is the 
need to handle a broad array of marginal and unclear cases, 
many of which will involve weighing uncertain evidence 
beyond simple yes-or-no decisions. The fundamental tool 
here is probability; and so the core of our classifiers will 
consist of probability models. Much of the time, the evalu­
ation will require accumulating evidence over many ob­
servations, not just choosing among alternatives for a single 
observation.A realistic classification system generally con­
sists of multiple models applied in parallel to an ongoing 
stream of input data. 

Why Not Brute Force? 
The direct approach is always the first one to investi­

gate. In classifying signals that would be: Process any sig­
nal as if it were the one you’re looking for. 

If the processing works, bingo. If it fails, declare a miss. 
When you’re trying to classify a signal as one of several 
possible types, try each one in turn until you get a hit, or 
they all miss. The conceptual advantage of this approach is 
that modeling is irrelevant, since each strain of signal­

specific processing already embodies what there is to know 
about its target. 

There will be situations when brute force is the sole 
option, but only as a last resort. The issue is how to know 
when the processing works, especially under adverse con­
ditions. The only robust, universally applicable method for 
measuring the quality of processing is to first catalog the 
output of the processing under an exhaustive set of right 
and wrong inputs and a full range of signal conditions and 
underlying data types. This just fobs off the modeling re­
quirement to a different stage of the classification process, 
and in many instances to a statistical problem that’s even 
more difficult than the one we were trying to avoid by re­
sorting to brute force. So it doesn’t really gain us anything, 
if indeed it’s practical at all. 

There are other problems. Demodulation and decoding 
can be computationally costly, and we might not have the 
time or power for full-up processing in a given applica­
tion. The processing might be only marginally effective, as 
with manual CW or noisy speech. We might not actually 
possess the necessary software to perform the full process­
ing, as with a proprietary modem. Worst, we might be in­
terested in classifying a signal that exhibits structure but 
doesn’t actually bear any information, as with various 
kinds of stereotypic EMI or RFI, so there is no processed 
output to consider. Our methods need to be able to dis­
criminate among these cases nevertheless. 

Our Holy Grail is the universal classifier— a clear no­
tion of what the design would be, whether we attain it at 
the moment or not. What’s implied is the need to always 
start with the most general setting and with the fewest 
assumptions about the kinds of inputs and outputs the 
classifier needs to handle. Parenthetically, this goal also 
implies that we would ideally want to be capturing data 
in quadrature, prior to any sort of demodulation. 

A One-Note Tune 
Fig 1 is the block diagram of a pointedly naive auto­

matic classifier system, meant to monitor a single fre­
quency and raise an alert when a signal of one specific 
type appears. Other signals are rejected. This is a simplis­
tic case, but it embodies the overall shape of any system. 

Our immediate concern is an intuitive overview of clas­
sifier design. We will come back to the formal details later. 

It’s important to keep in mind that a classification sys­
tem comprises a number of elements, only one of which is 
properly designated a classification algorithm. At this 
stage, we are noncommittal about exactly where and how 
the components—the radio, the programs and the alert— 
are realized in terms of hardware and software. In any 
case, the left half of the diagram is mostly signal process-

Fig 1—A block diagram of a signal classification system. 
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ing and the right half implements the classification algo­
rithm proper.The overall flow is straightforward, as shown 
in Fig 1. 

Collection: The audio signal from the radio is converted 
by the A/D to buffers (frames) of PCM. 

Extraction: The incoming PCM frames, with some pre­
and post-processing, are rendered down by analysis and 
post-trans-formed into sets of characteristic attributes, the 
feature vectors. 

Assignment: The attributes are compared with the tar­
get signal by the discrimination process, which scores them 
against a stored model. The results are written out along 
with timestamps. 

Notification: The time-stamped results are monitored. 
When a there is a close match to the target, an alert is 
triggered. 

From the standpoint of algorithm design, these four 
components represent a classic chain of reader-writer co­
routines.1 

A Real Signal 
Let’s fill in some details. The target signal is MFSK16 

on 10.147 MHz USB. Receiver audio is patched to a sound­
card on a PC, so the digital samples convey a real rather 
than a complex signal. The signal is sampled at 
11.025 kHz with 16-bit resolution. The receiver passband 
is about 4 kHz wide. 

For simplicity we’ll assume that only one signal at a 
time will appear in the passband. This is asking a bit much 
from a conventional system, but is quite feasible in a soft­
ware receiver with wide A/D bandwidth, a preliminary 
layer of energy detection and selective channel down­
conversion. For the moment, we’ll just assume the chan­
nel isn’t very busy. 

Fig 2 shows the long-term power spectrum of a typical 
MFSK16 signal. Fig 3 is an enlarged view showing the 
spectral features of the signal in more detail. This example 

1This has a number of interesting implications, the most important 
being that they are asynchronous in principle. There is no global 
timing. The practical consequence is that the individual phases are 
absolutely indifferent to whether their data sources and sinks are 
files or other components, or indeed even on the same landmass. 
They work perfectly as Unix processes using standard input and 
output, and thus would be capable of running off-line stand-alone, 
in a pipeline, or via sockets using netpipes. 

was generated off-line using a sound card digital program, 
so the quality is much better than would be expected from 
an actual HF signal. 

An idealized MFSK16 spectrum is shown in Fig 4, and 
the sample spectrum in Fig 3 certainly looks a lot like it. 
Such a representative or model spectrum is often called a 
signature or template. 

The task of a naive recognizer for MFSK16 can be stated 
in a few words: Wait for a signal that looks like the MFSK16 
signature. Put in the most colloquial terms, you test a spec­
trum for similarity by laying it on top of the signature and 
seeing how well they line up. That is all the block diagram 
is meant to show: Frame by frame, the incoming signal is 
lined up with the signature, and when there’s a good match, 
a hit is announced. Notice that the process is running con­
tinuously. Even dead air is a signal in this context, and it’s 
not often truly dead. 

In the block diagram, the spectral frames are produced 
in the analysis section of the extraction phase. They are 
probably—but not necessarily—implemented with an FFT 
and some ancillary computations. In the assignment phase, 
the signature is the model, the process of lining up a spec­
tral frame with the signature is the scoring procedure and 
the decision as to whether the match is close enough is the 
discrimination component. Intuitively, we might expect the 
scoring to be realized by some kind of vector computation 
like Euclidean distance, or the inner product, or a vector 
cosine. The notification phase might smooth out the results 
by watching the discrimination output and looking for 
agreement among some number of the most recent reports. 

Problems Right from the Start 
Of course, none of this is quite as straightforward as 

we’ve made it seem. Previously, we attached a lot of im­
portance to the idea of probability models and scores, and 
that principle hasn’t emerged yet in this sketch. Before 
addressing that point, we need to consider some of the com­
plications that arise even in this superficial description. 

The first issue is already evident in Fig 2. The receiver 
passband is considerably wider than the target signal, and 
the target signal might show up anywhere in it. This will 
require hunting for the spectrum within the passband. The 
task is made a little simpler by stipulating that only a single 
signal will appear in the passband at any one time. Hunt­
ing can incur a fair computational burden, as it potentially 
involves computing a full match at multiple positions in 
the passband. It might be desirable to attack all these com-

Fig 2—Long-term power spectrum of an MFSK16 signal. Fig 3—An enlarged view of Fig 2. 
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plications at once through the use of FFT-based cross­
correlations as the matching technique, thus gaining both 
computational efficiency and position independence within 
the passband. Yet that approach introduces other, possibly 
more severe problems down the line, since, as mentioned 
before, the resulting correlation coefficients themselves will 
then probably require modeling and scoring to yield sen­
sible answers for a full range of possible inputs. 

A more serious complication is illustrated in Fig 5. This 
figure shows a patch of the spectral surface of the signal 
used to produce Figs 2 and 3. It represents a sequence of 
short-term power spectral estimates of the signal, trun­
cated here both in time and in frequency for visual clarity. 
Each of the short-term estimates conveys the localized fre­
quency content of a single frame, and thus represents what 
will be matched against the signature. None of the short­
term spectra looks altogether much like the ideal, which 
is merely another way of remarking that the signal is in­
deed modulated. 

To summarize, the naive method of signature matching 
is inadequate because any observations we make on an 
input stream of genuine data simply aren’t going to look 
very much like the signature. However we choose to mea­
sure similarity, the short-term spectra will achieve only 
partial or poor matches. What’s more, we are using great 
amount of data (many spectral points in both the observa­
tions and the model) when we suspect that only a small 
number of them, basically inflection points, are actually 
significant. 

Fixes 
One remedy is to combine the short-term spectra into 

longer-term estimates and compact them by merging neigh­
boring frequency bins.There is a lot to recommend this idea, 
and in fact, averaging is one of the more powerful tools in 
the classification repertoire. Unfortunately it has no effect 
on this fundamental property of modulated signals: The 
frequency content depends on the modulating signal. The 
data used for Figs 2, 3 and 5 were deliberately concocted to 
be representative of an MFSK16 signature.There is no rea­
son to assume that an arbitrary MFSK16 transmission will 
embody such representative underlying information, or will 
be long enough to produce a sufficiently sharp long-term 
estimate. Furthermore, there will be scenarios in which the 
differences between successive spectral frames, as expressed 
in the spectral variance, will play heavily in the discrimi-

Fig 4—Ideal MFSK16 spectrum. 

nation of, say, speech signals, or similar but not identical 
signal types like MFSK8. So a technique (like time-averag­
ing) that is intended precisely to reduce spectral variance 
could wind up working against us. 

What’s required is to take as observations the smallest 
distinguishable set of attributes, the features. We can de­
rive the model by measuring the values of these features 
over a wide variety of inputs and computing the corre­
sponding probability distributions. In this way, the uncer­
tainty and variability of the observations are incorporated 
in the model as the parameters of the probability distri­
butions. For the moment, we will dodge the question of 
how to discover the right features, except to mention that 
this is a classification procedure too, but in an unsuper­
vised or blind setting. 

Fundamentally, the score for a candidate signal is just 
how likely it is based on the probability of its observed fea­
tures under the model. The process of estimating the pa­
rameters of the model is referred to as training, and the 
body of sample material used to train is called the corpus. 
The individual members of the corpus are exemplars. In the 
training process the features are extracted from the exem­
plars by exactly the procedures used in the scoring process. 
The modeling of the features can be said to predict the fea­
tures of a new signal of the correct type. 

The most desirable situation is when the exemplars are 
drawn from live collection using the components with 
which the classifier will be implemented, preferably in 
quadrature. Largely, this is because there are many po­
tential complications that are circumvented by being folded 
into the model and the training process. For example: 
• Noise: The signal in Figs 2 and 3 is very clean, but the 

features corresponding to the MFSK16 tones can be 
obscured, in this view, by an increase in noise level of 
only 5 dB. In situations where noise is basically ran­
dom it can be viewed additively. The noise contribution 
is absorbed in the variance estimates of the probability 
distributions on the features. Where the noise is struc­
tured, as with birdies or heterodynes, we can expect to 
have mitigated them prior to the feature extraction step, 
in the preprocessing phase. 

• Channel characteristics: As is evident in Fig 2, the input 
passband starts to roll off at about 3.8 kHz. A signal 
close to the higher band edge can be subject to signifi­
cant amplitude (and phase) distortion. If the model has 
been trained on signals placed in a variety of 

Fig 5—Excerpt of MFSK short-term power spectrum surface. 
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positions in the passband, that distortion is absorbed 
into the probability distributions as well, with estima­
tion artifacts due to the size and resolution of the spec­
tral analysis procedure. 

• Confusion and misclassification cost: In the real world, 
HF anyway, many cases are difficult to discriminate. Prob­
ability scoring gives an answer on all possible candidates, 
hence a quantitative handle on how right we think we 
are.This is essential information for evaluating misclassi­
fication cost, which comes down to how much importance 
we attach to a given class. We need to know this to decide 
how much work we can afford to spend on a given classi­
fication, which translates directly into how complicated 
we can afford to be. 
So a number of difficulties are addressed at once by 

adopting probability models of spectral features. However, 
it must be stressed that by incorporating uncertainty into 
our models, we have given up on quick answers. Just as the 
model parameters were derived from observations on a lot 
of data, so the discrimination power of the model now has 
to be teased out of multiple measurements of a signal over 
time. We’ve also abandoned a direct way to update the clas­
sifier. The entire system will probably need to be retrained 
if a signal class is added or removed. And we’ve given away 
some portability and flexibility by asking that the exem­
plars be collected from our own radios. These are problems 
in principle and there are heuristic ways around them, but 
they are beyond our scope right now. 

A Universal Classifier? 
It’s reasonable to ask the limitations of this general 

classifier design, particularly with respect to the kinds of 
signals it’s capable of recognizing. The answer is that in 
principle—except for analog speech—pretty much any kind 
of signal can be recognized, including structured noise from 
EMI and RFI. Most current limitations are practical and 
imposed by hardware. For example, spread-spectrum sig­
nals are difficult to process with affordable A/D converters 
on account of their wide spectrum usage. Yet as full-
IF-bandwidth A/D converters become economical, and as 
software radio technology migrates more from DSP chips 
into general-purpose computers, such limitations begin to 
fall away. Other problems recede as well, as capabilities like 
dynamic resource allocation and adaptive channelization 
over a wide bandwidth become commonplace. 

Better hardware does not address the problem of speech 
detection, however. It’s not that the kinds of detectors we’re 
describing are incapable of finding speech. Once again it’s 
because they’re so easily fooled by signals that look like 
speech to them but aren’t, especially in noise. What’s hard 
about speech is that it is so variable, on top of exhibiting 
considerable but inconsistent redundancy of spectral prop­
erties. This is evident from the proliferation of techniques 
for compressing and coding speech for digital transmission, 
which can differ significantly in what they regard as es­
sential or dispensable information. It is an amusing exer­
cise to listen to the output of a speech decoder working on 
input made up from credible but randomized parameters. 
Very quickly you get a clear notion of what that particular 
coder thinks is “average” speech. Doing this exercise for a 
number of coders gives a similarly clear picture of how much 
they diverge from one another in their concepts of what 
uniquely characterizes human utterances. 

What’s missing in these examples, of course, and what 
we humans put into the signals, is patterning or sequenc­
ing in time of the short-term frequency properties. This 
patterning in time is the “markovity” of the acoustic speech 
signal, and it represents the influence of recent past events 
on the most current ones. Endowing a probability model 

with this kind of memory is not trivial. You can get away 
with treating spectral observations of most signals as in­
dependent; they’re processed sequentially because that’s 
how they arrive, one at a time. But with speech, higher­
order markovity—memory of events many steps in the 
past—is the critical determinant, and there is no alterna­
tive but to place it at the forefront. 

This can be accomplished in a couple of different ways, 
either enumerate: (1) several not-quite-orthogonal mod­
els functioning over multiple time scales, or (2) a consider­
ably more sophisticated model and scoring technique, one 
that takes into account the higher-order markovity of the 
signal. But either way, the processing is algorithmically 
and computationally a lot more demanding. This is a large 
topic that ought to be taken up independently. 

Intermission 
We’re about to plunge into some more theoretical aspects 

of classification and signal processing, so we’ll pause here 
to recall the highlights so far. The important points are: 

1. Signal classification proceeds by comparing observations 
of an unknown signal to models of one or more known 
signals. 

2. The observations are snapshots of the frequency con­
tent of an ongoing signal, and the models also are built 
from streams of such observations. 

3. It’s necessary to model both wanted and unwanted 
signals. 

4. The comparison is probability-based. 
5. The classification decision depends on accumulating 

evidence from a sequence of observations. 
6. If possible, observations contributing to the models should 

be made on actual signals in their native environments. 

Better yet, here’s a summary metaphor. If you use any 
of the modern sound card digital modes, you’re doubtless 
very familiar with the waterfall spectral display that most 
of them use. On one of those displays, each thin horizontal 
slice represents a brief snapshot of the frequency content 
of the radio passband, and a signal shows up as a varie­
gated vertical stripe that speckles and bulges as it passes 
by. The job of a classifier is to predict the flow of speckles 
and bulges–not just a single horizontal slice, but a whole 
vertical band. It bases its predictions on having looked at 
a lot of stripes of the right kind, but just as importantly, 
having looked at a lot of the wrong kind as well. Note that 
from this point of view, what a classifier is doing is little 
different from predicting what will be coming up in a sig­
nal from the part of it that’s already been seen. (The best 
predictor for tomorrow is today.) 

That’s quite a bit already. At this point we turn our at­
tention to the underlying ideas. 

A Classification Framework 
This section is intended as an orientation to classifica­

tion theory. The focus is on larger aspects of the theory 
that have direct impact on what kinds of signal process­
ing techniques will be useful for classification. A compre­
hensive treatment can be found in several of the excellent 
references. 

A Taxonomy of Classifiers 
Classification is a procedure whereby a set of instances 

is assigned to classes or types, based on features or at­
tributes. In formal shorthand, a classifier maps vectors to 
integers where the vectors are sets of features obtained 
from observations or measurements of the instances. The 
integers are indices of the set of possible classes or 
types. 
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Classification has been approached from a few differ-
ent starting points: 
• Statistics, based on probability models,

• Artificial neural systems, or neural nets, that attempt to


model or simulate processes underlying human perfor-
mance, and 

• Machine learning, an attempt to model or mimic deliber-
ate, cognitive concepts and processes employed by
people when doing the identification. 
The statistical and neural approaches are essentially

quantitative, falling into three components: 
1. The underlying distribution of the population of inter-

est—that is, the prior or marginal probabilities of the
classes. 

2. The discrimination criterion—that is, the set of features 
and the rules or procedures that use them, to distin-
guish the classes. 

3. The misclassification cost—that is, the importance at-
tached to each class. 

Machine learning by contrast is less purely quantita-
tive, since it can rely in principle on combinations of quan-
titative and nominal observations. Thus the observations 
in machine learning are more precisely characterized as
multiples rather than vectors. Machine learning algorithms
can be harder to factor neatly into components, since they
frequently embody recursive components and therefore are
better abstracted as directed graphs rather than trees. 

In practice, a classification system, as distinct from a 
classification algorithm, is rarely based on one of these 
approaches alone. The hypothetical system in the infor-
mal discussion is a good example, as it employs quantita-
tive discrimination in the assignment stage, but relies on 
a certain degree of empirically based logic in the notifica-
tion phase to produce a final answer. 

Components of a Statistical Classifier 
For purposes of the present discussion, we will treat 

classes, types and models as equivalent, although this is
something of an oversimplification. We denote the classes 
or models as mi, i = 1, 2…M and their unconditional or 
prior probabilities as P(mi). In a situation where 
misclassification costs are all equal or unknown we might
apply the prior probabilities alone in the following classi-
fication rule: 

m̂ = argmax P(mi ) (Eq 1) 
i 

where denotes the best choice of class. So the rule 
means: 

Always pick the class with the highest prior probability. 

In other words, always guess the class that occurs most
frequently. 

This rule requires only elementary training from the cor-
pus—basically, just noting how often each class occurs—and 
incorporates no observations at all about the exemplars in
the corpus or any new instances to be assigned. Neverthe-
less it’s the best bet, at odds P(mi)/(1 – P(mi)). It is 
sometimes referred to as the default rule. Notice that it only
applies in the absence of significant misclassification costs. 

Yet we do have measurements of the exemplars and 
new instances that we denote as observations, O, and we 
can estimate both the marginal distribution P(O) and the 
conditional distributions P(O|mi) of the observations 
themselves in the corpus. With this information, we 
can do a little better: 

m̂ 

m̂ = argmax P(O | mi )P(mi ) (Eq 2) 

i 
which means: 

Pick the class with the highest posterior probability of 
the observation, or pick the class that makes the observa-
tion most likely. 

Further, applying Bayes’ Rule, we have: 

P(mi | O) = 
P(O | mi )P(mi ) (Eq 3) 

P(O)

and thus we can stipulate: 

Pick the class with the highest posterior probability, given 
the observation. 

or 

Pick the class with the strongest evidence in its favor, 
based on the observation. 

One form of the optimal discriminator for an observa-
tion O and two classes mi and mj is the likelihood ratio 
P(O|mi)/ P(O|mj), which is interpreted as the weight of
evidence for mi against mj. Once again, this holds as a 
maximization problem if we ignore misclassification cost. 

Now, if misclassification costs do need to be considered, 
we must treat the problem in terms of minimum risk rather 
than maximum likelihood. We denote the cost or risk of 
misclassifying class mi as mj by c(i, j). The cost is not gen-
erally symmetric—c(i, j) ≠ c(j, i) except when i = j. 

Going back to the default rule, where every new instance
is assigned to the most probable class, we can compute the
expected misclassification cost of assigning everything to 
the same class. Let the default class be mφ, the cost of each 
classification of mi to mφ,  be c(i, φ) and the expected cost of
the default decision be Cφ, . Then: 

Cφ = ∑ c(i,φ )P(mi ) (Eq 4)
i 

which merely weights the cost by the prior probability of 
each class, and we choose φ  to minimize Cφ, . In the case 
where all misclassifications have the same cost—the most 
common situation in signal classification—we would have 
constant c(i, j) = κ for i ≠ j and c(i, j) = 0 for i = j. The 
expected cost is then: 

Cφ = ∑ c(i,φ )P(mi ) =∑κP(mi ) =κ ∑ P(mi ) =κ (1 − P(mφ )) 
i i≠φ i≠φ (Eq 5) 

so the minimum cost assignment is precisely the maximum
prior probability choice of mφ, , where maximum P(mφ, ) mini-
mizes expected cost κ(1 – P(mφ, )). 

The same holds true for equal misclassification costs 
and posterior probabilities. Yet with unequal costs, an as-
signment to class mi must meet the condition: 

c(i, j)P(O | m j )P(m j ) < c( j, i)P(O | mi )P(mi ) (Eq 6) 

which means, an i-for-j false negative is less risky than a 
j-for-i false positive, weighted on each side by the likeli-
hood of the respective wrong case. Further: 

P(mi ) | O 
> 
c(i, j) 

(Eq 7)
P(mj ) | O c( j, i) 
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which expresses the quantitative constraint that the 
evidence for choosing i over j must strictly outweigh Doing It Yourself in Software 
the expected relative risk of mistaking i for j. Trivially, All this software is available free for download on the 
when misclassification costs are equal, the likelihood Internet, most of it GPL, some under noncommercial li­ 
ratio must be greater than 1. If i is riskier than j, the cense, some totally unrestricted—generally targeted at 
threshold goes above 1, meaning stronger evidence in Linux/BSD systems. 
favor of i will be needed. • LNKnet: This mother of all classification utilities is 

available from MIT. It has comprehensive facilities for 
Sequential Testing testing and constructing virtually every known classifica- 

As mentioned, the misclassification cost of individual tion technique, with both graphical and command-line in­ 
observations is not often an issue with signals. In large terfaces. With copious documentation and examples, it 
part that’s because the information about a signal arrives will generate C code for inclusion in a user program. 
piecemeal over time. The classification procedure is about • R and octave: GNU packages implementing most of 
absorbing and accumulating the evidence as it unfolds. At the S statistical package (R) and MatLab (octave). It has 
some point, enough will have been gathered to make a extensive user-contributed add-on packages for many 
decision. It is here that classification risk plays a critical sophisticated and state-of-the-art statistical and classifi­
role, again as previously mentioned, in a trade-off with cation techniques. It’s available from Free Software 
the cost of making and scoring the observations themselves. Foundation mirrors. 

The essential idea is this: As information about an un- • snd: Interactive sound-file editor with extensive multi­
folding signal emerges, the likelihood ratios computed from track recording and programmable signal- processing 
the observations are monitored and accumulated.We would support, by Bill Schottstaedt, available from Stanford 
like to have a decision as early as possible. So the criterion CCRMA. 
for a decision, as well as the criterion for when to stop and • gnuradio: GPL software radio project. 
return an answer, is based on this rule: • psp: This flexible spectrum analysis utility by Frank 

Stop and return an answer when the cost of taking an Brickle, AB2KT, can produce ASCII or binary files of 
additional observation exceeds the misclassification cost. power spectrum frames, or long-term spectrum esti-

Often, the cost of an additional observation is simply mates. 
measured in time lost waiting for an answer. So, for ex- • GPL: Useful to produce measurements and observa­
ample, when processing a sequence of observations O = tions for experimentation with LNKnet, R, octave. 
Ot, Ot+1, … Ot+k, and the cost of taking an additional obser­
vation is t + k + 1, you just stop when t + k + 1 > c, that is, 
when you’ve counted off enough observation steps. One keeps running, the evidence should eventually go against 
consequence of this rule is that in a multi-way classifier the assignment, indicating the signal has gone down. 
with unequal risks, different assignments may require We’ve skated right past the issue that the observations 
different lengths of time to reach a stopping point. will be vector-valued in nearly any interesting problem. 

The general heading for this topic is sequential prob- We betrayed our hand early by calling classification a pro­
ability ratio testing, and the pertinent theory is treated by cedure for mapping vectors to integers. To round out the 
optimal stopping. You will probably have noticed the re- theoretical picture we need to address where multivariate 
semblance of this process to Viterbi decoding or any other probabilities come from. The practical handling of multi­ 
kind of dynamic programming technique for that matter. variate probability models is well developed, fortunately, 
This is no accident, insofar as they’re all Markov processes and there is a lot of software to assist in that task. Some of 
under the skin, and traversals of weighted digraphs be- the best of it is free. See the sidebar “Doing It Yourself in 
low that. To go further here would be more than we’ve Software.” 
bargained for in this discussion. Nonetheless, we should 
at least note again that the multiple observations implied From Power Spectra to Feature Vectors 
by general sequential testing also yield an important side Most readers will be acquainted with the basics of 
effect when dealing with signals specifically, in that tak- power-spectrum estimation using fast Fourier transforms 
ing multiple measurements is the fundamental technique or auto-regressive methods; and there are references ga­ 
in accounting for the variance of spectral estimates. lore, so we won’t dwell on them here. Our concern is with 

how short-term power spectrum estimates of individual 
Where the Probabilities Go sample buffers, the frames, get turned into feature vectors 

Let’s return to the block diagram in Fig 1 and see where to be used as multivariate observations, and how the mul­
all these computations plug in. A lot of preparatory work tivariate observations are scored. 
has gone on before the block diagram is ready to run: A The Centroid and Dispersion of a Waterfall: Recall the 
suitable training corpus has been analyzed to get estimates waterfall spectrum display familiar from programs like 
of the prior and conditional distributions P(mi), P(O) and DigiPan and MixW, where each horizontal slice represents 
P(O|mi). These estimates all live in the bottom scoring/ a short-term power spectral estimate, and the display 
modeling part of the assignment component. As feature moves vertically representing the passage of time. We’re 
vectors pass into the assignment box, they assume the place concerned with a two-dimensional table h(t, n) that is ef­ 
of new observations O and are used by the discrimination fectively a frozen chunk of a waterfall display; the table 
process to update accumulating model probabilities entries correspond to the pixel intensities of the waterfall. 
P(mi|O).The assignment process is writing out a sequence So the columns of h (indexed by n = 1…N ) represent the 
of reports essentially representing the state of accumula- frequency bins of the short-term power spectra, and the 
tion. Until there is sufficient evidence for a positive iden- rows (indexed by t = 1…T) correspond to the timed se­ 
tification, the reports indicate no activity. At the time the quence of spectral measurements. In other words, the rows 
evidence tips positive, the reporting changes, and the no- of h(t, n) are vector-valued measurements of the original 
tification process is cued to raise an alert. This is the point input signal. 
at which the selection =argmax P(O|mi)P(mi) or the Each vector-valued element can be viewed as a point in 
equivalent cost minimization is finalized. If the process N-dimensional measurement space; and if you could plot 

m̂ 
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the points, you would see that they tend to fall into one or 
several clumps or clusters, indicating similarity of the vec­
tors. The regions in which the clusters occur can be char­
acterized by a central location, the centroid, and by how 
dense or sparse the cluster is—the dispersion. Any new 
point—that is, any new measurement vector—can be tested 
to see which centroid it falls closest to, and how the dis­
tance to that centroid compares with the distances of all 
the other points in the cluster to the centroid. That com­
parison lets you judge how strongly the new point belongs 
in the cluster. 

More precisely, a new point falls at a distance from 
every centroid, and therefore can be regarded as belong­
ing to each centroid’s cluster, with a strength inversely pro­
portional to the distance. We interpret the strength of 
membership in each cluster as the probability of belong­
ing to the cluster.That probability is inversely proportional 
to the distance from the centroid. 

Since the whole bundle of points can be regarded as a 
single cluster, a certain amount of judgement is required 
to decide how many centroids (hence how many 
subclusters) we think there really are, which in turn con­
trols how tight the clusters are, and how to assign am­
biguous cases. 

The mean vector gives a quantitative description of the 
centroid, and the covariance matrix characterizes the dis­
persion. For our table h(t, n), the mean vector is: 

1 µ = µi = ∑ h(t, i) (Eq 8)
T t 

with components that are simply the means of each of the 
columns of h. The covariance of two columns i and j of h is 
given by: 

1cov(i, j) = 
T ∑ (h(t, i) − µi )(h(t, j) − µ j ) (Eq 9) 

Notice that the covariance is a scaled version of the cor­
relation between the two columns. The variance σi

2 of a 
column i alone is var(i)= σi

2= cov(i, i), with standard devia­
tion σi, so the correlation ρij is: 

ρij = corr(i, j) = 
cov(i, j) 

(Eq 10)
σ iσ j 

The N×N covariance matrix V assembles the covariances 
of all the columns of h: 

cov(1,1) cov(1,2) ... cov(1, N ) 
cov(2,1) cov(2,2) ... cov(2, N ) 

(Eq 11)... ... ... ... 
cov(N ,1) cov(N ,2) ... cov(N , N ) 

At Long Last, the Punchline: The probability of a multi­
variate measurement point u = u(n) is given by: 

P(u ) = (2ρ)−ρ / 2 exp − 
1 (u − µ)T V −1 (u − µ) (Eq 12) 2 

What is important to notice is the V–1 . Computing the 
probability requires the inverse of the covariance matrix. 

Now typically, a spectral estimate is going to use some 
number of points between 27 and 215, so with our table 
h(t, n), the number of columns N could be as high as 32,768. 
The covariance matrix V, since it’s N × N, is going to be 
enormous. Leaving aside for the moment the sheer num­
ber crunching this implies, one must suspect that there’s 
some superfluous arithmetic in the computation. 

Even by eye, the original waterfall tableau of spectral 
data shows a lot of redundancy. Many of the columns are 
very highly correlated. Some of them are even indistin­
guishable. The covariance matrix is going to be populated 
by values with only a minority contributing significant 
information. This gives us some confidence that the mea­
surement vectors can be mapped onto a set of lower-di­
mensional vectors without losing anything important. The 
low-dimensional vectors are the feature vectors and they 
are points in feature space, just as the measurement vec­
tors are points in the measurement space. 

Among the statistical classifiers, the chief differences arise 
over how the mapping of measurement vectors onto feature 
vectors is accomplished and how the covariance matrix of 
all observations is partitioned into clusters.You will discover 
the full variety of approaches yourself, if you decide to ex­
periment on your own using any of the existing software 
packages that support classification and clustering. 

We should also notice that great promise has been shown 
by prior reduction of the observation space by a variety of 
techniques. One avenue is to apply “lossy” compression 
techniques like wavelet transforms or iterated fractal 
analyses to the measurement vectors before any further 
computations, as a way of eliminating known redundancy 
in advance of any statistical measurements. This is still a 
relatively unexplored area, one where an individual might 
easily make a fundamental contribution. 

A Final Proviso 
It was suggested before that the probability models de­

scribed here are not the most powerful available. These 
models treat the observation vectors—either the measure­
ment or feature vectors—as independent, meaning their 
order of appearance is generally not considered. You could 
shuffle them and the result would be the same, and it would 
be adequate for most signal classification tasks. 

The accumulating sequence of likelihood computations 
leading to an assignment decision reflects nothing about 
the original ordering of the training data. Incorporating 
markovity in the models attains an extraordinary increase 
in power. Dynamic programming and Hidden Markov 
Modeling are two closely related approaches to this formi­
dable task. It’s a reasonable conjecture that the universal 
classifier will, in broad outline, resemble a network of Hid­
den Markov Models, whose organization and structure are 
acquired by the more freewheeling capabilities of machine 
learning.  
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D-STAR, Part 3:•
Implementation•

We’ve seen the “whys” and “hows” of  D-STAR. Let’s 
look at the hardware and possible uses for the system. 

This article, the final part of the 
series, investigates the block 
diagram and performance of the 

prototype equipment to better under­
stand the design issues of a D-STAR 
digital radio. 

The hardware used in testing the 
D-STAR standard is shown in Fig 1 
and the performance of the mobile unit 
is summarized in Table 1. Some of this 
hardware is available today and we 
expect several manufacturers will of­
fer hardware soon. 

Recall that the D-STAR standard 
has only recently finalized the selec­
tion of the modulation and codec. Pro­
totype testing demonstrated that 
GMSK modulation and the AMBE 
2020 codec gives the best combination 
of spectral efficiency and robust com­
munications. 

The IF and RF parts of the block 
diagram (see Fig 2) of the ID-1 shows 
a straightforward dual-conversion 

18225 69th Pl W 
Lynnwood, WA 98037 
kc7yxd@arrl.net 

By John Gibbs, KC7YXD 

superheterodyne design that should 
look familiar to those experienced with 
analog rigs. However, several issues in 
a digital-radio IF are not clear from 
the block diagram. 

IF Design Issues 
The first issue with digital-radio 

IFs is that the group delay of the IF 
structure is critical. While analog ra­
dio designers can ignore phase linear­

ity, group-delay variations need to be 
less than about 10% of the data pe­
riod to avoid excessive BER due to 
intersymbol interference. 

The second issue with digital radio 
IFs is that IF bandwidth must be 
wider than that of an equivalent ana­
log design. It must be wider so that 
significant energy does not fall near 
the band edges of the filter because 
there the group delay is not constant. 

Table 1 
ID-1 Specifications Summary 

Operating frequency 1.2 GHz Amateur Radio Band 
Operating Modes FM (analog voice) 
(FDMA) 0.5GMSK (digital voice / data) 
Data Rate 4.8 kbps (voice) / 128 kbps (data) 
CODEC AMBE 
Data Interface IEEE802.3 (10Base-T) 
RF Power 10 W/1 W 
Receive Sensitivity FM –16 dBu 
(typical) 4.8 kbps GMSK Voice –10 dBu 

128 kbps GMSK Data + 2 dBu 
Switching time 10 mS (digital mode) 
GMSK Modulation Quadrature Modulator / FPGA (baseband) 
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It often rises significantly and displays 
what are called “ears” (from their 
shape). This is particularly true in the 
receiver IF where transmitter and re­
ceiver relative-frequency tuning errors 
may cause the signal to be off center 
in the IF. Unfortunately, this increases 
the noise and interfering signals that 
pass through to the detector. 

The quality of these IFs is mea­
sured by the sensitivity numbers in 
the specifications and in the “eye” dia­
grams in Fig 3. The well-open eye 
means that the receiver can easily dis­
tinguish between the plus and minus 
signal sent and therefore decode with 
very little BER. Fig 4 shows how the 
BER improves as S/N increases in the 
digital voice mode. 

The final issue with digital radio 
IFs is the quality of the local oscilla­
tors. First, as implied above, the fre­
quency reference must be accurate 
and temperature-stable if communi­
cation is to be established at UHF with 
a reasonably wide receiver IF. Second, 
the close-in phase noise of the local 
oscillators must be kept low, particu­
larly if QPSK and other high-data-rate 
modulations are used. Excess oscilla­
tor noise can increase the BER just as 
effectively as actual channel impair­
ments. One of the advantages of 
using GMSK is its relatively low sen­
sitivity to these receiver problems, as 
shown in Fig 5. 

Baseband Design Issues 
The baseband hardware and modu­

lators have far more obvious differ­
ences in this digital radio block 
diagram in Fig 2. For instance, on the 
transmitter side, the audio input is 
immediately converted to digital form, 
even if the radio is in the analog FM 
mode. This digital information is then 
signal-processed digitally and modu­
lated onto the first IF. The modulation 
is accomplished by an I/Q modulator 
made with an FPGA. When teamed 
with DSP, an I/Q modulator is a very 
versatile component that can handle 
any form of modulation needed in the 
ID-1. It is even possible to produce 
narrowband-FM with the digitized 
voice. (The analog FM feature is de­
sired for compatibility with existing 
analog radios.) 

D-STAR Applications 
D-STAR is very much a “blank 

slate,” waiting for amateurs to write 
upon it. We can exploit its capabilities 
for a variety of old and new uses. Here 
are a few of the many suggestions we 
have heard from the Amateur Radio 
community as possible applications of 
D-STAR. 

Mobile and Portable Internet Access 
The application that springs almost 

instantly to everyone’s mind is high­
speed wireless Internet access. Part of 
the reason is that the Internet has be­
come such an important communica­
tion and information tool in hams’ lives 
today. Another reason is all the hype 
built up around third-generation (3G) 
cell phones and the DOCOMO system 
in Japan. Yet, with today’s meltdown 
in telecommunication commerce, it 
could be years before a 3G phone sys­
tem is deployed in the US. So, with the 
deployment of D-STAR, hams could 
once again have a leading technology 
that the rest of the population would 
envy and that might encourage more 
people to get their tickets. 

In support of this vision of D-STAR 
as an Amateur Radio community 
growth agent, it is interesting to watch 
the reaction of inactive no-code hams. 
For a variety of reasons, they got their 
tickets, but never really got interested 
in the hobby. Often when they see a 
D-STAR demonstration, you can see 
their eyes light up and almost hear the 
gears turning in their head! Several 

have said that a system like D-STAR 
would get them active again. 

Because this is Amateur Radio, 
there will be some restrictions on this 
vision of high-speed wireless Internet. 
The FCC does not allow encryption, 
so there is no guarantee of privacy. 
Anyone can look over your shoulder 
and read your e-mail. 

Some hams bring up the issue of 
advertising and pornography. Control 
operators will be responsible for the 
content passing through their repeat­
ers exactly as they are today. However, 
this does not seem to be a very diffi­
cult issue. Inexpensive software exists 
today that can filter out this offend­
ing material. Control operators can 
easily incorporate so-called “kiddy fil­
ter” software into the repeater’s 
Internet interface. If the existing soft­
ware does not quite fit our application, 
then resourceful hams will develop 
better software! 

Then there is the issue of third­
party traffic. Again, the control opera­
tor is responsible for ensuring that no 
illegal third-party traffic passes 
through his or her station. 

Fig 1—Currently available hardware (counterclockwise, from upper right): RC-24 Control 
Head, ID-1 1.2 GHz transceiver, ID-RP1D 1.2 GHz data repeater, ID-RP1VS 1.2 GHz voice 
repeater, ID-RP1L 10 GHz backbone repeater and AH-1045/1080 parabolic antenna. 
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Fig 2—1.2 GHz transceiver block diagram.

Fig 3—“Eye” patterns for digital voice (A) and high-speed data (B).
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Fig 4—Bit-error rate versus RF level.

Fig 5—Frequency error versus sensitivity.

Combination of 802.11 and D-STAR
It would be surprising if manufac-

turers did not quickly develop a
handheld D-STAR-compatible radio,
but the high-speed data mode will nec-
essarily have reduced range compared
to a mobile rig with a good antenna
and more power. What could you do if
you wanted to connect a notebook
computer to the Internet, but you are
beyond the limited range of a
handheld?

When hams have a range problem
with handhelds on today’s analog FM
system, they sometimes cross-band
repeat using their car’s mobile radio.
A similar solution could be imple-
mented for high-speed data using
D-STAR and a wireless LAN access
point. A D-STAR mobile in your car
could be cross-band (and cross-mode)
connected to an access point installed
in your car. Only an Ethernet cable is
needed for this connection (no PC). If
you already had a wireless LAN card
in your notebook computer, you would
be ready to go. Your notebook com-
puter now has high-speed Internet
access with the range of the high-
power mobile.

Other High-Speed Data Applications
The Internet is so pervasive today

that we sometimes forget that there
are many other uses for high-speed
data transmission. Here are two high-
speed data applications that have
arisen in D-STAR discussions.

Local Amateur Intranet: Rather
than connecting to the Internet, a
club-sponsored repeater could offer a
wireless, wide-area Intranet. What
might they put on the site? It certainly
is a good place to make available the
repeater system’s operation guide and
rules. To encourage D-STAR experi-
mentation, it would be useful to have

posting of hams’ experiences with the
system as well as freeware and
shareware that they have found use-
ful in D-STAR operation.

Visitors to the area could download
information they need, even at 3 AM.
Are you looking for a good Mexican
restaurant, or do you need a quiet mo-
tel away from the highway? The
Intranet could have suggestions from
other hams on file, and you could
download maps, driving directions and
even pictures.

The possibilities multiply enor-
mously if your notebook computer has
GPS. Now D-STAR can guide you ex-
actly to your destination with accurate
maps and directions that better reflect
the local driving conditions than those
provided by major services on the
Internet. Local hams could help you
avoid traffic problems caused by tem-
porary road closures and accidents.

Emergency Communications: An-
other D-STAR Intranet application is

emergency communications. Even if
the local D-STAR repeater were
knocked out, temporary repeaters
could quickly be assembled using two
transceivers back-to-back. Training
needs are minimized by using stan-
dard Internet browsers. When an op-
erator comes onto the system, he can
easily access stored files and bring
himself up-to-date on the situation
without distracting others.

Possible Add-Ons and
Enhancements

We wrap up this discussion of the
new D-STAR system with a treatment
of the possible directions in which ap-
plications might evolve. D-STAR is not
meant to be a turnkey communication
system like the cell-phone system. In-
stead, it is an infrastructure that hams
can use to meet current and future
communication needs. Most impor-
tantly, it is a flexible, highly capable
system that allows amateurs, them-
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selves, to expand their service. Rather 
than depending on manufacturers to 
provide new features and applications, 
we expect the amateur community will 
develop add-ons to the system that will 
address the major goals of Amateur 
Radio including emergency communi­
cations, experimentation and just 
plain fun! Hams who have seen early 
demonstrations of the D-STAR system 
have generated the following ideas. 

Power to the People! 
We hams have our own opinions of 

how products should be designed and 
which features should be added. One 
of the great things about the D-STAR 
system is that for a large part, it is 
possible for us to try out our ideas and 
further the state of the art. Error cor­
rection is one area that is ripe for con­
tribution by hams. 

As data rates increase or as we 
push the range, decoding errors begin 
to be significant in any digital radio 
system. This is less of a problem for a 
properly designed digital voice system, 
because it is not significantly dis­
turbed by BER levels that would ren­
der digital file transfers impossible. 
Yet any high-speed digital mode can 
use any help it can get. 

Because of the importance of trans­
ferring data quickly and accurately, 
there has been a great deal of theoreti­
cal work done on coding and error cor­
rection. Tom McDermott, N5EG, gives 
a good introduction to the many coding 
techniques used in digital radio includ­
ing Reed-Solomon, Golay and convolu­
tional codes.1 Newer codes called “turbo” 
codes have been developed that ap­
proach the theoretical limit on how fast 
information can be transmitted over a 
noisy band-limited channel. 

However, these codes are only opti­
mal if the interference is what we call 
AWGN (additive white Gaussian noise). 
This is true because the mathematics 
of AWGN is well understood. The bad 
news is that most of the impairments 
we find in real radio communications 
do not match this nice mathematical 
model. The good news is this is an op­
portunity for Amateur Radio to again 
advance the state of the art. 

An interesting example of the pos­
sibilities of error correction is the ubiq­
uitous CD player. A few years ago, I 
saw a demonstration of the power of 
the error correction used in CDs. The 
professor had drilled large holes in a 
CD and despite these obvious faults 
in the data stream, the music played 
perfectly without a click, pop or drop 
out! Perhaps some enterprising ham 
can discover the way to make just as 

1Notes appear on page 47. 

dramatic improvement in radio. 

Interleaving Spreads 
Bursts of Errors 

Wireless communication channels 
with fades of the signal power are 
prone to errors occurring in bursts. 
Burst errors can cause problems by 
breaking error-control codes when the 
number of errors exceeds the maxi­
mum number of correctable errors for 
the specific code used.For short bursts, 
intraframe interleaving improves per­
formance by spreading the burst of 
errors over several different code 
words. For example, if four code words, 
each containing 23 bits that can cor­
rect up to 3-bit errors, are used in a 
frame consecutively, then a burst er­
ror 4 bits long will break a single code. 
However, if the four code words were 
interleaved (that is, bit 1 codeword 1, 
bit 1 codeword 2, bit 1 codeword 3, bit 
1 codeword 4, bit 2 codeword 1, and so 
forth), each code word would contain 
only one error, which could easily be 
corrected. Since intraframe interleav­
ing only modifies the bit ordering 
within the current frame, no addi­
tional delay is generally needed for 
implementation. If additional delay 
can be tolerated, interframe (more 
than just the current frame) interleav­
ing can be used to further increase the 
performance with longer burst errors. 

Mixed Voice and Data 
As we saw in the section on the 

D-STAR standard, the proposed digital 
voice protocol has the ability to trans­
mit low-speed user data simultaneously 
with voice.The first-generation D-STAR 
transceivers minimally support this 
feature. However, as new radios are in­
troduced, it is expected that hams will 
develop applications that exploit this 
capability. Notice that in the D-STAR 
system, this is referred to as low-speed 
data. Yet the data rate is actually about 
2400 baud, faster than the old 1200 
baud of amateur systems (and yes, 
slower than the 9600 baud used in 
higher-speed systems). 

What could we do with this feature? 
How about the equivalent of the 
Internet’s “instant messaging”? With 
instant messaging, messages could be 
added by the sender or even from a 
third party (where legal) and added 
by the repeater. Imagine that you are 
in the middle of a contact when 
• A DX alert displays on your mobile 

for a country you need, or 
• A printer attached to your trans­

ceiver prints out route instructions 
to your club’s Field Day site, or 

• Your spouse sends you the grocery 
list and reminds you that the lawn 
needs mowing—well, maybe that 

isn’t such a good feature! 
How about doing instant messag­

ing one better and send instant pic­
tures. The miniature cameras used 
recently in cellular phones are about 
96×96 pixels; that is less than 10 kbits. 
So, a picture could be sent in less than 
30 seconds simultaneously with a 
voice contact. 

In a sense, this voice and data ca­
pability is like DSL: you can talk over 
the same channel while data are 
transmitted—although not at DSL 
speeds in this mode. The data you can 
send through this channel are limited 
only by your imagination. For in­
stance, what do you think about mix­
ing voice and next-generation APRS? 

VoIP and D-STAR 
VoIP voice communication is of 

course possible in the digital data 
mode because it does not matter what 
information is carried in the data. 
However, VoIP is not a very attractive 
method of communication via Ama­
teur Radio today. It often suffers from 
poor voice quality scores due to the 
very long latency from the intensive 
signal processing and because the 
Internet does not give priority to voice 
packets.2 These voice quality problems 
would certainly not be helped by the 
128 kbps data rate of D-STAR. 

Finally, VoIP on D-STAR is spec­
trally inefficient, requiring 130 kHz of 
bandwidth compared to less than 
6 kHz for the highly compressed 
D-STAR digital voice mode. Still, for 
applications that require higher-speed 
data simultaneous with voice, inven­
tive amateurs may find solutions to 
these problems. 

Registration 
The D-STAR proposal currently 

keeps a list of amateurs (call signs) 
who have accessed the system. So, if 
you want to call me, KC7YXD, you 
don’t need to know the linking re­
peater. The system simply finds the 
repeater I last accessed and automati­
cally routes your call to me. A logical 
extension of this capability is that if 
my radio is on the repeater frequency, 
the system can poll it and automati­
cally register me onto that repeater. 

This feature could be extended to 
keep a database at each repeater of 
each registered amateur’s interests. 
How would our hobby change if you 
could call “CQ Collins radio collector” 
and automatically link to someone on 
the other side of the country or per­
haps the other side of the world? 

Roaming 
Another feature that hams could 

add to the system is roaming. What if, 
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when driving through an area, the re­
peater could download into the radio 
memory the frequencies and call signs 
of nearby D-STAR repeaters? Then as 
I drive away from the repeater, the 
radio is all set to access the next re­
peater. Never again sit down with a 
repeater book and program the radio 
before the next trip! 

Of course, if we were to add GPS 
capability and the D-STAR repeater 
database held the footprints, calls and 
frequencies of adjacent repeaters, the 
radio could automatically switch re­
peater sites as you drive through an 
area! 

Trunking 
“Trunking” is a land-mobile-radio 

term for a system that uses multiple 
repeaters to support many contacts at 
once. Most trunking systems use a 
“home channel” for calling, then the 
system assigns a clear repeater fre­
quency to complete the contact. The 
radios then automatically go to the 
assigned frequency. The basic advan­
tage of trunking is that the system can 
support many more users simulta­
neously than with individual systems. 
Effectively, it lets one listen to all re­
peaters in an area by only monitoring 

the home channel for a call. Since the 
D-STAR system sends call signs digi­
tally, it is easy to envision a simple 
computer program that would moni­
tor the home channel and alert me 
when I am being called. 

Conclusion 
Clearly, Amateur Radio is at a 

crossroads today. Technical and regu­
latory forces are pushing us out of our 
well-proven but inefficient ways. The 
possibilities that digital radio brings 
to our hobby are truly limited only by 
our imagination. 

I hope this article has stirred 
your imagination and stimulated 
your interest in the possibilities of 
digital voice and high-speed data in 
Amateur Radio today. Perhaps you 
will be inspired to try the D-STAR sys­
tem and maybe even develop applica­
tions or variations of the D-STAR 
system. 

Recommended Reading 
Visit www.dvsinc.com to read more about 

AMBE and to hear voice samples at vari­
ous coding rates. 

D.W. Griffin and J.S. Lim, “Multiband Excita­
tion Vocoder,” IEEE Transactions on 
Acoustics, Speech and Signal Processing, 
Vol 36, No 8, August 1988, pp 1223-1235. 

Notes 
1Wireless Digital Communications: Design 

and Theory, Tom McCermott, N5EG, Tuc­
son Amateur Packet Radio Corporation, 
1996. 

2The D-STAR digital voice mode addresses 
this problem by giving real-time data, such 
as voice, priority over repeater links. 
At age 3, John exhibited early talents 

in electronics by “helping” his dad fix a 
TV. He plugged the speaker into a wall 
socket! Despite this traumatic start, he 
spent his youth building Heathkit and 
EICO equipment, repairing vacuum­
tube radios and TVs and designing and 
building numerous homebrew projects 
including a Morse decoder high-school 
project built with resistor-transistor 
logic in the mid-1960s. 

With BSE and MSEE degrees in 
control and communication theory, he 
has worked for Hewlett-Packard in the 
fields of spectrum and network analy­
sis and frequency synthesis. He is 
currently the research department en­
gineering manager at ICOM America, 
where his primary interests are digi­
tal communications and DSP. John 
has eight patents and is currently ap­
plying for four more. 

An Extra class license holder, John 
usually is found on the HF bands, pri­
marily operating PSK31.  
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The EMI Finder 

Easily locate sources of  electromagnetic interference 
with this sensitive, low cost, UHF receiving system. 

This article describes a UHF re­
ceiving system used to easily 
locate a very wide variety of 

sources of electromagnetic interfer­
ence (EMI). The system consists of a 
sensitive narrow-bandwidth 318 MHz 
receiver, a directional handheld Yagi 
antenna and a headset (see Figs 1-3). 
Some of the typical broadband emit­
ters of radio frequency interference 
(RFI) that you can pinpoint are power­
line insulators, computers and indus­
trial equipment. 

The following are the principle tech­
nical features of the receiving system, 
which contribute to its effectiveness: 
• High gain, directional five-element 

hand-held Yagi antenna for precise 

4700 47th St 
Boulder, CO 80301 
k0dk@arrl.net 

By Richard Kiefer, KØDK 

position location of noise emitters 
(see Fig 2). 

• Simple construction. 
• Surface acoustic wave RF filter 

(SAWF) for good front-end selec­
tivity. 

• High-gain, low-noise figure RF 
preamplifier (LNA) for high sensi­
tivity. 

• Regenerative detector stabilized 
with a surface acoustic wave reso­
nator (SAWR) produces a very nar­
row detection bandwidth hence a 
low noise floor. 

• High detection sensitivity, –136 dBm 
minimum discernable signal. 

• Low-loss direct coupling technique 
between the LNA and regenerative 
detector. 

• Low-voltage, low-current operation 
for long battery life. 

• With only two active RF components, 
the circuit is simple and the cost low. 

• All surface-mount devices and com­
ponents for best RF performance, 
easy construction and low cost. 

• Receiver design technique useful at 
other frequencies including the 
70-cm amateur band. 

Find Broadband Sources of EMI 
You can locate sources of electro­

magnetic interference by listening in 
the VHF/UHF range for their broad 
emission spectrum, which typically 
extends to 300 MHz and sometimes 
well beyond. Such spurious noise is 
usually amplitude modulated or con­
tains both AM and FM. 

For example, power lines, which are 
often a source of amplitude-modulated 
EMI put out noise into the UHF range 
from corona and sparking.These prob­
lems can be caused by defective 
hardware such as insulators and un­
grounded transformers, which can act 
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like spark gap transmitters radiating 
electromagnetic energy with a very 
broad spectral content. This broad 
spectrum usually contains enough 
energy at 318 MHz to be detected by 
a sensitive AM receiver such as the 
one described here. It is common prac­
tice in the power industry to search 
for defective power-line equipment by 
listening in the 300 MHz range with 
sensitive receivers and directional 
antennas. Commercial gear used to 
search for such EMI is available from 
companies like Radar Engineers 
(www.radarengineers.com) or 
Trilithic Incorporated (www. 
trilithic.com). Prices for commercial 
equipment range from several hun­
dred to several thousand dollars. 

Most digital electronic devices such 
as personal computers, games, DSL 
lines, VCRs and electronic instru­
ments can also radiate a spectrum 
with components extending to above 
300 MHz. Even if such equipment is 
compliant with the FCC Part 15 class 
B regulations for residential use, this 
receiver will usually find them if you 
are within 3 to 15 feet. Such equip­
ment often have internal microproces­
sor and DSP clocks running in the 
10 MHz to 100 MHz range, which cre­
ate harmonics to beyond 300 MHz. 
Digital bus speeds are usually in this 
range as well and may vary in fre­
quency and amplitude as software per­
forms operations on peripherals and 
memory chips. All of this can produce 
a very rich spectrum at 200-300 MHz 
and above. 

At my particular location, I can 
“hear” computers, displays, printers, a 
digital scope, a microwave oven con­
troller, power lines, power substations, 
automobile ignition systems and ga­
rage-door opener superregenerative re­
ceivers. Around town, I can walk into 

most any building, sniff around and find 
most active electronic devices. All of 
these sources of RFI are broadband in 
nature. That is, their emissions extend 
over many megahertz and to very high 
frequencies. This receiving system, 
though, is a very narrow-band device, 
which listens to only a small slice of the 
total spectral output of any RFI emit­
ter. The bandwidth of the five-element 
Yagi antenna is only a few percent of 
318 MHz, and the receiver passband is 
only a few kilohertz wide. 

A receiving frequency of 318 MHz is 
chosen for three main reasons. First, at 
this frequency the antenna is small and 
easily transported. It also has high gain 
and sharp directivity with only five el­
ements. In addition, 318 MHz is a gen­
erally interference-free frequency in the 
USA. Although garage-door openers 
and automotive keyless entry systems 
operate at 315 MHz, no other radio ser­
vices use 318 MHz. The harmonics of 
the lower frequency TV stations and 
communications radios are elsewhere. 

Fig 1—The author searching for power-line 
noise. 

Thirdly, there are off-the-shelf SAW 
filters and SAW resonators readily 
available for 318 MHz. 

A High Sensitivity Receiver 
To detect a very low-level slice of a 

broad-spectrum emitter you need a 
sensitive narrow-bandwidth receiver. 
The receiver described here uses a 
unique, but simple, RF circuit design 
to achieve sufficient sensitivity to lo­
cate noise sources. It has a minimum 
discernable signal sensitivity of about 
–136 dBm when using headphones, 
corresponding to a bandwidth of a few 
kilohertz. 

Consider the following: The five­
element Yagi antenna has a source im­
pedance of 50 Ω at 318 MHz. So, as a 
noise generator its equivalent circuit 
is a voltage source in series with a 
50 Ω resistor. If we measure the out­
put noise of the antenna with a high­
impedance measuring device that has 
a known 3-dB bandwidth, we will mea­
sure the following RMS voltage. 

en = kBTR 4 (Eq 1) 

Where 
e = The open circuit RMS noise out­ n 

put of the antenna. 
k = Boltzmann’s constant. 
B = Bandwidth of the receiving or mea­

suring device in hertz. 
T = Temperature of the antenna noise 

resistor in kelvins. 
R = Antenna resistance in series with 

the voltage source. 

This equation determines the 
lowest possible noise floor, hence sen­
sitivity, of the receiver assuming 
perfect noise figure of 0 dB (the noise 
figure of the receiver preamplifier is 
actually about 2 dB). If we substitute 
a signal generator with a 50-Ω output 

Fig 3—The 318 MHz receiver. The controls are for regeneration 
and volume. 

Fig 2—The complete receiving system: 318 MHz Yagi, receiver 
and headset. 
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impedance for the antenna, we can de-
termine the approximate bandwidth
of the receiver. If we insert a signal
level that is equal to the noise level
then the receiver bandwidth can be
calculated from:

502931038.14 23
n ×××××= − Be

(Eq 2)
Where
en = the generator RMS voltage.
B = equivalent bandwidth of the
receiver.

For this receiver a 100% AM modu-
lated generator at –133 dBm (50.2 nV)
produces a signal that is about equal
to the noise. So, the 3 dB bandwidth
of the receiver is about 3.1 kHz, and
the minimum discernable to the hu-
man ear signal level is about 3 dB
lower at –136 dBm. Not too bad for a
circuit with only two active RF parts!

Receiver Circuit Description
The receiver circuit works as follows.

Refer to the schematic diagram in
Fig 8. A signal or noise in a narrow band
at 318 MHz is picked up by the Yagi
antenna, which has a source impedance
of 50 Ω. The antenna output voltage is
applied to the input of a SAW bandpass
filter centered at 318 MHz. The filter
rejects adjacent-channel interfering
signals, which could overload the
preamplifier causing spurious re-
sponses—not the noise you are looking
for. Such interfering signals could be TV
transmitters below 300 MHz, transmit-
ters in the 70-cm Amateur Radio band
(420-450 MHz) or other communica-
tions radios. L1, L2, C28 and C27 pro-
vide impedance matching for the input
and output of the SAW filter. L5 is an
RF choke for front-end ESD protection.
The output of the SAW is then ampli-
fied by a Motorola preamplifier chip, the
MBC13916. This is a cascode pream-
plifier with 22 dB of gain and a noise
figure of 2 dB. It is a silicon-germanium
part that contains a temperature-
compensated internal bias circuit.

The high-impedance output of the
preamplifier is summed by superpo-
sition in the collector of the regenera-
tive detector, Q1. This is a very
straightforward current-source sum-
ming technique that eliminates a cou-
pling capacitor or other parts that
might load the collector of the regen-
erative detector. The circuit of Q1 is
the regenerative detector, which is a
common-base oscillator stabilized by
a 318 MHz SAW resonator (SAWR).
The SAWR acts like a 318 MHz
fundamental-mode crystal, with a
similar equivalent circuit. It serves to
provide excellent short-term oscillator
Fig 4—The schematic diagram of the EMI
Sniffer.
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stability because of its high Q. The 
unloaded Q of the SAWR is specified 
at 16,900 by the manufacturer, RF 
Monolithics. This is good although not 
as high as a crystal, which is typically 
greater than 20,000.The circuit loaded 
Q of the SAWR will be less than 16,900 
but still high enough to produce a very 
narrow receive bandwidth when used 
as the frequency determining element 
of a regenerative detector. 

The frequency tolerance of the 
SAWR is ±100 kHz, and the long-term 
and temperature stability is on the 
order of several tens of kilohertz. Here, 
only the short-term stability of the 
SAWR, and hence the regenerative 
detector, is important. For this appli­
cation we can listen to any frequency 
near 318 MHz as long as the short­
term stability is good enough to pro­
duce a low noise floor. This assumes 
that the noise we listen to is uniformly 
distributed over a 200 kHz bandwidth 
centered on 318 MHz, a pretty good 
assumption for most EMI emitters. 
The short-term stability of the detec­
tor is determined by its loaded Q, 
which is something less than 16,900 
multiplied by the regenerative effect 
of the detector circuit. If the effective 
bandwidth of the receiver is 3.1 kHz, 
as discussed above, this corresponds 
to an effective Q at 318 MHz of 
102,600. 

The 18 kΩ potentiometer fixes the 
onset of oscillations of the regenera­
tive detector, hence the most sensitive 
detection point, and is adjusted by the 
operator with a knob (see Fig 4). The 
output of the regenerative detector is 
taken at the emitter, low-pass filtered 
and preamplified by the audio stage, 
Q2. The output of the preamplifier is 
then passed to the National Semicon­
ductor power amplifier chip, the 
LM4992 and boosted to a level suffi­
cient to drive a headset or small 
speaker. The audio volume is adjusted 
with the 1 MΩ potentiometer. The 
whole circuit is powered by a 3 V 
CR123A lithium battery. This battery 
is typically used in film cameras, and 
it is readily available. The 3 V output 
of the battery is regulated down to 
2.2 V by the Linear Technology LT174 
low-dropout regulator. The receiver 
circuit is designed to operate from 
2.2 V because this is about the end of 
life for the battery. 

The Five-Element 
Tape-Measure Yagi 

The ability to precisely locate 
sources of EMI is enhanced by the five­
element hand-held Yagi antenna used 
with the receiver. The antenna im­
proves the sensitivity and utility of the 
system because of its high gain and 

directionality. The beamwidth is quite within inches if you are five feet away. 
narrow as you can see from the com- From ground level, you can locate de­
puter simulation of the pattern in fective insulators on power poles. 
Fig 6. A narrow pattern makes it easy The Yagi is computer optimized for 
to peak up the noise from an emitter the best pattern and impedance match 
as you swing the antenna back and using the computer program Yagi 
forth, up and down. Optimizer (YO). The front-to-back ra-

Changing the polarity from hori- tio of 25.2 dB is adequate for good di­
zontal to vertical also sometimes im- rection finding. [Fig 6 was generated 
proves the strength of the noise. Usu- with YW, a similar program packaged 
ally you can pinpoint a source of noise with The ARRL Antenna Book. The 

Fig 5—The receiver printed-circuit board showing the regeneration and volume controls. 

Fig 6—Computer modeled pattern for the antenna. 
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performance varies slightly from that 
calculated by YO.—Ed] The 42 Ω feed­
point impedance (see Fig 7) presents a 
pretty good match to 50 Ω coaxial cable, 
such that the mismatch loss is very low. 
No matching network is used, just a 
single bead balun. The one-inch-wide 
spring-steel tape measure material is 
simulated in YO with a 0.15 inch diam­
eter round aluminum element. This 
equivalent element diameter is deter­
mined by measuring the resonant 
frequency of a dipole made from the 
one-inch-wide tape-measure material. 
Then the actual length and resonant 
frequency are used as fixed parameters 
in the antenna modeling program 
EZNEC to find the equivalent diameter 
of a round aluminum element. In other 
words, the 1-inch-wide tape-measure 
material acts electrically like 0.15-inch 
diameter aluminum tubing at 318 MHz. 
So the elements modeled in YO are 
0.15 inches in diameter and the lengths 
and spacings of the elements as calcu­
lated by YO are as shown in Table 1. 

The boom of the antenna is made of 
CPVC, the hot-water version of PVC. It 
is stiffer than regular PVC and ma­
chines very easily. The elements are 
very rugged because of their flexibility, 
being made from steel tape-measure 
material. The driven-element mount is 

Table 1 

Yagi Antenna Dimensions in Inches 
Element Length Boom Position 

Reflector 19.0 0 
Driven Element 17.2 7.5 
Director #1 15.6 15.0 
Director #2 15.4 22.0 
Director #3 15.4 29.0 

machined from Delrin using a 45° dove­
tail cutter as shown in Fig 8A. The cuts 
in the boom that hold the elements are 
also made with a 45° dovetail cutter. 
The elements are each fastened to the 
boom with a #8-32×11/2 bolt and 
locking nut. If an element breaks, it is 
easily replaced in the field. The same 

antenna construction can be used for 
fox hunting on the 2 meter or 70 centi­
meter bands. Because of the flexible el­
ements you can easily travel in close 
quarters and through bushes without 
difficulty. The antenna is very light­
weight and can be carried for extended 
periods without fatigue. A foam bicycle-

Fig 7—Computer modeled Yagi performance. 

(B) 
(A) 

Fig 8—At A, the feedpoint details. The mount is made from a 11/4×3×1/4-inch-thick piece of Delrin plastic. It is machined with a 45° 
dovetail bit to accept the halves of the driven element, then drilled and tapped for three #8-32 bolts. The bolt positions are not critical. 
The two outer bolts secure the element halves to the Delrin mount, and the center bolt (fed through a hole in the boom) secures the 
mount within a notch cut into the CPVC boom. At B, milled dovetail cuts in the boom secure the tape-measure elements. 
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handlebar grip is used for the handle 
and it is quite comfortable. 

Other Applications 
The UHF regenerative receiver 

technique described here may be used 
in other applications as well. For ex­
ample, you could build a simple AM 
or FM system to communicate voice 
or data over short distances in the 
70 cm band. The receiver could be just 
as described, but use a commonly 
available SAWR at 433.92 MHz. The 
same resonator would also be used to 
control the transmit frequency. Since 
SAW resonators can be pulled about 
±50 kHz in frequency, both the trans­
mitter and receiver can be tuned to the 
same frequency. The circuits also op­
erate at very low current levels for 
long battery life. It might also be pos­
sible to implement a microprocessor 
to automatically adjust the level of 
regeneration at the detector to main­
tain best sensitivity. 

SAW devices are commonly used by 
the millions in automotive keyless­
entry and garage-door opener 
products. A typical automotive key­
less-entry system would use a SAWR 
stabilized transmitter in the key fob 
and an LC stabilized superregen­
erative receiver inside the instrument 
panel of the car. The transmitters are 
usually amplitude keyed with digital 
data at about 1 kbps. At least one key­
less entry system that I know of is fre­
quency modulated with a deviation of 
about ±30 kHz. You can pull a SAWR 
this far with a Varactor diode. You can 
also use other types of antennas to 

sniff for EMI on printed-circuit boards 
and enclosures. These could be loops, 
shielded loops and simple capacitively 
coupled tips. Or, you can make a di­
rect connection to a circuit with a piece 
of coax. When attaching antennas and 
coax, observe static-protection proce­
dures to not “static zap” or otherwise 
destroy the input SAWF. An input in­
ductor to ground is provided, but this 
component will fail open if you apply 
more than a few hundred milliam­
peres to the antenna connector. 

References 
1C. Kitchin, N1TEV, and M. Murphy, 

WB2UID, “An Ultra Simple W1AW Re­
ceiver,” QST, May 1997, pp 34-35. 

2C. Kitchin, N1TEV, “New Super-Regenera­
tive Circuits for Amateur VHF and UHF 
Experimentation,” QEX, Sep/Oct 2000, 
pp 18-32. 

3C. Cullian, KØRF, and T. J. Jasiewicz, 
“Finding That Elusive Power-Line Noise,” 
CQ, Jan 1992, pp 28-31. 

4J. Harris, Trilithic Inc, “Locating Power Line 
RF Interference,” RF Design, Feb 1992, 
pp 42-51. 

5RF Monolithics at www.rfm.com for SAWR 
and SAWF data sheets and application 
notes. 

Bibliography 
1. H. Ataka, “On Super Regeneration of an 

Ultra Short Wave Receiver,” Proceedings 
of the Institute of Radio Engineers (IRE), 
Vol 23, No. 8, Aug 1935, pp 841-844. 

2. E. Armstrong, “Some Recent Develop­
ments of Regenerative Circuits,” Proceed­
ings of the Institute of Radio Engineers 
(IRE), Vol 10, No. 4, Aug 1922, pp 244-260. 

Richard Kiefer has worked as an 
electronics engineer since 1970 design­
ing analog and radio frequency cir­

• Disseminating precise time and frequency (time acc. <1 mS) 

• NIST traceable frequency reference, 10 MHz • Manual and StatSAT Software included 

• 48V dc/600 mA power supply and GPS antenna available 

• One-time closeout inventory from major telecom company, limited stock 

HP® GPS RECEIVER DISCIPLINE CLOCK 

Model: Z3801A® 
(Refurbished—90 day warranty). 

www.buylegacy.com .com 
760-891-0810 • 800-276-1010 • Fax 760-891-0815 

HP® and Z3801A® are registered trademarks of Hewlett Packard. 

(Org. list $4,800)

$249Limited Supply! 

As seen in 

Nov/Dec 2002 

info@buylegacy

cuits and systems. He has also written 
software and firmware in several lan­
guages to control various circuits and 
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RF 

BUILDING MICROWAVE QUADS 
AND YAGIS 

The lower microwave bands, 33 cm 
to 9 cm, represent a transition region 
where parasitic arrays such as quads 
and Yagis may be a useful alternative 
to the dish and horn antennas that are 
ubiquitous at higher frequencies. 
Their primary advantage is reduced 
wind loading. A bulky four-foot-diam­
eter dish is unlikely to have as much 
gain as a 12-foot long loop Yagi.1 Four 
feet is less than four wavelengths on 
33 cm. Such a small dish is difficult to 
feed—a typical efficiency might be 
around 30%, compared to the 55% 
typically assumed. This is 2.6 dB less 
gain than one might assume from con­
ventional charts and calculations. A 
well designed conventional Yagi can 
be even smaller—decades of computer 
optimization has resulted in designs 
that can generate 18-dBi gain with 
just an 8-foot boom. 

Horn and dish antennas are more 

1Notes appear on page 56. 

225 Main St 
Newington, CT 06111-1494 
zlau@arrl.org 

By Zack Lau, W1VT 

useful for space receiving applications, 
where you seek to maximize the gain 
to noise-temperature ratio. It isn’t so 
easy to obtain high gain and clean pat­
tern with a large parasitic array. Horns 
and dishs can be built with exception­
ally clean patterns. Noise temperature 
can be a problem—Chip Angle told me 
he could hear EME signals off his newly 
constructed loop Yagi array. As the ar­
ray got rusty, however, it got noisy, de­
grading his ability to hear extremely 
weak signals off the moon. It still works 
fine for terrestrial work. 

For portable work, I’ve used a con­
ventional Yagi for 903 MHz, an 11-foot­
boom loop Yagi for 1296 MHz, a 5-foot 
boom loop Yagi for 2304 MHz and a 
2-foot dish for 3456 MHz. I tried a long 
loop Yagi for 903 MHz, but the array 
was just too big to be manageable in 
high winds. The 2304 loop had decibels 
less gain than a 2-foot dish but much 
less wind load. At 3456 MHz, the dish 
has about a 4 dB advantage in gain.The 
dish is about seven wavelengths wide 
on 9 cm—the dish is getting big enough 
for practical feeds to be efficient.2 

Home stations can generally put up 
bigger arrays for more gain. Typically, 
one can increase the gain by 2.5 dB 
by either doubling the boom length or 

array size. Home stations can benefit 
by using long 12-foot-boom Yagis for 
2304 MHz, instead of a short 5 foot 
Yagi.At 1296 MHz, it becomes imprac­
tical to double the length of a long 
Yagi—it is more common to use a pair 
or quad of Yagis for more gain. Arrays 
of Yagis can be frustrating—a small 
non-obvious mistake can result in a 
severe loss of gain. For instance, flip­
ping over Yagi will also invert the 
phase—a 180° phase shift is more ap­
propriate for signal cancellation than 
addition! 

Loop Yagis 
Loopquad is the name preferred by 

G3JVL, who designed this antenna in 
1974. However, in the USA, the name 
loop Yagi is almost universal, although 
it is confusing—how is a Yagi made 
out of loops different from a quad? It 
is a very distinctive and clever an­
tenna. The loops are thin strips of 
metal bent into a circle and attached 
with screws to a metal boom. The 
driven element is fed with semi-rigid 
coax that passes a through the center 
of a 1/4-20 brass screw holding the loop 
in place.This simple feed arrangement 
may also form a balun, reducing com­
mon mode currents on the feedline. 
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The original used a circular driven 
element, which results in a shield 
length around 1/3 wavelength. I’ve seen 
other designs with the element 
squashed down, so the shield length 
was closer to 1/4 wavelength. A 1/4 wave­
length coaxial shield is ideal for balun 
operation—it inverts the low imped­
ance present at the boom connection 
to high impedance at the feedpoint 
connection. Thus, unwanted current 
on the outside of the coax shield is 
minimized. 

The most serious difficulty with the 
loop Yagi is the difficulty of modeling it 
accurately on a computer. Flat strips of 
metal aren’t as easily modeled as round 
wires. Simple models are required— 
microwave loop Yagis have dozens of 
elements.A complicated model suitable 
for a three-element quad may not be 
practical with a 30-element loop Yagi. 
The computing time and resources rise 
exponentially with complexity—ten 
times the number of elements is likely 
to raise the time and resources required 
by a factor of 100, not ten. It may be 
even more, if the problem chokes the 
system. It could be less if the software 
were custom designed for this particu­
lar problem. 

Fortunately, a few hams have opti­
mized designs on test ranges, so there 
are several good designs available. I’ve 
had good luck with Chip Angle N6CA’s 
1296 loop Yagi.3 Dave Olean, K1WHS, 
has designed high-gain 2304 and 3456 
versions.4, 5 

M. H. Walter, G3JVL, did some stud­
ies to allow scaling his original design 
to slightly different materials. I’m sure 
this helped the popularity of his de­
sign—it allowed both Americans and 
Europeans to adapt his designs to 
readily available materials. I’m sure it 
is just as frustrating for Europeans to 
deal with US customary sizes as it is 
for US hams to deal with metric sizes. 

The companion software to the 
ARRL UHF/Microwave Experimenter’s 
Handbook includes an old Basic pro­
gram for adapting M. H. Walter’s 27­
and 38-element designs to different ma­
terials—you can change the element 
thickness, width and boom diameter. 
This is quite useful for translating 
designs between US customary and 
metric sizes—assuming you can deal 
with mid-1980s vintage software.6 

Construction of loop Yagis may be 
difficult. The ideal tool for cutting the 
elements accurately is a sheet metal 
shear—something not found in the 
typical home shop. By cutting a sheet 
of aluminum into the proper width 
and then slicing it into strips, many 
elements of nearly identical length can 
be obtained.This may be a reason why 
many designs have just a few element 

sizes, compared with conventional 
Yagis that have no two elements of the 
same size. 

The other difficulty is drilling the 
brass driven-element mounting screw. 
Brass is difficult to drill with normal 
drill bits—it tends to grab—sometimes 
pulling the work out of whatever is 
holding it. A zero-rake drill—one with 
a cutting edge perpendicular to the 
work, actually works much better on 
brass. A lathe is the preferred tool for 
drilling the hole—there isn’t much mar­
gin for error. Drilling a 0.144-inch hole 
in 1/4-20 tapped brass leaves a wall 
thickness of just 15 mils. The drill must 
be centered accurately and the axis of 
the bolt must be aligned with the drill. 
A tolerance of 1° isn’t good enough for 
two-inch bolts. You can use a little trigo­
nometry to figure out the tolerance: 

tolerance tan −1 wall  (Eq 1)
 
 length  

where wall is the wall thickness and 
length is the length of the bolt. You 
may wish to narrow the angle even 
further, to account for the tolerance in 
centering the drill bit. A spotting drill, 
a thick stubby drill bit designed for 
starting holes, will help. 

Yagis 
I prefer to use conventional Yagis on 

903 MHz—though I’ve not published 
any designs. A repeatable matching 
network has eluded my efforts at this 
frequency. I find a bit of tuning is nec­
essary to get an acceptable SWR or re­
turn loss. I’m sure that proper fixtures 
or precision machining would help a 
great deal, but such a project won’t be 
of interest to most hams. 

In terms of wind load per element, 
rod elements are superior to loop ele­
ments. While a two-element quad has 
more gain than a two-element Yagi, the 
advantage disappears entirely as the 
boom length is made longer. In fact, long 
Yagis often have an extra decibel of 
gain, compared to long loop Yagis of the 
same length. This isn’t surprising— 
Yagis have been optimized for decades 
using sophisticated computer tech­
niques, while only a few dedicated ex­
perimenters have optimized loop Yagis 
on test ranges. At higher frequencies, 
Yagis become more difficult to fabricate, 
as the construction tolerances require 
more precise machining. Keith, KØKE, 
took 16+ hours to make a 3456 MHz 
Yagi, carefully filing the elements to ±1 
mil accuracy.7 

There are some pitfalls in model­
ing Yagis. Long Yagis modeled in 
Mininec typically suffer from a shift 
in frequency—to make them work 
properly you need to trim all the para­

sitic elements so that the actual ele­
ments are shorter than predicted in 
the computer model. This can be 
avoided by modeling them in NEC-2. 
NEC-2 isn’t as useful at HF where 
tapered elements are common, but 
this limitation generally isn’t a prob­
lem at microwaves. NEC-2 is in the 
public domain, and can be downloaded 
from the Web. However, the user in­
terface is archaic, even by 1980 stan­
dards, so buying a modernized version 
makes sense for most hams. Brian 
Beezley, K6STI, produced a propri­
etary version of Mininec that claims 
to eliminate the frequency shift, but 
he no longer advertises antenna mod­
eling programs for sale. 

Modeling falls short when it comes 
to typical matching networks, which 
are large enough to interact with the 
fields generated by the antenna. NEC/ 
Mininec programs aren’t adequate for 
modeling this situation. More ad­
vanced programs that use three­
dimensional finite-element analysis 
may be up to the task, but these costly 
programs still aren’t feasible for most 
amateurs. Thus, empirical design, or 
cut-and-try, is still the method of 
choice for accurately determining 
matching-network dimensions. It can 
be quite frustrating to come up with a 
good matching network—Avery Fine, 
KA3NTX, published a design with a 
1.7 to 1 SWR, not having enough time 
to devise a better network.8 

There are techniques to ease the 
difficulty of designing a matching net­
work. The most obvious is to sacrifice 
a little gain and design the antenna 
for a direct 50-Ω feed. This avoids the 
need for a bulky matching network. If 
gain cannot be sacrificed, a slightly 
more difficult approach is to design the 
antenna for a direct 25-Ω feed and use 
a 1/4 wavelength of 35-Ω coax as the 
matching network. A simple balun 
that works well with such simple feeds 
is a metal boom that shields the co­
axial feedline from the rest of the an­
tenna—this works well with short, 
rear-mounted antennas. The coax can 
run out the back of the boom. 

Mechanically, it is usually desirable 
to mount Yagi elements directly 
through an aluminum tube that acts 
as the boom.This is more reliable than 
mounting elements above the boom on 
plastic insulators—it is typical for in­
sulators to degrade over time, result­
ing in an antenna that sheds elements 
whenever the winds get gusty. The 
shielding effect of the boom requires 
that the elements be made slightly 
longer. Thus, for a given element di­
ameter and boom size, there is a cer­
tain length that needs to be added, 
known as the boom correction. The 
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boom correction, which is almost neg­
ligible at 2 meters, becomes quite sig­
nificant at microwaves. Fortunately, 
Guy Fletcher, VK2KU, has published 
a QEX article describing boom and 
element corrections for 1296 MHz.9 

Especially for shorter Yagis, I prefer 
to just scale low-frequency designs, us­
ing SCALE.EXE. It uses the equations 
developed by James Lawson, W2PV, to 
recalculate equivalent elements for Yagi 
antennas. It can handle element tapers, 
in case you want to scale your favorite 
HF antenna. HF antennas typically use 
elements constructed out of telescoping 
aluminum tubing. SCALE is a DOS 
utility that comes with the ARRL An­
tenna Book software—not only does it 
allow you to change the frequency, but 
allows you to select more practical ele­
ment sizes. For instance, you may want 
to make your antennas out of #8 alu­
minum ground wire or 3/16-diameter 
6061-T6 aluminum rod. It is a good idea 
to check the scaled design with antenna 
modeling software, just to make sure 
that nothing has gone amiss. The best 
indicator is the level of sidelobes—it 
should be about the same as the origi­
nal antenna. If the sidelobes are too 
large, you may need to make the ele­
ments smaller, by scaling them to a 
higher frequency. Conversely, you can 
scale the Yagi to a slightly lower fre­
quency if the sidelobes are too small. 
The UHF/Microwave Experimenter’s 
Handbook is an excellent reference for 
those wanting to design microwave 
Yagis, with articles by Steve, K1FO, and 
Gunter, DL6WU. 

Testing 
Measuring SWR is most easily done 

with a low power RF source and a mi­
crowave return loss bridge. Paul Wade, 
W1GHZ, published a simple design in 

QEX.10 It features excellent directiv- the Midwest. If it doesn’t work, you 
ity, over 30 dB from 10 MHz to often get helpful advice on what might 
2.304 GHz. It is important to have have gone wrong. It is possible to set 
good directivity—it is a measure of up your own range, but it takes a lot 
how low an SWR your meter can mea- of careful work to get accurate mea­
sure. According to Steve Polishen, surements. An excellent tutorial on 
K1FO, Bird wattmeter slugs typically measuring antennas written by Dick 
have just 23 dB of directivity at Turrin, W2IMU, appears in The ARRL 
432 MHz.11 The 70-cm band falls at Antenna Book. It was originally 
the edge of the band limits for the published in the Nov 1974 QST as “An­
slugs, rather than at the center, where tenna Performance Measurements”— 
one is more likely to get the typical it is just as useful today as it was back 
30 dB of directivity. A disadvantage of then. Paul Wade, W1GHZ, expands 
both is the use of a simple diode upon his work in The ARRL UHF/Mi­
detector. crowave Projects Manual, volume 2. 

Paul used 1 kHz amplitude modu­
lation to obtain some interference re- Notes 
sistance—but you still need a clean RF 1D. Hilliard, WØPW, “902-MHz Loop Yagi 
source, free of strong spurious signals Antenna,” QST, Nov 1985, pp 30-32. 
and harmonics.A low-power transmit- 2Z. Lau, W1VT, “An Inexpensive 3456-MHz 
ter, legal for transmitting purposes, Dish Feed,” QEX, March 1998, pp 53-55. 

may not be adequate for serious mea- 3C. Angle, N6CA, “Loop Yagis for 1296 

surements with a broadband detector. MHz,” ARRL Antenna Book, 19th ed, 
pp 18-39 to 18-41.One solution is to use a selective 4D. Olean, K1WHS, “The Blow Torch 2304detector, such as a receiver or spec- and 3456 Loop Yagi,” Proceedings of the

trum analyzer with a directional cou- 25th Eastern VHF/UHF Conference,”
pler. I’ve had good luck with surplus pp 341-345.
Narda directional couplers purchased 5D. Olean, K1WHS, “A Long, Long Loop 
at hamfests. They are easily tested Yagi for 3456 MHz,” Proceedings of the 
with a good 50 Ω load and a reference Microwave Update 2000, pp 239-246. 

short. Surplus dummy loads are easy 6K. Erickson, KØKE, “A ‘First’ 3456 MHz 

to test with a dc-ohmmeter—if they Long Yagi?,” Proceedings of the Micro­
wave Update ’87.are abused they will show a resistance 7A. Fine, KA3NTX, “A Low-Cost High-Perfor­significantly different from 50 Ω. Open mance 23 cm Yagi,” Proceedings of the

circuited transmission lines can be Microwave Update, 1989, pp 168-170.
rather tricky at microwaves—the cen- 8G. Fletcher, VK2KU, “Effects of Boom and 
ter pin of a coaxial cable may look like Element Diameters on Yagi Element 
an antenna rather than an open Lengths at 144, 432 and 1296,” Jan 2000 
circuit. QEX, p 16. 

The best way of getting a useful 9P. Wade, W1GHZ, “A UHF+ SWR Bridge,” 

gain measurement is to take the QEX, Feb 1995, pp 3-5. 

antenna to a VHF or microwave con-
10Z. Lau, W1VT, “10 GHz SMA to WR-90 

Transition,” QEX, Nov 1995, pp 24-26.ference that offers antenna gain mea- 11S. Powlishen, “On 432 #40 Common
surements, such as the Eastern VHF/ Sense Talk About SWR Measurement Ac-
UHF Conference in New England and curacy,” Proceedings of the 27th Eastern
the Central States VHF conference in VHF/UHF Conference, pp 36-39. 
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Letters to
the Editor

Efficient Energy Transfer
Between Capacitors (Re “Energy
Conversion in Capacitors,”
Jul/Aug 2003)

First is an explanation of where
half of the energy goes when you con-
nect a charged capacitor to an un-
charged capacitor of equal capaci-
tance. The circuit used for analysis is
shown in Fig 1. The voltage source for
charging C1 is shown as a battery, but
a dc power supply could be used in-
stead. A series resistor, R1, is included
to limit the charging current. Capaci-
tors C1 and C2 are assumed to have
equal capacitances. Other values will
be discussed later. The two leads con-
necting the two capacitors, through a
switch or relay, S2, will have enough
inductance to resonate the capacitors
at some frequency. For example,
0.5 µH and two series connected 8 µF
capacitors resonate at 112 kHz. The
reactance of the inductance is j0.35 Ω.
The effective loss resistance at this fre-
quency, including dielectric losses in
the capacitors, would be very much
less than 0.35 Ω.

For Case A, let us introduce a very
large resistance, R2, such as 10 kΩ, or
more, making the inductive reactance
negligible. Now, when S2 is closed, C1
will discharge through R2 into C2.
Fig 2 illustrates how the voltages on
the two capacitors vary over a period
of three time constants, 3T. The volt-
age across R2 at any instant is VC1–
VC2. At any instant, the power being
lost in the resistor is (VC1–VC2)

2/R2. In-
tegrating the dissipation over several
T periods shows that the energy lost
in the resistor is one-half of the origi-
nal energy in C1. One-fourth of the en-
ergy is left in C1 and the other one-
fourth is in C2.

For Case B, assume that R2 is zero.
Fig 3 illustrates how the voltage VC1
and VC2 vary over the first cycle at the
resonant frequency.

At the instant S2 is closed, a path
for current flow is completed. The in-
ductor and two capacitors form a se-
ries-resonant circuit. Therefore, when
S2 is closed, a sine shaped current
wave starts to flow. This current flow
takes energy from C1 and stores it in
L and C2. With equal capacitances, VC2
rises the same amount as VC1 de-
creases. The instantaneous energy in
L is (1/2)LI2. The current increases
until VC2 = VC1. At this time, t/4, the
current wave peaks, 75% of the energy
has been taken from C1, 50% has been
stored in L and 25% is in C2.

Fig 1—Circuit used
for analysis.

Fig 4—Diagram for computing dc energy transfer loss with distributed L and C.

Fig 3—Voltage across capacitors during first cycle and the series-resonant current.
Voltage across inductor is V

C!
–V

C2
.

Fig 2—Voltages
across capacitors
for three time-
constant periods.

Then the magnetic field in L starts
to collapse and generates the voltage
necessary to keep the current flowing
for the next quarter cycle ending at
t/2. At this point, the current has de-
creased to zero and all of the energy
has been removed from C1 and stored
in C2. The current flow then reverses
and during the next half cycle all of
the energy is transferred back to C1.

An interesting way to look at this
behavior mathematically is as follows:
At the instant S2 is closed, the dc volt-
age V on C1 instantly becomes the sum
of two equal voltages. Half remains a
dc voltage and the other half becomes
the peak of an ac voltage.

( ) 0     withcos
22

=+= θθVVV
(Eq 1)
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The zero voltage on C2 instantly
becomes the difference between two
equal voltages.

( ) 0    withcos
2

0
2

=−= θθθ VV (Eq 2)

The phase angle θ is a function of
time and starts at zero the instant S2
is closed. The phase angle is 360° at
the end of the first cycle of the reso-
nant frequency.

The peak amplitude of the current
sine wave can be computed from the
energy in L at t/4 and the inductance
of L.

In practice, there is always some loss
resistance, which will cause the
oscillation to decay exponentially. Con-
verting the series resistance to the
equivalent parallel resistance, R3,
across the circuit, gives a value that can
be used to compute the time-constant.

The value of C used to compute the
time constant is the equivalent value
of C1 and C2 in series. This value in
Farads is used in the equation

Table 1
Summary

Case 0 Case 1 Case 2 Case 3 Case 4
no diode

C1 (µF) 8 8 8 8 8
C2 (µF) 8 8 8 2 8
L (H) 4 4 0.04 0.04 0.04
R(Ω) 100 100 2 4 2
Initial V(C1) 100 100 100 100 100
Initial V(C2) 0 0 0 0 50
Final V(C1) 50 7.792 2.376 60.98 51.47
Final V(C2) 50 91.23 97.52 155.2 98.32
Initial E(C1) (mJ)40 40 40 40 40
Initial E(C2) (mJ) 0 0 0 0 10
Final E(C1) (mJ) 10 0.243 0.023 14874 10.597
Final E(C2) (mJ) 10 33.292 38.041 24.087 38.667
Lost E (rnJ) 20 6.465 1.937 1.039 0.736

2
R3C1T =

(Eq 3)

The number of cycles in one time-
constant period is equal to the Q of
the resonant circuit.

C2C1 XX
R3Q
+

=
(Eq 4)

If Q were 100, it would take 100
cycles for the amplitude to decay to
37% of the original ac voltage.

%78.36
71828.2

11
==

e
(Eq 5)

The peak amplitude of the ac (or
RF) voltage decays as

T
t

eVV
−







=

2AC
(Eq 5)

The ac voltage is centered on the
dc voltage of V/2.

It is observed that the positive and

negative peaks of the ac voltage fall
on the same voltage curves shown in
Fig 2.

It takes about four time-constant
periods, 4T, for the amplitude to die
down to less than 1% of the original
value. This happens very quickly. For
a resonant frequency of 160 kHz and
a Q of 100:

( ) s
f
Qt1

400
1

000,160
10044 ===

(Eq 6)

The circulating energy would be
only (0.01)2 or 0.0001 of the original
value.

Thus, one-half of the original en-
ergy, J, in C1 is quickly dissipated,
leaving the other half divided between
dc charges in C1 and C2.

Case C: Instead of lumped capaci-
tance and inductance, consider distrib-
uted capacitance and inductance in
the form of transmission lines (see
Fig 4). First we charge the capacitance
of the left line with a voltage V. Then
close S2. Wave fronts are launched in

Fig 5—Efficiency versus V2 starting voltage for C2 equal to C1,
C1/4 and C1/10.

Fig 6—Typical damping action.
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opposite directions and with opposite
polarities. These waves are reflected
at the open ends of the lines. This sets
up a half-wave resonance in the com-
bined lines. A dc voltage of V/2 remains
on both lines. Again, half of the origi-
nal voltage in the left line remains as
a dc charge in the combined distrib-
uted capacitance of both lines. The
other half is dissipated as the half-
wave resonance decays.

For laboratory observation of this
decaying voltage using power-supply
filter capacitors, a dc filter choke can
be inserted in series with the switch
to slow the resonant frequency to the
low audio region. The loss resistance
would be little more than the dc resis-
tance of the filter choke.

The above analysis solves the
mystery of where half of the energy
goes. It is dissipated in a resonant
circuit.

The efficiency of energy transfer
can be improved some by using a value
of C2 less than C1. This improvement
is shown at the left edge of the dia-

gram in Fig 5. More improvement can
be realized when C2 is partly charged
at the start. This improvement for
three values of C2 is shown in Fig 5.

Now let us examine a means to
move all of the energy in C1 to C2 and
keep it there with “no” loss. First, add
a lossless series inductor that reso-
nates the capacitors in the audio re-
gion. Then add an ideal diode in se-
ries also. Now charge C1 and close S2.
Fig 3 shows how V1 and V2 vary. The
diode prevents reversal of the current,
at t/2, which stops any further varia-
tion, leaving C1 with no charge and
C2 charged to voltage V. Thus all of
the energy has been transferred from
C1 to C2.

In practice there is some energy dis-
sipated in the energy transfer. There
is loss resistance in series with the in-
ductor and there is a small voltage
drop across the diode, which dissipates
some energy also. JB Jenkins,W5EU,
ran a test using two 8 µF capacitors
and a 4 H filter choke, which had
100 Ω of series resistance. The diode

was a 1000 V, 2.5 A rectifier diode. C1
was charged to 30 V dc. After S2 was
closed, C1 was left with 3 V represent-
ing approximately 1% of the original
energy. There was 27 V on C2, which
indicates that 81% of the original en-
ergy was transferred. The difference
of 18% represents energy dissipated.
He also verified that without the in-
ductor and diode the voltage on both
capacitors was 15 V, which was one
half of the original 30 V charge. This
test verified my theory.

For more accurate, computer gen-
erated data, use a transient simula-
tion program called SPICE. This
provides an easy way to try differ-
ent values of components and start-
ing voltage charges on C2. Roy
Culbertson, AD5EQ, volunteered to
run a few circuit variations for further
verification of my theory and to estab-
lish a few properties of the circuit.

Case 0: This represents the case
with equal 8 µF capacitors, a 4 H fil-
ter choke with 100 Ω resistance but
no diode. An initial charge of 100 V

Fig 7—Case 1: equal 8 µµµµµF capacitors, a 4 H filter choke with
100 ΩΩΩΩΩ resistance but no diode.

Fig 8—Case 2: the inductor was reduced to 0.04 H providing a
resonant frequency of 400 Hz. A resistance of 2.0 ΩΩΩΩΩ was chosen
to provide a Q of 50.

Fig 9— Case 3: C2 was reduced to 2 µµµµµF. Fig 10— Case 4: Equal capacitors were used but C2 was initially
charged to 50 V, which is half of the 100 V charge on C1.
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was used. After closing S2, the volt-
age on each capacitor was 50 V.

Case 1: The parameters were cho-
sen to approximate the values used by
W5EU in his lab. The two capacitors
were 8 µF each, the inductor was 4 H
with 100 Ω resistance. The resonant
frequency was 40 Hz, the inductive re-
actance was j1000 and the inductor Q
was 10. The result is shown in Fig 7,
and a tabulation of data obtained from
the SPICE program is shown in
Table 1.

Case 2: The inductor was reduced
to 0.04 H providing a resonant fre-
quency of 400 Hz. A resistance of
2.0 Ω was chosen to provide a Q of 50.
Fig 8 and Table 1 show the results.
Over 95% of the energy was trans-
ferred with only 5% dissipated. Less
than 0.1% was left in C1.

Case 3: C2 was reduced to 2 µF. This
raised the resonant frequency to
515 Hz and an inductive reactance of
j193 Ω. A resistance of 4 Ω was used
for a Q near 50. Fig 9 shows the
result. Notice that 60% of the initial
energy was transferred with a 55%
voltage stepup. Only 4.1% of the en-
ergy removed from C1 was dissipated.

Case 4: Equal capacitors were used
but C2 was initially charged to 50 V,

which is half of the 100 V charge on
C1. The initial voltage charges were
close to being reversed as only 2.5% of
the energy removed from C1 was dis-
sipated. See Fig 10 and Table 1.

I hope that this information has
started the “wheels turning” in some
readers’ minds, which will lead to im-
proved designs. These tests and analy-
sis were just enough to prove the theory.
Quite likely still better transfer effi-
ciency can be realized by using the op-
timum value of inductance and a higher
Q inductor. The current increases as the
inductance is decreased. This causes the
diode loss to increase. The SPICE pro-
gram would be a valuable aid for opti-
mizing a proposed circuit.—Warren
Bruene, W5OLY, 7805 Chattington Dr,
Dallas, TX 75248-5307

Evaluation of Antenna Tuners
and Baluns (Sep/Oct 2003)

There is an error in Frank Witt’s,
AI1H, article in the Sep/Oct 2003
QEX. Fig 4 (on page 6) should have
exactly 67 points on the line of reflec-
tion-coefficient magnitudes that can
be displayed by the MFJ-259B.

In addition, the author has discov-
ered an error on page 10, left column,
in the first full paragraph. The error

bounds are the same for halving RL
as for doubling RL. So, if the loss were
calculated without using geometric
averaging (by either halving or dou-
bling RL), the calculated value could
be too high by as much as 10.8% or
too low by as much as 16%. Halving
or doubling RL can yield either posi-
tive or negative errors, and the error
bounds are identical for the two cases.

The corrected article has been
placed on the ARRLWeb at www.
a r r l . o r g / t i s / i n f o / p d f /
030910qex003. pdf.—Bob Schetgen,
KU7G, QEX Managing Editor;
ku7g@arrl.org
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Brain Cake, KF2YN, begins a two-
part series on twin-C and box-kite
antennas. We shall take them sepa-
rately, although they are related in a
way. Also, Bob Kopski, K3NHI, pre-
sents a calibration modification to his
“Advanced VHF Wattmeter.”
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