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THE AMERICAN RADIO 
RELAY LEAGUE 
The American Radio Relay League, Inc, is a 
noncommercial association of radio amateurs, 
organized for the promotion of interests in Amateur 
Radio communication and experimentation, for 
the establishment of networks to provide 
communications in the event of disasters or other 
emergencies, for the advancement of radio art 
and of the public welfare, for the representation 
of the radio amateur in legislative matters, and 
for the maintenance of fraternalism and a high 
standard of conduct. 

ARRL is an incorporated association without 
capital stock chartered under the laws of the 
state of Connecticut, and is an exempt organiza-
tion under Section 501(c)(3) of the Internal 
Revenue Code of 1986. Its affairs are governed 
by a Board of Directors, whose voting members 
are elected every two years by the general 
membership. The officers are elected or 
appointed by the Directors. The League is 
noncommercial, and no one who could gain 
financially from the shaping of its affairs is 
eligible for membership on its Board. 

“Of, by, and for the radio amateur, ”ARRL 
numbers within its ranks the vast majority of 
active amateurs in the nation and has a proud 
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amateur affairs. 

A bona fide interest in Amateur Radio is the 
only essential qualification of membership; an 
Amateur Radio license is not a prerequisite, 
although full voting membership is granted only 
to licensed amateurs in the US. 

Membership inquiries and general corres-
pondence should be addressed to the 
administrative headquarters at 225 Main Street, 
Newington, CT 06111 USA. 

Telephone: 860-594-0200 

FAX: 860-594-0259 (24-hour direct line) 

Officers 

President: JIM D. HAYNIE, W5JBP 
3226 Newcastle Dr, Dallas, TX 75220-1640 

Executive Vice President: DAVID SUMNER, 
K1ZZ 

The purpose of QEX is to: 
1) provide a medium for the exchange of ideas 

and information among Amateur Radio 
experimenters, 

2) document advanced technical work in the 
Amateur Radio field, and 

3) support efforts to advance the state of the 
Amateur Radio art. 

All correspondence concerning QEX should be 
addressed to the American Radio Relay League, 
225 Main Street, Newington, CT 06111 USA. 
Envelopes containing manuscripts and letters for 
publication in QEX should be marked Editor, QEX. 

Both theoretical and practical technical articles 
are welcomed. Manuscripts should be submitted 
on IBM or Mac format 3.5-inch diskette in word-
processor format, if possible. We can redraw any 
figures as long as their content is clear. Photos 
should be glossy, color or black-and-white prints 
of at least the size they are to appear in QEX. 
Further information for authors can be found on 
the Web at www.arrl.org/qex/ or by e-mail to 
qex@arrl.org. 

Any opinions expressed in QEX are those of 
the authors, not necessarily those of the Editor or 
the League. While we strive to ensure all material 
is technically correct, authors are expected to 
defend their own assertions. Products mentioned 
are included for your information only; no 
endorsement is implied. Readers are cautioned to 
verify the availability of products before sending 
money to vendors. 

Empirical Outlook

On Journalistic Integrity and gued against Carl’s statement that
Other Observations the Big Dipper would look like a mir-

In late September of this year, the ror image of its normal appearance if 
national news media made much ado you traveled to the other side of it, at 
about the reportage of a certain tele- a straight-line distance equal to the 
vision broadcast network. The case in average distance to the stars in it 
point dealt with whether the network from the Earth side. The discussion 
had exercised due diligence in check- was heated; but fortunately, the 
ing some documents they had re- planetarium could be programmed to 
ceived from an evidently unsolicited show the actual result. Carl lost. 
source. After they aired the docu- And so it goes. Those examples al-
ments and later admitted that they lude to one reason we have QEX. 
could not substantiate their authen- Here you can put forth your theo-
ticity, allegations of bias flew freely rems, proofs and disproofs, along 
all around. With that much egg on with some good stuff that we know 
their faces, the question might have works—that readers can build. Com-
been “Could I get some bacon and plete parts lists and minute details 
toast with that?” are not always necessary, but we 

Everyone has an opinion. If you ask want to make sure readers can con-
for one, you are going to get it. To pre- tact authors. While our staff does 
tend that journalists do not have check for accuracy, authors are ex-
opinions is inane; to think they are pected to defend their own assertions. 
always going to suppress them is na- We need your comments for our let-
ive. Yes, we are supposed to keep ters column as well as your articles. 
them out of our reporting, save in Keep those projects—and discus-
editorial columns, but we are seeing sions—going! 
less of that self-restraint these days 
and the trend is not abating. In fact, In This Issue 
all one need do is examine the re- John Champa, K8OCL, and John 
sponses from other television net- Stephensen, KD6OZH, describe their 
works to that September scandal to work with high-speed multimedia 
see it. How ironic that seems. (HSMM) networking on the micro-

Fortunately, in the scientific and wave bands using 802.11 and other 
engineering worlds, we have a neat equipment. Much of the work is asso-
procedure that allegedly keeps opin- ciated with successes achieved by 
ion on the sidelines in favor of what the ARRL HSMM Working Group. 
can be proved or disproved. It is KD6OZH also contributes a separate 
funny, though. Sometimes we cannot piece on software-defined radio. 
agree on the best way of doing some- Karl-Otto Müller, DG1MFT, dis-
thing, such as testing a transceiver. cusses coaxial traps for antennas. 
At other times, we each think we Unfortunately, we must hold the 
have the answer to some other issue, 2004 Index and Randy Evans, 
only to find out later that someone KJ6PO’s PLL article for the next is-
can disprove it. sue. Yet, for you synthesizer fans, 

Many years ago, a colleague de- Kjell Karlsen, LA2NI, contributes a 
clared that the square root of 2 was piece on measuring phase noise in 
certainly an irrational number (can- oscillators. 
not be written exactly because the Robert LaFrance, N9NEO, brings a 
digits go on forever) in base 10. Yet unique way of modulating a class-E 
he claimed that in base square root of transmitter in AM mode. Phil Eide, 
2, the square root of 2 was a rational KF6ZZ, opens the mysteries of loop 
number because it could be written control and magnetics in switching 
simply as 1. Then he saw Carl power supplies as he tells us how to 
Sagan’s reductio ad absurdium proof resurrect an ATX computer power 
of the irrationality of that number. supply as a main station (13.8 V, 20 A) 
Find it in the back of this issue (p 62). supply. 
It does not refer to number base any- On behalf of the staff of QEX, may 
where. your holiday season be merry and 

Another colleague related how he your outlook bright! Doug Smith, 
met Carl at a planetarium. He ar- KF6DX, kf6dx@arrl.org.  
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HSMM Radio Equipment


Readily available computer oriented Wi-Fi equipment 

can be used to form the basis for high speed data 

transport at 2.4 GHz and above. This article 

shows you how it’s done and how it works. 

By John Champa, K8OCL; and John B. Stephensen, KD6OZH;

With input from Dave Stubb, VA3BHF


Introduction 
This is the first article to discuss 

what is known in Amateur Radio as 
High-Speed Multimedia (HSMM) ra-
dio in technical detail. HSMM Radio 
is a form of Amateur Packet Radio that 
starts at speeds of 56 kbps and goes 
up from there up to 5000 times faster 
than conventional packet radio. This 
capability enables multimedia, or si-
multaneous digital video, digital voice, 
data, and text. Initial HSMM Amateur 
Radio research has been based on 
readily available, inexpensive com-
mercial gear designed for WiFi or wire-
less local area networking (WLAN). 
HSMM is not a specific mode—it is, 
instead, a direction or a driving force 
within Amateur Radio to develop high-
speed digital networking capability 
under Part 97 regulations. 

Military surplus radio equipment 
fueled Amateur Radio in the 1950s. 
Commercial FM radios and repeaters 
snowballed the popularity of VHF/ 
UHF amateur repeaters in the 1960s 
and 70s. In the same way, current 
availability of commercial wireless 

LAN (WLAN) equipment is driving 
the direction and popularity of 
Amateur Radio use of spread 
spectrum in the early 2000s. 

The Institute of Electrical and 
Electronics Engineers (IEEE) has 
provided the standards under which 
manufacturers have developed WLAN 
equipment for sale commercially and 
hams have adapted this equipment to 
outdoor use. The IEEE 802.11 series 
of standards defines a series of RF 
modems similarly to the way that the 
International Telecommunications 
Union (ITU) defined a series of 
telephone modems in the past. The 
term “WiFi” is short for wireless 
fidelity and indicates that the subject 
equipment has been tested to ensure 
that it fully complies with the 
applicable IEEE 802.11 standard. 

Accordingly, the first part of this 
article describes existing 802.11 
equipment for the 13-cm and 5-cm 
amateur bands. The second part of this 
article describes a proposed commu-
nication protocol for HSMM operation 
that will fit into the existing ARRL 

2491 Itsell Rd 3064 E Brown Ave 
Howell, MI 48843-6458 Fresno, CA 93703-1229 
k8ocl@arrl.net	 kd6ozh@verizon.net 

band plans from 219 to 2400 MHz. The 
initial implementation will make 
use of the DCP-1 hardware module 
described in an article by John 
Stephensen, KD6OZH. 

Existing Products—

High Speed Multimedia Radio


In early 2002 the ARRL Technology 
Task Force (TTF) established the High 
Speed Multimedia (HSMM) Working 
Group with John Champa, K8OCL, as 
its chairman. John moved quickly to 
identify two initial goals for the new 
working group to immediately begin the 
development of such high-speed digital 
Amateur Radio networks: 
•	 Encourage the amateur adoption 

and modification of COTS IEEE 
802.11 spread spectrum hardware 
and software for Part 97 uses. 

•	 Encourage or develop other high-
speed digital radio networking tech-
niques, hardware, and applications. 
These efforts were rapidly dubbed 

HSMM Radio. Although initially de-
pendent on adaptation of COTS 
802.11 gear to Part 97, the emphasis 
is on simultaneous voice, video, data, 
and text modes. 

Applications 
HSMM radio has some unique ham 
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radio networking applications and 
operational practices that differenti-
ate it from normal WiFi hotspots at 
coffeehouses and airports as described 
in the popular press. HSMM radio 
techniques are often used for system 
RC (remote control) of Amateur Ra-
dio stations. 

In this day of environmentally 
sensitive neighborhoods, one of the 
greatest challenges, particularly in 
high-density residential areas, is con-
structing ham radio antennas; par-
ticularly high tower-mounted HF 
beam antennas. Such amateur instal-
lations also represent a significant in-
vestment in time and resources. This 
burden could be easily shared among 
a small group of friendly hams, a ra-
dio club or a repeater group. 

Implementing a link to a remote HF 
station via HSMM radio is easy to do. 
Most computers now come with built-
in multimedia support. Most Amateur 
Radio transceivers are capable of PC 
control. Adding the radio networking is 
relatively simple. Most HSMM radio 
links use small 2.4 GHz antennas 
mounted outdoors or pointed through 
a window. These UHF antennas are 
relatively small and inconspicuous 
when compared to a full-size 3-element 
HF Yagi on a tall steel tower. 

A ham does not have to have an an-
tenna-unfriendly homeowners associa-
tion or a specific deed restriction 
problem to put RC via HSMM radio to 
good use. This system RC concept could 
be extended to other types of Amateur 
Radio stations. For example, it could be 
used to link a ham’s home to a shared 
high performance Amateur Radio DX 
station, EME station, or OSCAR satel-
lite ground station for a special event 
or even on a regular basis. 

Shared Internet Access 
Sharing high-speed Internet access 

(Cable, DSL, etc.) with another ham is 
a popular application for HSMM radio. 
As long as it is not done for profit, it is 
entirely legal in the US under Part 97 

rules. However be careful to read the 
terms of service supplied by your 
service provider. Many have restrictions 
against sharing your service with an-
other party. If you violate the terms and 
conditions of your service agreement, 
the provider can (and will) disconnect 
your service. Pop-up ads, although a 
nuisance, are not illegal and can readily 
be controlled by the proper browser con-
figuration. Just as on the Internet, it is 
possible to do such things as playing in-
teractive games, complete with sound 
effects and full motion animation, with 
HSMM radio. This can be lots of fun for 
new and old hams alike, plus it can at-
tract others in the “Internet Genera-
tion” to get interested in Amateur 

Radio and perhaps become new radio 
club members. In the commercial world 
these activities are called “WLAN Par-
ties”. Such e-games are also an excel-
lent method for testing HSMM radio 
link speed. 

Emergency Communications 
There are a number of significant 

reasons why HSMM radio is the wave 
of the future for many Emergency 
Communications Support (RACES, 
ARES, etc.) situations. 
•	 The amount of digital radio traffic 

on 2.4 GHz is increasing and oper-
ating under low powered, unli-
censed Part 15 limitations cannot 
overcome this noise. 

Fig 1—OFDM carrier interleaving. Fig 2—Encoding complementary code frequency sequence. 
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•	 EmComm organizations increasingly 
need high-speed radio networks that 
can get out of the disaster area and 
into an area where ADSL, cable mo-
dem, satellite or other broadband 
Internet access is available. 
With HSMM radio often all that 

would be needed to accomplish this in 
the field is a laptop computer with a 
headset, and perhaps an attached 
digital camera. The laptop must be 
equipped with a special wireless local 
area network card (PCMCIA) with an 
external antenna jack. In HSMM ra-
dio jargon such a card is simply called 
a RIC (radio interface card). Then con-
nect the RIC to a short Yagi antenna 
(typically 18 inches of antenna boom 
length), or perhaps a small dish an-
tenna mounted on a tripod weighted 
with a sandbag. Connection is estab-
lished by pointing the antenna toward 
the HSMM repeater back at the EOC. 
More details are provided further into 
this paper. 

Radio Relay for the 21st Century 
There are a number of ways to ex-

tend the HSMM link. The most obvi-
ous means would appear to be to run 
higher power and place the antennas 
as high as possible, as is the case with 
VHF/UHF FM repeaters. In some 
densely populated urban areas of the 
country this approach with 802.11, at 
least in the 2.4 GHz band, may cause 
some interference with other users. 
Other means of getting greater dis-
tances using 802.11 on 2.4 GHz or 
other amateur bands should be con-
sidered. One approach is to use highly 
directive, high-gain antennas, or what 
is called the directive link approach. 
Another method used by some HSMM 
radio networks is what is called a low-
profile radio network design. It de-
pends on several low power sources 
and radio relays of various types. For 
example, two HSMM radio repeaters 
(known commercially as access points, 
or APs, about $100 devices) may be 
placed back-to-back in what is known 
as bridge mode. In this configuration 
they will simply act as an automatic 
radio relay for the high-speed data. It 
is possible to cover greater distances 
with relatively low power and yet still 
move lots of multimedia data. 

A Basic HSMM Radio Station 
How does one set up an HSMM ra-

dio base station? It is really very easy. 
HSMM radio amateurs will just need 
to go to any electronics outlet or office 
supply store and buy commercial off-
the shelf (COTS) Wireless LAN gear, 
either IEEE 802.11b or IEEE 802.11g. 
They then connect external outdoor 

antennas. That is all there is to it. 
There are some purchasing guide-

lines to follow. First, decide what inter-
faces you are going to need to connect 
to your computer. Equipment is avail-
able for all standard computer inter-
faces: Ethernet, USB, and PCMCIA. If 
you use a laptop in your station, get the 
PCMCIA card. Make certain it is the 
type with an external antenna connec-
tion. If you have a PC, get the Wireless 
LAN adapter type that plugs into ei-
ther the USB port or the RJ45 Ethernet 
port. Make certain it is the type that 
has a removable rubber duck antenna 
or external antenna port! Finally, com-
pare the RF performance of the devices 
you are contemplating. Unfortunately, 
there is little performance consistency 
across brands. Better cards can be pur-
chased with up to 200-mW power out-
put and –97 dBm receive sensitivity. 
Poor performers (while useful for cov-
ering a room in a home or office) have 
power outputs of less than 30 mW 
and receive sensitivities in the mid–80s 
dBm range. Buying the best perform-
ing card you can afford will assure the 
best performance. Also make sure the 
hardware selected for both ends of the 
link have equivalent performance. The 
overall link will be limited by the worst 
performing device. The included direc-
tions will explain how to accomplish the 
installation of these devices in your 
computer or network. These devices 
have two operating modes: ad-hoc and 
Infrastructure. Infrastructure mode is 
used to communicate with an access 
point (AP—more on this later). Ad-hoc 
mode allows these client cards to com-
municate together, associate and form 
an “ad-hoc” network (thus the name). 
Setting two or more cards into ad-hoc 
mode is the easiest way to get started 
experimenting with HSMM. 

These client devices are the core of 
any HSMM radio station. They be-
come a computer-operated HSMM 
2.4 GHz radio transceiver and will
probably cost about $20 to $80, de-
pending on the performance of the 
hardware (better cards cost more). 
Start off your experimentation by 
teaming up with a nearby ham radio 
operator and setting each device in the 
ad-hoc mode and on a common chan-
nel. Channels 1 through 6 fall inside 
the Part 97 frequency allocation. How-
ever, channel 1 has output that falls 
within the AO-40 channel assignment, 
and channel 6 is commonly used by 
part 15 devices as the default chan-
nel. Using channels 2 through 5 lim-
its the interference you may cause to 
other operators or have caused to you. 
Do your initial testing in the same 
room together. Then as you increase 

distances going toward your separate 
station locations, you can coordinate 
using a suitable local FM simplex fre-
quency. Frequently hams will use 
146.52 MHz or 446.00 MHz, the Na-
tional FM Simplex Calling Frequen-
cies for the 2-m and 70-cm bands, 
respectively, for voice coordination. 
More recently, HSMM radio operators 
have tended to use 1.2 GHz FM trans-
ceivers and handheld transceivers. 
The 1.2 GHz amateur band more 
closely mimics the propagation char-
acteristics of the 2.4 GHz amateur 
band. The rule of thumb being, if you 
can not hear the other station on the 
1.2 GHz FM radio, you probably will 
not be able to link up the HSMM 
radios. 

HSMM Repeaters 
What hams would call a repeater, 

and in the wired LAN world, computer 
buffs would call a hub, the WiFi in-
dustry refers to as a radio access point, 
or simply AP. This is a device that 
allows several Amateur Radio stations 
to share the radio network and all the 
devices and circuits connected to it. 

An 802.11b AP will sell for about $80 
and an 802.11g AP for about $100. The 
AP acts as a central collection point for 
digital radio traffic, and can be con-
nected to a single computer or to 
another radio or wired network. Re-
member to select an AP with perfor-
mance similar to the performance of the 
other 802.11 hardware you’re using. 

The AP identifies itself to its users 
by means of a station ID or SSID. Each 
AP is provided with an SSID, which is 
the station identification it constantly 
broadcasts. For ham purposes, the 
SSID can be set to your call sign, thus 
providing automatic, and constant sta-
tion identification. To use an AP in a 
radio network the wireless computer 
users have to exit ad-hoc mode and 
enter what is called the infrastructure 
mode, in their operating software. 

Infrastructure mode requires that 
you specify the radio network your 
computer station is intended to con-
nect to, so set your computer station 
to recognize the SSID you assigned to 
the AP (yours or another ham’s AP) to 
which you wish to connect. 

Point-To-Point Links: The AP can 
also be used as one end of a radio 
point-to-point network. If you wanted 
to extend a radio network connection 
from one location to another, for ex-
ample in order to remotely operate an 
HF station, you could use an AP at the 
network end and use it to communi-
cate to a computer at the remote sta-
tion location. 

An AP allows for more network fea-
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tures and improved information secu-
rity than provided by ad-hoc mode. 
Most APs provide DHCP service, 
which is another way of saying they 
will automatically assign an Internet 
(IP) address to the wireless comput-
ers connected to the radio network. In 
addition, they can provide MAC ad-
dress filtering which allows only 
known users to access the network. 

Mobile Operating 
When hams use the term mobile 

HSMM station what they are normally 
talking about is a wireless computer 
set-up in their vehicle to operate in a 
stationary portable fashion. Nobody is 
suggesting that you try to drive a ve-
hicle and look at a computer screen at 
the same time. That could be very dan-
gerous, and is illegal in some states. So 
unless you have somebody else to drive 
the vehicle keep your eyes on the road 
and not on the computer screen. Addi-
tionally, 802.11 was not designed for 
mobile use and is intolerant of the Dop-
pler shift and signal fades associated 
with mobile operations. 
• What sort of equipment is needed to 
operate an HSMM mobile station? 
Some type of portable computer, such 
as a laptop. Some hams use a PDA, 
notebook, or other small computing de-
vice. The operating system can be 
Microsoft Windows, Linux, or Mac OS, 
although Microsoft XP offers some new 
and innovative WLAN functionality. 
Some type of radio software hams 
would call an automatic monitor, and 
computer buffs would call a sniffer util-
ity. The most common type being used 
by hams is Marius Milner’s Network 
Stumbler for Windows, or “NetStum-
bler.” All operating systems have moni-
toring programs available. Linux has 
Kismet; MAC OS has MacStumbler. 
Marius Milner has a version for the 
pocket PC called “MiniStumbler.” 
• A RIC (Radio Interface Card or 
PCMCIA WiFi computer adapter card 
with external antenna port) supported 
by the monitoring utility you are us-
ing. The most widely supported RIC 
is the Orinoco line. The Orinoco line 
is inexpensive and fairly sensitive. 
• An external antenna attached to 
your RIC. This is often a magnetically 
mounted omnidirectional vertical an-
tenna on the vehicle roof, but a small 
directional antenna pointed out a win-
dow or mounted on a small tripod are 
also frequently used. Be aware of the 
length and type of cable used to con-
nect the antenna. The small diameter 
flexible coax often used can exhibit 
6 dB of loss per 10 feet! If the antenna 
needs to be mounted more than 5 feet 
from the receiver,  use LMR 400 or bet-

ter coax so as to minimize line losses. 
A pigtail or short strain relief cable 
will be needed to connect from the RIC 
antenna port to the N-series, RP/TNC 
or other type connector on the exter-
nal antenna. 
• A GPS receiver that provides NMEA 
183 formatted data and computer in-
terface cable will allow the monitoring 
utility to record where HSMM stations 
are located on a map just as in APRS. 
GPS capability is optional, but just as 
with APRS, it makes the monitored in-
formation much more useful since the 
station’s location is provided. 

While operating your HSMM mo-
bile station, if you monitor an unli-
censed Part 15 station (non-ham), 
some types of WiFi equipment will 
automatically associate or link to such 
stations, if they are not encrypted, and 
many are not (i.e., WEP is not en-
abled). Although Part 15 stations 
share the 2.4 GHz band on a non-in-
terfering basis with hams, they are 
operating in another service. In 
another part of this section we will 
provide various steps you can take to 
prevent Part 15 stations from auto-
matically linking with HSMM sta-
tions. So in like manner, except in the 
case of a communications emergency, 
we recommend that you do not use a 
Part 15 station’s Internet connection 
for any ham purpose. 

Area Surveys 
Both licensed amateurs and unli-

censed (Part 15) stations share the 
2.4 GHz band. To be a good neighbor, 
find out what others are doing in your 
area before designing your community 
HSMM radio network. This is easy to 
do using IEEE 802.11 modulation. 
Unless it has been disabled, an active 
repeater (AP) is constantly sending 
out an identification beacon known as 
the SSID. In HSMM practice this is 
simply the ham station call sign (and 
perhaps the local radio club name) 
entered into the software configura-
tion supplied with the CD that comes 
with the repeater. So every HSMM 
repeater is also a continuous beacon. 

A local area survey using appropri-
ate monitoring software, for example 
free NetStumbler software down-
loaded and running on your PC (www. 
netstumbler.com/index.php) is rec-
ommended prior to starting up any 
HSMM operations. Slew your station’s 
directional antenna through 360°, or 
drive your HSMM mobile station (as 
described earlier) around your local 
area. 

This HSMM area survey will iden-
tify and automatically log most other 
802.11 station activity in your area. 

There are many different ways to avoid 
interference with other users of the 
band when planning your HSMM op-
erating. For example, moving your op-
erating frequency 2-3 channels away 
from the other stations is often suffi-
cient. Why several channels and not just 
one? Because the channels as named 
(1 through 11) are only 5 MHz wide 
each. The 802.11 carrier is 22 MHz 
wide, so a single 802.11 carrier occu-
pies multiple numeric channels. Be-
cause of this, there is considerable over-
lap of occupied spectrum if you move 
only by a single 5 MHz channel. Why 
this situation exists is because the 
channel spacing was determined and 
allocated before the 802.11 standard 
was promulgated. Since other devices 
like video transponders, cordless 
phones, baby monitors, etc. also coexist 
in the band; it was not necessary or rea-
sonable to change the channel alloca-
tions to support the unique behavior of 
802.11. So, while there are 11 numeric 
channels in the Part 15 band, there are 
only three: 1, 6, and 11 that can sup-
port a non overlapped 802.11 carrier. 
Commercial users often recommend 
moving 5 channels away from the near-
est AP to completely avoid interference. 
There are six channels within the ama-
teur 2.4 GHz band, but there are 
problems for hams with two of them. 
Channel 1 centered on 2412 MHz over-
laps into OSCAR satellite downlink fre-
quencies. Channel 6 centered on 2437 
MHz is by far the most common out-of-
the-box default channel for the major-
ity of WLAN equipment sold in the US, 
so that often is not the best choice. Sub-
sequently, most HSMM radio groups 
end up using either channel 3 or 
channel 4, depending on their local situ-
ation. Again, an area survey is recom-
mended before putting anything on 
the air. 

Because of the wide sidebands gen-
erated by these inexpensive broad 
banded 802.11 devices, even moving 
2 or 3 channels away from such activ-
ity may not be enough to totally avoid 
interference, especially if you are run-
ning what in HSMM is considered 
high power (typically 1800 mW RF 
output—more on that subject later). 
You may have to take other steps. For 
example, you may use a different po-
larization with your antenna system. 
Many HSMM stations use horizontal 
polarization because much of the non-
ham 802.11 activity in their area is 
primarily vertically polarized. 

Special Antenna Systems 
There are a number of factors that 

determine the best antenna design for 
a specific HSMM radio application. 
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Most commonly, HSMM stations use 
horizontal instead of vertical polariza-
tion. Furthermore, most HSMM sta-
tions use highly directional antennas, 
instead of omnidirectional antennas. 
Directional antennas provide signifi-
cantly more gain and thus better sig-
nal-to-noise ratios, which in the case 
of 802.11 modulation, means higher 
rate data throughput. Higher data 
throughput, in turn, translates into 
more multimedia radio capability. 

Highly directional antennas also 
have many other advantages. Such an-
tennas can allow two hams to “shoot 
over” or “shoot around” or even “shoot 
between” other wireless stations on the 
band. However, the nature of 802.11 
modulation coupled with the various 
configurations of many COTS devices 
allows hams to economically experi-
ment with many other fascinating an-
tenna designs. Such unique antenna 
system designs can be used to simply 
help avoid interference, or to extend the 
range of HSMM links, or both. 

Some APs and some RICs have space 
diversity capability built-into their de-
sign. However, it is not always operated 
in the same fashion, so check the lit-
erature or the Web site of your particu-
lar devices to be certain how the dual 
antenna ports are used. For example, 
many APs come equipped with two rub-
ber ducky antennas and two antenna 
ports. One antenna port may be the 
primary and the other port the second-
ary input to the transceiver. Which sig-
nal input is used may depend on which 
antenna is providing the best S/N ratio 
at that specific instant. Experimenta-
tion using two outside high-gain anten-
nas spaced 10 or more wavelengths 
apart (that is only about one meter on 
the 2.4 GHz band) may be very worth-
while in improving data throughput on 
long links. Such extended radio paths 
tend to experience more multi-path sig-
nal distortion. This multi-path effect is 
caused by multiple signal reflections off 
various objects in the path of the link-
ing signal. The use of space diversity 
techniques may help reduce this effect 
and thus improve the data rate 
throughput on the link. Again, the 
higher the data rates the more multi-
media radio techniques that can be used 
on that network. 

Circular polarization can be consid-
ered as linear polarization with the 
angle of polarization rotating at the 
same frequency as the transmitted sig-
nal. The phase reversal in the electric 
field when the wave is reflected by a 
conductive surface causes the rotation 
sense to reverse. This is an improve-
ment over linear polarization because, 
for example, right-hand circular polar-

ization (RHCP) changes to left-hand 
circular polarization (LHCP) on the first 
reflection, which is usually the stron-
gest reflection. An RHCP antenna at 
the receiver will then reject the stron-
gest multi-path component with the re-
versed sense causing the unwanted 
multi-path component to be down 
around 20 dB. With linear polarization, 
although the electric field rotates 180° 
when the wave is reflected by a conduc-
tive surface, the resulting polarization 
is the same as the incident wave. This 
does nothing to help reject multi-path 
distortion at the receiver. 

Circular polarization may be cre-
ated by using helical antennas, patch 
feed-points on dish antennas, or other 
means and warrants further study by 
radio amateurs. Remember this is 
high-speed digital radio. To avoid sym-
bol errors, circularly polarized anten-
nas should be used at both ends of the 
link. Also, be certain that the anten-
nas are of the same handedness, for 
example right hand circular polariza-
tion (RHCP). The ability of circular 
polarization to enhance propagation of 
long-path HSMM radio signals should 
not be overlooked. 

A combination or hybrid antenna 
design combining both circularly po-
larized antennas and space diversity 
could yield some extraordinary signal 
propagation results. For example, it 
has been suggested that perhaps us-
ing RHCP for one antenna and LHCP 
for the other antenna, especially us-
ing spacing greater than 10 wave-
lengths, in such a system could pro-
vide a nearly “bullet-proof ” design. 
Only actual field testing of such de-
signs under different terrain features 
would reveal such potential. 

High Power Operation 
Hams often ask why operate 802.11 

modes under licensed Part 97 regula-
tions when we may also operate such 
modes under unlicensed Part 15 regu-
lations, and without the content restric-
tions imposed on the Amateur Radio 
service? A major advantage of operat-
ing under Amateur Radio regulations 
is the feasibility of legally operating 
with more RF power output and larger, 
high-gain directive antennas. These 
added capabilities enable hams to in-
crease the range of their operations. The 
enhanced signal-to-noise ratio provided 
by running high power would also al-
low better data packet throughput. This 
enhanced throughput, in turn, enables 
more multimedia experimentation and 
communication capability over such 
increased distances. 

Increasing the effective radiated 
power (ERP) of an HSMM radio link 

also provides for more robust signal 
margins and consequently a more re-
liable link. These are important con-
siderations in providing effective 
emergency communications services 
and accomplishing other important 
public service objectives in a band in-
creasingly occupied by unlicensed sta-
tions and other noise sources. 

It should be noted that the exist-
ing FCC Amateur Radio regulations 
covering spread spectrum (SS) at the 
time this is being written were imple-
mented prior to 802.11 being avail-
able. The provision in the existing 
regulations calling for automatic 
power control (APC) for RF power out-
puts in excess of 1 W is not considered 
technologically feasible in the case of 
802.11 modulation for various reasons. 
As a result the FCC has communi-
cated to the ARRL that the APC pro-
vision of the existing SS regulations 
are therefore not applicable to 802.11 
emissions under Part 97. 

Using higher than normal output 
power in HSMM radio, in the shared 
2.4 GHz band, is also something that
should be done with considerable care, 
and only after careful analysis of link 
path conditions and the existing 
802.11 activity in your area. Using the 
minimum power necessary for the 
communications has always been a 
good operating practice for hams as 
well as a regulatory requirement. 

There are also other excellent and 
far less expensive alternatives to run-
ning higher power when using 802.11 
modes. For examples, amateurs are also 
allowed to use higher gain directional 
antennas. Such antennas increase both 
the transmit and the receive effective-
ness of the transceiver. Also, by placing 
equipment as close to the station an-
tenna as possible, a common amateur 
OSCAR satellite and VHF/UHF DXing 
technique, the feed line loss is signifi-
cantly reduced. This makes the HSMM 
station transceiver more sensitive to 
received signals, while also getting more 
of its “barefoot” transmitter power to 
the antenna. Only after an HSMM 
radio link analysis (see the link calcu-
lations portion of www.arrl.org/ 
hsmm/ or go to logidac.com/gfk/ 
80211link/pathAnalysis.html) 
clearly indicates that additional RF 
output power is required to achieve the 
desired path distance, should more 
power output be considered. 

At that point in the situation analy-
sis, if higher power is required, what 
is needed is called a bi-directional 
amplifier (BDA). This is a super fast 
switching pre-amplifier / amplifier 
combination that is usually mounted 
at the end of the antenna pigtail near 
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the top of the tower or mast. As men-
tioned before, this is a two-way sys-
tem, and the link will communicate 
only as far as the weakest link direc-
tion. A BDA needs to be used on both 
ends of the link in order to achieve 
greater communication distances. A 
system with a BDA on only one end 
may be heard by the far end station, 
but the BDA equipped station will 
probably not hear the weaker signal 
of the “barefoot” far end station. A rea-
sonably priced 2.4 GHz 1800 mW out-
put BDA is available from the FAB 
Corporation (www.fab-corp.com). It 
is specifically designed for amateur 
HSMM radio experimenters. Be cer-
tain to specify “HSMM” when placing 
your order. Also, to help prevent un-
authorized use by unlicensed Part 15 
stations, the FAB Corp may request a 
copy of your amateur license to accom-
pany the order, and they will only ship 
the BDA to your licensee address as 
recorded in the FCC database. 

This additional power output of 
1800 mW should be sufficient for 
nearly all amateur operations. Even 
those supporting EmComm, which 
may require more robust signal mar-
gins than normally needed by ama-
teurs, seldom will require more power 
output than this level. If still greater 
range is needed, there are other less 
expensive ways to achieve such ranges 
(see the section HSMM Radio Relays). 

When using a BDA and operating at 
higher than normal power levels on the 
channels 2 through 5 recommended for 
Amateur Radio use (these channels are 
arbitrary channels intended for Part 15 
operation and are not required for Ama-
teur Radio use, but they are hard-wired 
into the gear so we are stuck with 
them). You should also be aware of the 
sidebands produced by 802.11 modula-
tion. These sidebands are in addition 
to the normal 22 MHz wide spread spec-
trum signal. Accordingly, if your HSMM 
radio station is next door to an OSCAR 
ground station or other licensed user 
of the band, you may need to take extra 
steps in order to avoid interfering with 
them. The use of a tuned output filter 
may be appropriate in order to avoid 
causing QRM. Even when operating on 
the recommended channels in the 2-5 
range, whenever you use higher than 
normal power, some of your now ampli-
fied sidebands may go outside the ama-
teur band, which stops at 2450 MHz. 
So from a practical point of view, when-
ever the use of a BDA is required to 
achieve a specific link objective, it is a 
good operating practice to install a 
tuned filter on the BDA output. Such 
filters are not expensive and they are 
readily available from several commer-

cial sources. It should also be noted that 
most BDAs currently being marketed, 
while suitable for 802.11b modulation, 
are often not suitable for the newer, 
higher speed 802.11g modulation. 

There is one further point to con-
sider. Depending on what other 802.11 
operating may be taking place in your 
area, it may be a good practice to only 
run higher power when using direc-
tional or sectional antennas. Such an-
tennas allow hams to operate “over and 
around” other licensed amateur sta-
tions and unlicensed Part 15 activity 
in your area which you may not wish to 
disrupt (a local school WLAN, WISP, 
etc). Again, before running high power, 
it is recommended that an area survey 
be conducted using a mobile HSMM rig 
as described earlier to determine what 
other 802.11 activity is in your area and 
what channels are in use. 

Information Security 
An HSMM radio station could be 

considered a form of software defined 
radio. Your computer running the ap-
propriate software combined with the 
RIC makes a single unit which is now 
your station HSMM transceiver. How-
ever, unlike other radios, your HSMM 
radio is now a networked radio device. 
It could be connected directly to other 
computers and to other radio networks, 
and even to the Internet. So each 
HSMM radio (PC + RIC + software) 
needs to be protected. There are at least 
two basic steps that should be taken for 
secure use of all HSMM radios: 

The PC should be provided with an 
anti-virus program. This anti-virus 
must be regularly updated to remain 
effective. Such programs may have 
come with the PC when it was pur-
chased. If that is not the case, reason-
ably priced anti-virus programs are 
readily available from a number of 
sources. 

Secondly, it is important to use a 
firewall software program on your 
HSMM radio. It is recommended that 
the firewall be configured to allow no 
outgoing traffic unless it is coming from 
a known program, and to restrict all 
incoming traffic without specific autho-
rization. Commercial personal com-
puter firewall products are available 
from Symantec, Zone Labs and MCA 
Network Associates. Check this URL for 
a list of freeware firewalls for your per-
sonal computer: www.webattack. 
c o m / f r e e w a r e / s e c u r i t y /  
fwfirewall.shtml and this one for a 
list of shareware firewalls for your per-
sonal computer: www.webattack. 
c o m / S h a r e w a r e / s e c u r i t y /  
swfirewall.shtml. 

Once a group of HSMM stations has 

set up and configured a repeater (AP) 
into a radio local area network (RLAN) 
then addition steps may need to be 
taken to restrict access to the repeater. 
Only Part 97 stations should be allowed 
to associate with the HSMM repeater. 
Remember, in the case of 802.11 modu-
lation, the 2.4 GHz band is shared with 
Part 15 unlicensed 802.11 stations. How 
do you keep these unlicensed stations 
from automatically associating (auto-
associate) with your licensed ham ra-
dio HSMM network? 

Many times the steps taken to avoid 
interference with other stations also 
limit those other stations’ capability 
to auto-associate with the HSMM re-
peater, and improve the security of the 
HSMM station. For example, operat-
ing with a directional antenna ori-
ented toward the desired coverage 
area rather than using an omnidirec-
tional antenna, etc. 

The most effective method to keep 
unlicensed Part 15 stations off the 
HSMM repeater is to simply enable 
the Wired Equivalent Protection 
(WEP) already built into the 802.11 
equipment. The WEP encrypts or 
scrambles the digital code on the 
HSMM repeater based on the instruc-
tion or “key” given to the software. 
Such encryption makes it impossible 
for unlicensed stations not using the 
specified code to accidentally auto-as-
sociate with the HSMM repeater. 

The primary purpose of this WEP 
implementation in the specific case of 
HSMM operating is to restrict access 
to the ham network by requiring all sta-
tions to authenticate themselves. Ham 
stations do this by using the WEP 
implementation with the appropriate 
ham key. Hams are permitted by FCC 
regulations to encrypt their transmis-
sion in specific instances; however, 
ironically at the time of this writing, 
this is not one of them. Accordingly, for 
hams to use WEP for authentication 
and not for encryption, the key used to 
implement the WEP must be published. 
The key must be published in a man-
ner accessible by most of the Amateur 
Radio community. This fulfills the tra-
ditional ham radio role as a self-polic-
ing service. The current published ham 
radio WEP key is available at the home 
page of the ARRL Technology Task 
Force High Speed Multimedia Working 
Group: www.arrl.org/hsmm/. 

Before implementing WEP on your 
HSMM repeater be certain that you 
have checked the Web site (www.arrl. 
org/hsmm/) to ensure that you are us-
ing the current published WEP key. 
The key may need to be changed occa-
sionally. 

The HSMM Working Group is cur-
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rently investigating the feasibility of 
obtaining a waiver or station tempo-
rary authorization (STA) for selected 
Amateur Radio HSMM experimental 
stations. The purpose of the waiver 
would be to allow us to experiment 
with various wireless content security 
measures such as virtual private net-
working (VPN). Our research would 
be restricted to frequencies above 
50 MHz and apply only to domestic 
amateur digital computer-to-computer 
networking experiments. 

Commercial Part 15 Equipment 
The IEEE standards for WLAN 

equipment have evolved from low 
speeds to high speeds, increasing the 
spectrum efficiency with each new 
version. IEEE 802.11 standardized fre-
quency-hopping spread spectrum 
(FHSS) and direct-sequence spread 
spectrum (DSSS) for the 2.4 GHz ISM 
band to operate at data rates of 1 and 
2 Mbps. Next came the release of 
802.11b which provided the additional 
data rates of 5.5 and 11 Mbps but only 
for DSSS. The purpose of using FHSS 
and DSSS modulation techniques is to 
avoid inter-symbol interference (ISI) 
due to multipath propagation. In FHSS 
the receiver is on the next frequency 
when the delayed version of the last 
symbol arrives on the previous fre-
quency. In DSSS the delayed version no 
longer matches the spreading code. 

This was followed by 802.11g which 
provided standardization using Or-
thogonal Frequency Division Multi-
plexing (OFDM) for data rates of 6, 9, 
12, 18, 24, 36, 48 and 54 Mbps as well 
as backward compatibility with 
802.11b. As of this writing the most 
recent release of the standard is 
802.11a. This release addresses the 
use of OFDM in the 5 GHz ISM and 
UNII bands. It provides the same data 
rates as 802.11g. The currently 
unreleased 802.11n standard prom-
ises data rates in excess of 108 Mbps. 

Of course, none of these increases 
in capacity come for free. With each 
increase in capacity comes the need 
for more complex modulation to sup-
port it. As Claude Shannon theorized 
in 1948, increasing the bandwidth of 
a fixed size channel leads to the need 
for more power in order to discern the 
intelligence from the channel noise. In 
other words, increasing modulation 
complexity reduces receiver sensitiv-
ity. For example, an 802.11b link op-
erating at 1 MBPS uses BPSK and 
has a receive sensitivity of around 
–94 dBm. For an 802.11g link operat-
ing at 54 Mbps the modulation is 
64QAM, and the receive sensitivity 
drops to –68 dBm because of the addi-

tional signal to noise ratio required to 
retrieve the information from 64 pos-
sible modulation points rather than 
the 2 points associated with BPSK. 

Note that the power increase is non-
linear as doubling the number of states 
per transmitted symbol increases the 
number of bits transmitted by an ever-
decreasing amount. 

Frequency Hopping Spread Spectrum 
FHSS radios, as specified in 802.11, 

hop among 75 of 79 possible non-over-
lapping frequencies in the 2.4 GHz 
band. A complete hop sequence occurs 
approximately every 400 ms with a hop 
time of 224 µs. Since these are Part 15 
devices the radios are limited to a maxi-
mum peak output power of 1 W and a 
maximum bandwidth of 1 MHz (at 
–20 dB) at any given hop frequency. The 
rules allow using a smaller number of 
hop frequencies at wider bandwidths 
(and lower power: 125 mW) but most 
manufacturers have opted not to de-
velop equipment using these options. 
Consequently, off-the-shelf equipment 
with this wider bandwidth capability 
is not readily available to the amateur. 

The hopping sequences are well de-
fined by 802.11. There are three sets of 
26 such sequences (known as channels) 
consisting of 75 frequencies each. The 
ordering of the frequencies is designed 
as a pseudo-random sequence hopping 
at least 6 MHz higher or lower than the 
current carrier frequency such that no 
two channels are on the same frequency 
at the same time. Channel assignment 
can be coordinated among multiple col-
located networks so that there is mini-
mal interference among radios operat-
ing in the same band. 

The FHSS radio can operate at data 
rates of 1 and 2 Mbps. The binary data 
stream modulates the carrier fre-
quency using frequency shift keying. 
At 1 Mbps the carrier frequency is 
modulated using 2-Level Gaussian 
Frequency Shift Keying (2GFSK) with 
a shift of +/-100 kHz. The data rate 
can be doubled to 2 Mbps by using 
4GFSK modulation with shifts of 
+/-75 kHz and +/-225 kHz. 

Direct Sequence Spread Spectrum 
DSSS uses digital modulation to ac-

complish signal spreading. That is, a 
well-known pseudo-random digital pat-
tern of ones and zeros is used to modu-
late the data at a very high rate. In the 
simplest case of DSSS, defined in 
802.11, an 11-bit pattern known as a 
Barker sequence (or Barker code) is 
used to modulate every bit in the input 
data stream. The Barker sequence is 
10110111000. Specifically, a “zero” data 
bit is modulated with the Barker se-
quence resulting in an output sequence 
of 10110111000. Likewise, a “one” data 
bit becomes 01001000111 after modu-
lation (the inverted Barker code). These 
output patterns are known as “chip-
ping” streams; each bit of the stream is 
known as a “chip”. It can be seen that a 
1 Mbps input data stream becomes an 
11 Mbps output data stream. 

The DSSS radio, like the FHSS ra-
dio, can operate at data rates of 1 and 2 
Mbps. The chipping stream is used to 
phase modulate the carrier via phase 
shift keying. Differential Binary Phase 
Shift Keying (DBPSK) is used to 
achieve 1 Mbps and Differential 
Quadrature Phase Shift Keying 
(DQPSK) is used to achieve 2 Mbps. 

Table 1 
Bit encoding as a function of data rate 
Data Rate, Mbps CCK encoded bits DQPSK encoded bits 

5.5 2 2 
11 6 2 

Table 2 
Modulation methods and coding rates 
Data Rate, Mbps Modulation Coding Rate, (R) 

6 BPSK 1/2 

9 BPSK 3/4 

12 QPSK 1/2 

18 QPSK 3/4 

16 QAM 1/2 

36 16QAM 3/4 

48 64QAM 2/3 

54 64QAM 3/4 
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The higher data rates specified in 
802.11b are achieved by using a dif-
ferent pseudo-random code known as 
a Complimentary Sequence. Recall the 
11 bit Barker code can encode one data 
bit. The 8 bit Complimentary Se-
quence can encode 2 bits of data for 
the 5.5 Mbps data rate or 6 bits of data 
for the 11 Mbps data rate. This is 
known as Complimentary Code Key-
ing (CCK). Both of these higher data 
rates use DQPSK for carrier modula-
tion. DQPSK can encode 2 data bits 
per transition. Table 1 shows how 4 
bits of the data stream are encoded to 
produce a 5.5 Mbps data rate and 8 
bits are encoded to produce an 11 
Mbps data rate. There are 64 differ-
ent combinations of the 8 bit Compli-
mentary Sequence that have the 
mathematical properties that allow 
easy demodulation and interference 
rejection. At 5.5 Mbps only four of the 
combinations are used. At 11 Mbps all 
64 combinations are used. See Fig 2. 

As an example, for an input data rate 
of 5.5 Mbps, four bits of data are 
sampled at the rate of 1.375 million 
samples per second. Two input bits are 
used to select 1 of 4 eight-bit CCK se-
quences. These 8 bits are clocked out at 
a rate of 11 Mbps. The two remaining 
input bits are used to select the phase 
at which the 8 bits are transmitted. 

Orthogonal Frequency Division 
Modulation 

OFDM transmits data simulta-
neously on multiple carriers. 802.11g 
and 802.11a specify 20 MHz wide 
channels with 52 carriers spaced ev-
ery 312.5 kHz. Of the 52 carriers, four 
are non-data pilot carriers that carry 
a known bit pattern to synchronize de-
modulation. The remaining 48 carri-
ers are modulated at 250 kbaud. The 
state of all 48 data carriers is known 
as a symbol. Thus, at any given instant 
in time 48 bits, or more, of data are 
being transmitted. 

The term “orthogonal” is derived 
from the fact that these carriers are 
positioned such that they do not inter-
fere with one another. The center fre-
quency of one carrier’s signal falls 
within the nulls of the signals on either 
side of it. Figure 1 illustrates how the 
carriers are interleaved to prevent 
intercarrier interference. OFDM avoids 
ISI by making the symbol period much 
longer than the multi-path delay. A gap 
is then placed between each symbol to 
occupy the time consumed by multi-
path reflections. The gap is 0.8 micro-
seconds in 802.11a & g. 

OFDM radios can be used to trans-
mit data rates of 6, 9, 12, 18, 24, 36, 48 
and 54 Mbps as specified by both 

802.11a and 802.11g. In order to trans-
mit at faster and faster data rates in 
the same 20 MHz channel different 
modulation techniques are employed: 
BPSK, QPSK, 16QAM and 64QAM. In 
addition, some of the bits transmitted 
are used for error correction so the raw 
data rates could be reduced by up to 
half of what they would be without er-
ror correction. For instance, assuming 
BPSK (1 bit per carrier) and assuming 
½ the bits are used for error correction 
(known as the coding rate, R); the re-
sulting data rate would be 6 Mbps. 

48 carriers × 1 bit per carrier × 
1/2 R = 24 bits (effective) 

24 bits × 250 kilo transitions per 
second = 6 Mbps 

Table 2 shows a complete list of the 
modulation methods and coding rates 
employed by 802.11 OFDM. The 
higher data rates will require better 
signal strength to maintain error free 
reception due to using few error cor-
rection bits and more complex modu-
lation methods. 

Frequencies for HSMM 
Up to this point all the discussion 

has been regarding HSMM radio op-
erations on the 2.4 GHz amateur band. 
However, 802.11 modulation can be 
used on any amateur band above 
902 MHz, so we can research each of 
these options. 

AM ATV on the 902-928 and 1240-
1300 MHz bands is very susceptible to 
interference (–50 dBc can be seen) so it 
is would probably be difficult to find a 
good spot for 802.11 operation in major 
cities on either of these bands. The 
902 MHz band is just 26 MHz wide so 
802.11 modulation would occupy almost 
the entire band. The 1240 MHz band 
has ATV channels every 12 MHz so it 
is impossible to avoid interference. 
Luckily, ATV at 2400 MHz and above 
is 16 MHz wide FM and is much more 
immune to interference. 

The 3.3-3.5 GHz band offers some 
real possibilities for 802.11, or the 
newer 802.16 standard. Activity is cen-
tered in three bands at 3.37-3.39 (FM 
ATV), 3.4-3.41 GHz (European weak-
signal modes and U.S. satellite sub-
band), 3.456-3.458 (U.S. weak-signal 
modes) and 3.47-3.49 GHz (FM ATV). 
There is lots of unused spectrum and 
frequency transverters could be used to 
get to this band from 2.4 GHz. Devel-
opment in Europe of 802.16 with 
108 Mbps data throughput may make 
3.5 GHz gear available for amateur ex-
perimentation in the U.S. In the U.S. 
the 802.16 development is above the 
amateur 3.5 GHz band, while the Eu-
ropean frequencies used are within the 
US amateur band. Hams are investi-

gating the feasibility of using such gear 
when it becomes available in the US for 
providing a RMAN or radio metropoli-
tan area networks. The RMAN would 
be used to link the individual HSMM 
repeaters (AP) or RLANs together in or-
der to provide countywide or regional 
HSMM coverage, depending on the ham 
radio population density. 

The 5.65-5.925 GHz band is also be-
ing investigated. The COTS 802.11a 
modulation gear has OFDM channels 
that operate in this Amateur Radio 
band. The 802.11a modulation could be 
used in a ham RLAN operating much 
as 802.11g is in the 2.4 GHz band. It is 
also being considered by some HSMM 
groups as a means of providing RMAN 
links. This band is also being consid-
ered by AMSAT for what is known as a 
C-N-C transponder. This would be an 
HSMM transponder onboard a Phase 
3 high-altitude OSCAR with uplink and 
downlink pass-band in the satellite sub-
bands at 5.65-5.67 and 5.83-5.85 GHz. 
Some other form of modulation other 
than 802.11 would likely have to be 
used because of timing issues and other 
factors, but the concept is at least be-
ing seriously discussed. 

The 10 GHz band could also host 
HSMM activity via transverters. Ac-
tivity is currently limited to the 10.22-
10.28 (WBFM), 10.368-10.37 (weak-
signal) and 10.39-10.41 (FM ATV) 
GHz segments and 10.45-10.5 GHz is 
reserved for amateur satellites. The 
bottom 200 MHz of the band would be 
ideal for HSMM, perhaps in conjunc-
tion with ICOM DSTAR systems. 

Other RMAN link alternatives are 
also being tested by hams. One of these 
is the use of wired networks for linking 
and the technique known as virtual 
private networks (VPN). This is simi-
lar to the method currently used to pro-
vide worldwide FM voice repeater links 
via the Internet, except that it would 
be broadband and multimedia. Mark 
Williams, AB8LN, of the HSMM Work-
ing Group is leading a team to test the 
use of various VPN technologies for 
linking HSMM repeaters. Mark re-
cently made a presentation on this re-
search at the 2004 Dayton Hamvention 
during the Technology Task Force (TTF) 
Forum. This forum is an annual event 
conducted by the ARRL TTF Chairman, 
Howard “Howie” Huntington, K9KM. 
The forum also involves our brothers 
in the two other TTF working groups: 
The Software Defined Radio (SDR) 
Working Group and the Digital Voice 
(DV) Working Group. 

There are also commercial products 
being developed such as the ICOM D-
STAR system which could readily be 
integrated into a RMAN infrastruc-
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ture, especially with their ATM ap-
proach on 10 GHz. 

HF frequencies are not being ig-
nored. Neil Sablatzky, K8IT, is lead-
ing a team of ham investigators on the 
HF bands. Digital voice at 2400 BPS 
has been used on HF so it is possible 
that fast data rates will become avail-
able to efficiently handle e-mail type 
traffic on the HF bands while still oc-
cupying appropriate bandwidth. This 
would be helpful in an emergency by 
providing an e-mail outlet for HSMM 
RMAN e-mail traffic. 

John Stephensen, KD6OZH, is lead-
ing the HSMM Working Group RMAN-
UHF team. John has been investigat-
ing HSMM on the UHF amateur bands. 
802.11 provides effective communica-
tion over short distances with omnidi-
rectional antennas and can be extended 
to longer distances with highly direc-
tional antennas. However, it does not 
fit within most of the UHF bands and 
is not efficient at covering wide areas 
with omnidirectional antennas and 
may be limited in its HSMM applica-
tions to the 2.4 GHz bands and above. 

The 802.11 OFDM standards do sug-
gest a solution. OFDM with a slower 
symbol rate, narrower bandwidth and 
larger inter-symbol guard band would 
allow the use of omnidirectional anten-
nas over long paths. In addition, the 
reduced path loss at lower frequencies 
will allow coverage of wide areas. 

OFDM in Broadcasting 
The latest additions to the 802.11 

series standardize RF modems using 
orthogonal frequency division multi-
plexing or OFDM. This technology pro-
vides a bandwidth-efficient method of 
transmitting digital signals over long 
distances. OFDM is not only being 
applied to wireless computer network-
ing but also to broadcasting on fre-
quencies from 150 kHz to 3 GHz. The 
basic technology is the same, but cer-
tain parameters are modified to fit the 
characteristics of the radio channel. 
Table 3 shows several OFDM broad-
casting standards. 

Digital Radio Mondiale (DRM) is a 
standard for the long wave, medium 
wave and short wave broadcasting 
bands1. It is designed to tolerate the 
long multi-path delays caused by iono-
spheric propagation and therefore 
uses very low symbol rates. The inter-
symbol guard band is 2.7-7.3 ms long 
and can therefore tolerate multi-path 
delays due to path length differences 
of up to 700 miles. 

The Digital Audio Broadcasting 
(DAB) standard is a European stan-

1Notes appear on page 17. 

dard for terrestrial broadcasting on 
VHF and UHF bands2. Multi-path de-
lays are 1/10th to 1/100th of those in 
short wave radio and 4 modes of op-
eration are specified. 1 kHz carrier 
spacing is used for VHF broadcasting 
and 2 or 4 kHz spacing is used for 
broadcasting up to 1500 MHz. 8 kHz 
spacing may be used up to 3 GHz. This 
system is designed for bands that have 
no existing analog broadcast stations. 

IBOC (in-band on channel) AM and 
IBOC FM are systems marketed by 
Ibiquity that have been accepted by 
the FCC for use in the U.S. medium 
wave and VHF broadcast bands. 
Multi-path tolerance is similar to DAB 
but the bandwidth is narrower. This 
system is optimized to fit in bands 
with existing analog broadcasting. 

OFDM in Amateur Radio 
In the amateur bands, OFDM is 

being used in the HF bands for digital 
voice transmission. A 36-carrier OFDM 
modem was developed by G4GUO and 
is being marketed by AOR. It has char-
acteristics similar to DRM but uses less 
than half the bandwidth. When used 
with an AMBE vocoder with rate 2/3 
convolutional coding it has a through-
put of 2400 BPS. 

For high-speed data transmission, 
amateurs have been using IEEE 802.11 
compliant products in the 13-cm band.3,4 

Most activity has been with DSSS 
equipment at a data rate of 11 MBPS. 
However OFDM modems are now avail-
able which operate in the 13-cm and 
9-cm amateur bands with data rates up 
to 54 MBPS. This series of standards 
were designed for short-range (a few 
thousand feet) use and therefore toler-
ate a multi-path differential of only 400 
feet. However, they can and are being 
used over longer distances by using di-
rectional antennas to suppress multi-
path propagation. Transverters can be 
constructed to convert 13 cm 802.11 
equipment to the 9, 3 and 1.2-cm bands. 

There is a gap between the capa-
bilities of the 802.11 and G4GUO mo-
dems that needs to be filled. The VHF 
and UHF amateur bands are ideal for 
multi-point local communication, as 
path losses are low with omnidirec-
tional antennas. An OFDM RF modem 
with high data rates and longer multi-
path delay tolerance would allow op-
eration in urban areas over both line-
of-sight (LOS) and non-line-of-sight 
(NLOS) paths. 

In the effort to research various al-
ternatives to linking Amateur Radio 
802.11-based repeaters together, the 
HSMM Working Group has estab-
lished several Radio Metropolitan 
Area Network (RMAN) project teams 
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Table 4. OFDM Modems for the Amateur Radio Service 

Standard G4GUO RMAN-UHF Draft Standard IEEE 802.11 
Signaling Rate 50 baud 937.5 baud 7500 baud 250 kbaud 
Carrier Spacing 62.5 Hz 1171.875 Hz 9375 Hz 312.5 kHz 
IS Gap 
Multi-path 

4 ms 
750 miles 

213.3 µs 
40 miles 

26.7 µs 
5 miles 

0.8 µs 
800 feet 

Frequency (MHz) 1.8–30 219–450 420–450 420–450 902–2400 902–2400 902–2400 2,400-10,500 
(50-450*) (222-450*) (222-450*) (222-2400*) (222-2400*) (222-2400*) 

FFT Sample Rate 4 ksps 150 300 1200 1200 2400 9600 20,000 
Pilot Carriers 0 1 1 1 1 1 1 4 
Data Carriers 36 64 128 512 64 160 512 48 
Chan. Spacing 4 100 200 750 750 2000 6000 25,000 
Bandwidth (kHz) 2.3 78 153 603 620 1520 4820 17,000 
Low Rate (ksps) 2.4 120 240 960 960 2400 7680 6000 
Modulation DQPSK D8PSK D8PSK D8PSK D8PSK D8PSK D8PSK BPSK 
FEC Rate 2/3 2/3 2/3 2/3 2/3 2/3 2/3 1/2 
High Rate (ksps) - 240 480 1920 1920 4800 15,360 54,000 
Modulation - 64QAM 64QAM 64QAM 64QAM 64QAM 64QAM 64QAM 
FEC Code Rate - 2/3 2/3 2/3 2/3 2/3 2/3  3/4 
*Under ARRL proposed regulations based on signal bandwidth. 

lead by experts in their respective 
fields. These teams currently consist 
of the RMAN-VPN Project lead by 
Mark Williams, AB8LN; the RMAN-
DSTAR and AMSAT C&C Project lead 
by John Champa, K8OCL; the RMAN-
802.16 and Mesh Networking Project 
lead by Gerry Creager, N5JXS; the 
RMAN-UHF Project lead by John 
Stephensen, KD6OZH and the 
HSMM-HF Project (for e-mail) lead by 
Neil Sablatzky, K8IT. 

John Stephensen, KD6OZH, as 
RMAN-UHF Project Leader, has been 
researching various alternatives for 
digital metropolitan area networks in 
the UHF amateur bands. The IEEE has 
developed the 802.16 WMAN standard, 
but this is for operation above 2 GHz 
and the bandwidth required is more 
than can be made available in the UHF 
amateur bands. Consequently, we need 
to develop an amateur standard for 
data transmission in the UHF bands. 
The HSMM group is tasked with de-
veloping links at data rates above 
56 kbps and operation at 384 kbps or 
above is desirable as this supports full-
motion compressed video. 

OFDM Modem Physical Layer 
The UHF amateur bands fall into 2 

categories. The FCC limits the band-
width available for data transmission 
in the 219-220 MHz and 420-450 MHz 
bands to 100 kHz, but there is no limit 
for the bands at 902 MHz and above. 
There is a practical limit of 6 MHz in 
the 902-928 MHz, 1240-1300 MHz, 
2300-2305 MHz and 2390-2450 MHz 
bands because they are shared with 
existing users of analog modes. The goal 
is to develop a series of modems that 
operate above 56 KBPS and span the 
range of bandwidths available within 
the ARRL band plans. Table 4 shows 
the characteristics of OFDM modems 
being used in the amateur bands today 

and the proposed standard described in 
this document. The bandwidths for the 
modems were chosen to fit off-the-shelf 
SAW filters used in GSM, CDMA and 
cable TV equipment. 

The modem design was strongly in-
fluenced by the DAB standard as it op-
erates in the same frequency range and 
supports both mobile and fixed users. 
Radio propagation in an urban area is 
characterized by strong multi-path 
propagation. Propagation measure-
ments indicate that multi-path delay 
ranges from 0.4 to 10 µs typically and 
up to 90 µf worst case for LOS and 
NLOS paths in an urban environment. 
The modems defined in the middle 
seven columns of Table 4 use either 
7500-Baud symbol rates with 9.375 kHz 
carrier spacing or 937.5-baud symbol 
rates with 1172-Hz carrier spacing. This 
results in an active symbol time of Ts = 
106.7 or 853.3 µs with a guard band of 
Tg = 26.7 or 213.3 µs between adjacent 
symbols. The guard band is filled with 
a copy of the last ¼ of the OFDM sym-
bol as shown in Figure 3. 

The lowest speed modem is designed 
to fit in a 100-kHz channel and uses 64 
data carriers plus a pilot carrier as 
shown in Figure 4. The pilot carrier is 
transmitted at 3 dB above the level of 
the data carriers and is placed in the 
center of the channel. Half of the data 
carriers are placed on each side of the 
pilot carrier and enumerated 1 through 
64 from the lowest frequency to the 
highest frequency. The major lobes of 
the data carriers occupy 78 kHz. Ex-
tending beyond that limit on either side 
are the minor lobes of these carriers. 
Since the first minor lobe is at –13 dBc 
and the amplitude decreases at only 6 
dBc/octave, additional filtering is re-
quired. A FIR filter with flat group de-
lay must be used to attenuate minor 
lobes to –34 dBc at ±50 kHz. 

Eight-phase differential phase shift 
keying (8DPSK) is used for the low 
data rate to allow mobile operation. 
As the station moves, the absolute 
phase varies as the strength and 
delay of multi-path rays vary so a fixed 
phase reference cannot be used. In-

Fig 3—Guard Band 

Fig 4—Format for 125 kHz Channel Spacing 
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Table 5
D8PSK Encoding

Tribit Carrier

y
2
 y

1
 y

0
Phase Shift

0 0 0 0°
0 0 1 45°
0 1 0 90°
0 1 1 135°
1 0 0 180°
1 0 1 225°
1 1 0 270°
1 1 1 315°

Fig 6—Convolutional Coding

Fig 5—Signal Constellation Partitioning

stead the difference between the phase
of the current symbol and the previ-
ous symbol is used to determine the
value transmitted. Three coded bits
are transmitted per symbol per car-
rier as shown in Table 5.

Trellis-Coded Modulation
Since the transmission channel will

corrupt the transmitted data due to
noise and fading, a forward error cor-
recting (FEC) code must be used to
provide adequate performance at rea-
sonable signal to noise ratios (SNR).
A plain block convolutional code could
be used for FEC but it is much more
efficient to use an error correcting code
that is integrated with the modulation
method. This is called trellis-coded
modulation or TCM5 and we will use
a rate 2/3 trellis-code where 2 data
bits (x1 and x2) are converted into a
3-bit code word (y0, y1 and y2).

In TCM the signal constellation is
partitioned into subsets as shown in
Figure 5. Each partitioning increases
the distance between constellation
points. A convolutional coding of xn1,
as shown in Figure 6, generates y0 and
y1, which are used to select between
the subsets C0, C1, C2, and C3 at the
receiver. The data bit x2 = y2 then se-
lects the final value.

The coding decreases the error rate
because it increases the sequential dis-
tance between codes. The coded bits,
y0-2, may assume only certain se-
quences of values that are dependent
on the state of the convolutional en-
coder, S0-1, and the input, x1, as shown
in Figure 6.

Viterbi Decoding
The receiver can use this informa-

tion to find the allowed sequence of
symbols that is closest in Euclidean
distance to the received sequence of
symbols and determine the state of the
convolutional coder in the transmitter.
This is usually done using the Viterbi
algorithm6 with a soft-decision input.

The input is not a 3-bit vector, but a set
of eight probabilities that the transmit-
ted signal matches each of the eight sig-
nal constellation points shown in Fig 7.
The algorithm associates a distance
metric with each possible sequence of
received signals and selects the maxi-
mum-likelihood path. The selection is
made by tracing back the possible sig-
nal sequences and detecting segments
that are common, as shown in Figure 8
(ML segment).

After determining the transmitter’s
state, the uncoded bit, x2/y2, is decoded
by selecting the closest point in the re-
maining subset of the signal constel-
lation. This is equivalent to decoding
a BPSK data stream so the ultimate
error rate for trellis-coded 8PSK is the
same as for BPSK data. This results
in a considerable coding gain, as the
number of data bits actually received
is double what BPSK would deliver.
Figure 9 shows the gain provided by
trellis-coded 8PSK compared to QPSK.

Since the outer Reed-Solomon code
works on symbols, the event error rate
curve is the one that is relevant.

Higher Data Rate
When the SNR is high, and the

transmission path characteristics are
stable, transmitting 4-bits per carrier
results in a rate twice the basic data
rate. This can be done in fixed stations
where the phase of the received sig-
nal does not change rapidly. 64QAM
modulation is used with a rectangu-
lar constellation as shown in Figure
10. The in-phase (I) and quadrature
(Q) components of the signal are or-
thogonal and are treated separately
in the encoding and decoding process.
Two data bits are converted to three
coded bits as was done for 8DPSK. One
set of bits modulates the I carrier and
another modulates the Q carrier as
shown in Table 6. The maximum I and
Q amplitude is limited to 0.7 so that
the vector sum will not exceed 1.0.
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Symbol Synchronization 
To properly demodulate the 8DPSK 

or 64QAM encoded information, the 
receiver must maintain proper symbol 
synchronization as shown in Figure 11. 
This causes the inter-symbol interfer-
ence (ISI) to be ignored when the fast 
Fourier transform (FFT) is calculated 
to demodulate the individual carriers. 

Two special symbols are used for 
synchronization. Since the phase of 
the incoming carriers is in flux dur-
ing the first part of the OFDM symbol 
period, the total amplitude of all car-
riers is used to delimit the symbol pe-
riod. A special maximum amplitude 
symbol, called the reference (REF) 
symbol is defined, where the absolute 
phase of each carrier is set according 
to the formula: 

q = 3.6315 k2 

where k is the carrier index by fre-
quency7. This pattern minimizes am-
plitude distortion due to selective fad-
ing. In addition, the crest factor of the 
REF symbol waveform is less than 
5 dB so that the reference symbol can 
be transmitted at 3 dB above normal 
power levels to improve amplitude and 
phase estimation. 

The second special symbol is the 
null (NUL) symbol, which consists of 
the pilot carrier and no data carriers. 
The sequence REF-NUL-REF is 
present at the beginning of each data 
frame. The receiver normally uses a 
moving average filter with a time con-
stant of one symbol period to detect 
end of the NUL symbol, as shown in 
Figures 12 and 13. 

The REF-NUL-REF sequence is in-
serted into the transmitted data 
stream every 125 symbols. This re-
duces the required symbol clock accu-
racy to ±100 PPM. The REF symbol 
after the NUL is then used as an am-
plitude and phase reference for de-
modulating the following symbols. The 
format of a complete physical layer 
protocol data unit (PHY-PDU) is 
shown in Figure 14. 

Protocol Control Information 
The PHY-PDU begins with 8 PIL 

symbols. The PIL symbol is a full am-
plitude pilot carrier with no data car-
riers. 

The high amplitude single carrier 
(PIL symbols) allows the receiver to 
acquire carrier frequency lock more 
easily. This is followed by the REF-
NUL-REF sequence and a 1 to 125-
symbol data block. If more than 125 
symbols are to be transmitted, all 
blocks but the last have 125 data sym-
bols. The PHY-PDU ends with a PIL 
symbol. 
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MAC Sublayer Error Correction 
The physical layer provides forward 

error correction to compensate for er-
rors due to Gaussian noise. However, 
the radio communications channel is 
also subject to fading and/or impulse 
noise that may introduce errors in 
bursts. The error correction provided 
in the physical layer may be over-
whelmed and bytes containing errors 
may be delivered to the MAC sublayer. 
Reed-Solomon codes are particularly 
good at correcting bursts of errors and 
one is used in the MAC sublayer to 
alleviate this problem. This type of 
code operates on symbols m-bits wide, 
taking a block of k symbols and add-
ing parity bits to form a block of n sym-
bols where n = 2m–1. The encoded 
block consists of the k original sym-
bols plus n–k parity symbols, as shown 

Fig 7—Allowed State Transitions 

Fig 8—Viterbi Decoding 

in Figure 15, and is capable of correct-
ing t = (n-k)/2 symbol errors. 

The code used is an RS (255,223) 
code that operates on 8-bit symbols and 
will correct errors in up to 16 symbols 
per block with an overhead of 12.6%. 
When 223 data bytes are available for 
transmission, an encoded block of 255 
bytes is generated. The parity symbols 
are created by dividing a polynomial 
represented by the k data symbols by 
the RS generator polynomial. The sym-
bols in the remainder are the parity 
symbols. If the end of the PHY-SDU is 
reached and the number of data bytes 
to be transmitted is less than 223, a 
shortened code block is generated. 

At the receiver, the process of de-
tecting an error is fairly simple, but 
correcting errors requires a lot of com-
putation, as shown in Figure 16. As 
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the data and parity symbols are re-
ceived, they are divided by the gen-
erator polynomial and the remainder, 
called the syndrome, is zero if there 
are no errors. If the syndrome is not 
zero, the syndrome is processed to lo-
cate the errors. There are 2t simulta-
neous equations to be solved with the 
unknowns being the t locations of er-
rors. The solution can be found in two 
steps. First the equations are solved 
using an iterative algorithm, such as 
Euclid’s algorithm or the Berlekamp-
Massey algorithm. This generates an 
error polynomial whose roots are the 
locations of the corrupted symbols. The 
error polynomial is then evaluated to 
find its roots using an exhaustive 
search, such as the Chien search. The 
error values are then calculated us-

ing the syndromes and the error poly-
nomial roots. This is usually done 
using the Forney algorithm, which 
performs a matrix inversion. The er-
ror values are then exclusive-ORed 
with the received data to correct the 
errors. 

MAC Service 
This MAC entity is designed to pro-

vide a standard IEEE 802.3-style 
MAC service to the user. The user 
sends and receives service data units 
up to 1,536 bytes in length. The sender 
is identified by the source MAC ad-
dress and the receiver is identified by 
the destination MAC address. Ad-
dresses are 48 bits in length and may 
be either individual or group ad-
dresses. Individual addresses consist 

of a six-character amateur-radio-
service call sign plus a one-character 
extension. Group addresses are arbi-
trary 7-character strings. Characters 
are encoded in 6-bit ASCII. 

Since the physical layer transmits 
up to 128 bytes per OFDM symbol, 
each station will accumulate multiple 
MAC protocol data units (MPDUs) for 
transmission in one PHY-SDU when-
ever possible. Each MPDU consists of 
MAC protocol control information 
(MPCI) and, optionally, a MAC service 
data unit (MSDU). Figure 17 shows 
an example with five MPDUs with 
three containing MSDUs. The maxi-
mum PHY-SDU length is 5,184 bytes. 

MPDU Formats 
There are three types of MPDUs de-

fined. A Data MPDU transports a com-
plete MSDU. It consists of 21-bytes of 
MPCI containing the address and type 
fields followed by a variable-length 
user-data field as shown in Figure 18. 
The MPCI fields are the intermediate 
address (IA), destination address 
(DA), source address (SA) and length 
(L). DA, SA and L are obtained from 
the MAC service user while IA is 
generated by the MAC entity. IA is the 
next destination address while DA is 

Fig 10—64QAM Signal Constellation with 
Coded I and Q Tribits shown in Octal 

Table 6 
64QAM Encoding 

Tribit I & Q

 y 
2
 y 

1
 y 

0 
Amplitude 

0 0 0 –0.7 

0 0 1 –0.5 

0 1 0 –0.3 

0 1 1 –0.1 

1 0 0 +0.1 

1 0 1 +0.3 

1 1 0 +0.5 

Fig 9—TC8PSK vs. QPSK 1 1 1 +0.7 
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Fig 12—Synchronization with Normal REF Symbol

Fig 11—ISI Rejection using Guard Band

the ultimate destination address. A
secondary station may be set IA to the
primary station address to cause it to
forward data to another secondary
station that it cannot reach directly.

Access is controlled by a primary
station that polls multiple secondary
stations for traffic. It transmits a to-
ken that confers the right to transmit
to the addressed secondary station.
The secondary station then transmits
any accumulated traffic and gives the
token back to the primary station. The
Token MPDU contains the address of
the primary station (PA) and the next
secondary station (SA) to transmit as
shown in Figure 19.

Stations exchange received signal
strength indication (RSSI) reports to
determine what other stations are
reachable in a network. The primary
station periodically transmits an RSSI
MPDU to each secondary station and
the secondary stations respond by
broadcasting RSSI MPDUs. Each sta-
tion builds up a database of neighbor
stations with the strength of its signal
at each neighbor and the transmission
capabilities of each neighbor. This can
be used to select the modulation
method and number of carriers to use
when transmitting to adjacent stations.

The RSSI MPDU reports the re-
ceived signal strength (SNR) for one
or more transmitting stations (TA) at
a particular receiving station (RA) as
shown in Figure 20. The TA and RSSI
fields are repeated N times. The C and
M fields indicate the transmitter ca-
pabilities at the reporting station. C
is the maximum number of data car-
riers supported divided by 4. M is the
maximum number of bits transmitted
per data carrier.

OFDM Modem Hardware
The OFDM modem described here

is being implemented on the DCP-1
digital signal processing board. The
DCP-1 uses an Xilinx Spartan-3
FPGA to implement the physical layer
of the modem and an Oki Semicon-
ductor ML67Q5000 MCU to imple-
ment the MAC sublayer. The received
signal is digitized at the IF frequency
by a 14-bit ADC at 19.2 Msps and
transmitter I and Q baseband signals
are generated by a dual 14-bit DAC
at 9.6 Msps. The DCP-1 connects to
its host via RS-232 or RS-485 up to
230.4 kbps or via USB at 12 Mbps or
480 Mbps. This hardware will be made
available to amateurs by one of the
authors, KD6OZH.

To allow the widest possible software
compatibility, the modem will emulate
an IEEE 802.11 LAN controller. For
point-to-point operation, individual

LAN addresses would be Amateur
Radio service call signs. The net con-
trol stations call sign or an alphanu-
meric multicast address could be used
for multi-point operation. Station iden-
tification is automatic, as the transmit-
ting station’s call sign is always the
source address. Since the DCP-1 has an
RS-232 interface, an interface that
would emulate either a dial-up modem

or a TNC in KISS mode is also being
considered. This may be useful at low
data rates for compatibility with older
computers or legacy software is also
being considered.

Conclusion
We expect to have OFDM modems

using 8DPSK modulation operational
and being tested in the field this year.
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path loss is low. This allows the exploi-
tation of paths with high losses. The low 
baud rate allows a wide (213.3-ms) 
guard band to suppress ISI for opera-
tion over NLOS paths that would be 
impossible with other types of equip-
ment. The transmission characteristics 
should be ideal for mobile operation. 
Pure data transmission would be lim-
ited to 240 kbps by the current FCC 
regulations, but compressed video could 
be transmitted at the higher data rates 
as it would be classified as digital ATV. 
Since the modems will be implemented 
in software, the occupied bandwidth 
and data rate can be changed to accom-
modate FCC regulations and the cur-

The source code will be made public 
and interested amateurs can modify 
or improve it as desired. The full speci-
fication is available from the HSMM 
working group. OFDM will allow a 
number of new applications in the 
UHF amateur bands and should pro-
vide much higher reliability than older 
technologies such as AFSK and FSK 
without FEC. 

A 937.5-Baud OFDM modem can 
support data rates up to 240 Kbps in 
the 219-220 MHz band and up to 1.92 
Mbps in the 420-450 MHz band. Opera-
tion in the 219 and 420 MHz bands is 
interesting because 100-W and higher-
power amplifiers are available and the 

Fig 13—Synchronization with Selective Fading 

rent propagation conditions. 
OFDM could enable mobile ATV, 

which is impossible with analogue tech-
niques. You could turn on a video cam-
era and the operator on the “talk-in” 
frequency at a hamfest could see where 
you are and provide better directions. 
This capability could prove invaluable 
in emergency situations. At the 
home station, applications such as 
NetMeeting could be used to allow ra-
dio club meetings to take place over the 
air. Presentations could be relayed over 
the video link. This would be very use-
ful for members with physical disabili-
ties. These data rates are also useful 
for linking clusters of computers where 
the main source of traffic is email or 
facsimile or where the Internet connec-
tion is a temporary dial-up link. The 120 
or 240 kbps data rates should be ad-
equate for forwarding health and wel-
fare traffic at Red Cross shelters. This 
type of link also provides some level of 
security, as the general public won’t 
have compatible equipment. 

The 7500-baud modems can provide 
higher data rates and may be used on 
the 33, 23 and 13-cm bands. They are 
ideal for 802.11 AP linking as they can 
accommodate T1 data rates for appli-
cations that require database access or 
video. The ability to operate in the 
23-cm band eliminates the interference 
present on 13-cm and allows longer 
paths to be accommodated when com-
pared to 802.11 modems. This is ideal 
for linking 802.11 APs serving clusters 
of computers at remote sites. 

There are probably many other ap-
plications that haven’t been thought 
of yet—Amateur Radio operators will 
always find new uses for state-of-the-
art technology. 

Notes 
1“Digital Radio Mondiale (DRM); System 

Specification,” ETSI TS 101 980 v1.1.1 
(2001-09). 

2“Radio Broadcasting Systems; Digital Au-
dio Broadcasting (DAB) to mobile, por-
table and fixed receivers,” ETS 300 401, 
second edition, May 1997. 

3“Supplement to IEEE Standard for informa-

Fig 14—PHY-PDU Format (2 data blocks) 

Fig 15—RS(n,k) Encoded Block 

Fig 16—RS Error Correction Process 
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Fig 17—PHY-SDU with Multiple MPDUs 

Fig 18—Data MPDU 

/qex.html 

Model M10K 

5 to 10GHz Multiplier-LO/Beacon Use 

Model SEQ-1 

Micro-Controlled Sequencer 

Model 10224 

PL Dielectric Resonate Oscillator 

Maximize Microwave Performance 

949-713-6367 / http://www.jwmeng.com

Model 1152 

PLL for DEMI Transverters 

Model 5112 

PLL for DB6NT Transverters 

Fig 20—RSSI MPDU with one signal report 

tion technology—Telecommunications and 
information exchange between systems— 
Local and metropolitan area networks— 
Specific requirements—Part 11: Wireless 
LAN Medium Access Control (MAC) and 
Physical Layer (PHY) Specifications—High-
Speed Physical Layer in the 5 GHz Band,” 
ISO/IEC 8802-11:1999/Amd 1:2000 (E). 

4“IEEE Standard for information technology – 
Telecommunications and information ex-
change between systems – Local and 
metropolitan area networks – Specific re-
quirements-Part 11: Wireless LAN Medium 
Access Control (MAC) and Physical Layer 
(PHY) Specifications: Amendment 4 - Fur-
ther Higher Rate Data Extension in the 2.4 
GHz Band,” IEEE Std 802.11g-2003. 

5“Trellis Coded Modulation with Redundant 
Signal Sets,” Gottfried Ungerboeck, IEEE 
Communications Magazine, February 
1987 – Vol. 25, No. 2. 

6“Self-Correcting Codes Conquer Noise, 
Part 1: Viterbi CODECs,” Syed Sabzad 
Shah, EDN, February 15, 2001. 

7“Adaptive Techniques for Multi-user 
OFDM,” Eric Phillip Lawrey, James Cook 
University, December 2001. 
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Coaxial Traps for

Multiband Antennas,


the True Equivalent Circuit

A new perspective on the analysis and

design of this popular antenna element.


Multiband Antenna Design 
Parallel-resonant circuits (called 

traps) are widely used to isolate parts 
of multiband antennas to make the 
antenna resonant on different fre-
quencies (see Fig 1). For more than 20 
years these circuits have been imple-
mented as coils wound from coaxial 
cables.1,2,3 As shown in Fig 2, the in-
ner conductor of the coil end is con-
nected to the outer conductor at the 
beginning. Therefore the current is 
going around the core two times the 
number of turns. The coaxial cable 
capacitance represents the capacitor 
1Notes appear on page 22. 

Watzmannstr, 24A 
D-85586 POING 
Germany 

By Karl-Otto Müller, DG1MFT 

of this parallel-resonant circuit. For an 
easy design of coaxial traps, VE6YP 
offers a program in the internet.4 

In order to design multiband anten-
nas with programs such as EZNEC,5 

traps must be modeled as “loads,” de-
fined by their equivalent circuit as 
shown in Fig 3. The easiest way to 
determine the values of this circuit is 
to measure C, L and Rs. C may also 
be calculated from the coaxial 
cable length and the capacitance per 
unit length (reasonable estimate if 
L < 1/10 λ), but L has to be measured 
by an appropriate inductance meter. 
To find out the series resistance R , the s
3-dB bandwidth of the trap must be 
measured as described in Fig 4. 

The Surprise 
Insertion of the measured values of 

C and L into Thomson’s formula 

1
fres 

2 L C 

gives exactly half the frequency value 
which was used in the coaxial trap 
program of VE6YP to get the number 
of turns of the trap. 

An example: The VE6YP calculation 
of a coaxial cable trap for 9.5 MHz us-
ing RG58 with a core diameter of 35 mm 
yields 10 turns. The resonance check 
using a network analyzer results in 
9.262 MHz, which is close. EZNEC asks 
for C, L and Rs, and we have to deter-
mine these three values before we can 
start an EZNEC simulation. 

Assuming that the resonant fre-
quency is measured correctly, either 
the value of L or C is only a quarter of 
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the measured and calculated value or
both are half the value. Only one of
the following formulas is valid, but
which?

C
L

fres

4
2

1

or

4
2

1

C
L

fres

 or

22
2

1

CL
fres

For a decision, the impedance ver-
sus frequency of the resonant circuit
is calculated for all three cases, and
compared with the measured values
as shown in Fig 5.

It can be seen clearly that the paral-
lel combination L and C/4 is correct.
Now somebody may argue that it makes
no difference which combination is used
for the antenna design as long as the
resonance frequency is the same. But
there is a significant difference:

The impedance of the three paral-
lel-resonant circuits differs by the fac-
tor two or four respectively. The im-
pedance of the correct combination L,
C /4 is four times higher than the im-
pedance of the non-correct parallel
combination of L/4 and C, which is
given as a result of the VE6YP calcu-
lation. Thus, the inductive load of the
correct combination, L and C/4, has a
lengthening effect on the antenna be-
low the first resonance (half the reso-
nant frequency). As a result, the
EZNEC antenna design, based on the
correct equivalent circuit, results in a
physically shorter antenna and there-
fore comes closer to reality.

The Explanation
Three steps are used to show, why

the parallel combination of L and C/4
is correct.

Step 1: Symbolical reduction of the
number of turns to one, see Fig 6.

Step 2: The winding is cut at the
opposite side and connected “cross-
over” as in Fig 7. The inputs are con-
nected in series.

Step 3: As can be seen from Fig 8,
now the two capacitances, C/2 are con-
nected in series, resulting in an effec-
tive capacitance of C/4.

Fig 2—Typical coaxial cable trap (QST, Dec 1984)

Fig 1—Two-band
dipole antenna

Fig 4—Measurement of the 3-dB
bandwidth for calculation of Rs

Fig 3—Equivalent circuit of a trap

Influence of the cable length
Looking again at Fig 5, we find a

significant difference between mea-
sured and calculated value, based on
L in parallel with C, around 60 MHz.
It is suggested that this is caused by
the cable length. Fig 9 shows the
equivalent circuit of our symbolic “one-
turn-coil” for frequencies much higher
than the resonant frequency. Fig 10
shows the voltage distribution at these
frequencies. At the input port, half the

voltage is across each of the coaxial
cables. However, at the cross-over con-
nection, both voltages are in phase and
have the same amplitude. Therefore
there is no current here as illustrated
in Fig 10. Consequently, the cross-over
connection can be opened without
changing the behaviour at high fre-
quencies, see Fig 11. For lower fre-
quencies, up to approximately four
times the resonant frequency, the coil
inductance can be simulated by a con-
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Fig 6—For an easy explanation, number of
turns is reduced to one.Fig 5—Impedance comparison

Fig 7—The winding is cut at the opposite
side and connected “cross-over”. The
function of the coil remains totally
unchanged.

Fig 8—Distribution of capacitance and
inductance of the coil

Fig 9—For higher frequencies the
electrical length le of the coaxial cable is
paramount.

Fig 10—At the cross-over connection both
voltages are in phase and have the same
amplitude.

Fig 11—The cross-over connection can be
opened without changing the behaviour
for high frequencies.

Fig 12—The complete equivalent circuit of
a coaxial cable trap with electrical cable
length le and coil inductance L with losses,
represented by Rs
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centrated inductance L in parallel
with the input port. In series with this
inductance we can insert the resis-
tance representing the losses of the
trap, as measured by the method of
Fig4. Now, Fig 12 shows the complete
equivalent circuit of a coaxial cable
trap. The measured impedance over a
wide frequency range (1 to 500 MHz)
is given in Fig 13, showing minima
where the total cable length le= 1/2·n·λ
(for odd n only) and maxima, where le
= n λ (for arbitrary n).

Conclusion
It has been shown that the coaxial

cable trap (electrical length le of the
cable) behaves as a parallel resonant
circuit, where λ = (1/n) le (arbitrary n)
and for

resf
C

L
4

2

1

and as a series resonance circuit at all
frequencies where λ= (2/n) le (for odd
n only).

Consequences
The correct higher impedance of the

coaxial traps, compared to the now-in-
use impedance values according to the
VE6YP software has two conse-
quences.
• The antenna length is more realistic

(i. e. shorter) than predicted by the
design software.

• The trap losses are significantly dif-
ferent than predicted and should be
considered.
Both are illustrated in Fig 14.
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Software Defined Radios for

Digital Communications


An Open Platform for SDR Development

with Free Development Software


By John B. Stephensen, KD6OZH


One of my interests in Amateur 
Radio is building the equip-
ment that I use to communi-

cate. In the early ’90s I constructed a 
VHF-UHF Amateur Radio station 
that was entirely home-made and in 
the late ’90s I did the same with an 
HF station.1 Both have computer-con-
trolled tuning but are essentially ana-
log designs. They operate well but are 
not up to today’s state of the art. 

In the past I’ve experimented with 
DSP evaluation cards and FPGAs2, 
but the available hardware did not 
provide the bandwidth and processing 
power necessary for a modern soft-

1Notes appear on page 30. 

3064 E. Brown Ave 
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kd6ozh@verizon.net 

ware-defined radio. Today’s radio must 
support high-speed digital communi-
cation for new multi-media applica-
tions. In the past year, several new 
processors, programmable logic 
devices and data converters have 
appeared using 90 to 180-nm feature 
sizes to provide a low cost solution. 
This article describes the DSP card 
that I have developed (dubbed the 
DCP-1) to take advantage of this 
technology. 

Software-Defined Receiver 
Architecture 

The first thing that I did was to 
examine the available technology to 
determine the proper architecture for 
the new radios. There are many high-
speed analog to digital converters 
(ADCs) available with 90 to 100 dB 
dynamic range. For ADCs, dynamic 
range is defined as the ratio of the 

maximum signal level that can be digi-
tized by the ADC and the minimum 
level of distortion products generated 
during conversion at any signal level. 
It is much like blocking dynamic range 
for analog radios. 

Recently, there has been experi-
mentation with direct digitization 
of the RF signal.3 This works well 
for wide-band signals, such as a 
76.8 kbps FSK terrestrial data link,
where dynamic range is limited: 

–174 dBm/Hz 290 K thermal noise 
+2 dB 2 dB NF

 +52 dB-Hz 140 kHz bandwidth 
–120 dBm MDS 

–33 dBm S9 + 60 dB
 (ADC full scale) 

–120 dBm MDS 
87 dB Required dynamic

 range 
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Narrow-band modes like PSK-31 
require a much higher dynamic range. 
The minimum discernable signal 
(MDS) for a PSK31 signal on a satel-
lite downlink versus the maximum sig-
nal level is: 

–174 dBm/Hz 290 K thermal noise
 –9 dB 0.5 dB NF

 +15 dB-Hz 30 Hz bandwidth 
–168 dBm MDS 

–33 dBm S9 + 60 dB
 (ADC full scale) 

–168 dBm MDS
  135 dB Required dynamic

 range 

This ADC needs to be preceded by 
an analog filter that attenuates inter-
fering signals by 35-45 dB. Here’s an 
exercise that brings ADC dynamic 
range into focus. Calculate the block-
ing dynamic range for the lowest per-
formance analog mixer IC available: 

–174 dBm/Hz 290 K thermal noise
 +5 dB NE602 45 MHz NF 
+15 dB-Hz 30 Hz bandwidth 

–154 dBm MDS 
–30 dBm NE602 1 dB

 compression level 
–154 dBm MDS
 124 dB NE602 blocking

 dynamic range 

The NE602 mixer has been used in 
SSB receivers that cost less than a 
single high-speed high-performance 
ADC. A high-performance microwave 
mixer provides much more dynamic 
range: 

–174 dBm/Hz 290 K thermal noise
  +11 dB	 SYM-30DHW 

conversion loss + IF 
amplifier NF

 +15 dB-Hz 30 Hz bandwidth 
–148 dBm MDS 

+14 dBm SYM-30DHW 1 dB
 compression level 

–148 dBm MDS
  162 dB SYM-30DHW

 blocking dynamic
 range 

Another approach that has been 
used lately is a direct-conversion re-
ceiver4 in which the RF or IF is hetero-
dyned to dc in a quadrature mixer. The 
resulting in-phase (I) and quadrature 
(Q) signals are then digitized and pro-
cessed. Sigma-delta ADCs designed for 
high-quality audio systems have dy-
namic ranges exceeding 120 dB and 
bandwidths up to 70 kHz. Unfortu-
nately, the poor opposite-sideband sup-

pression, which rarely exceeds 
50 dB, wastes the dynamic range. 

The best receiver architecture is 
still a superheterodyne with analog 
filters as shown in Fig 1. The last IF 
amplifier is followed by an ADC and 
software signal demodulation. The 
requirements placed on the analog fil-
ters are very much relaxed when com-
pared to an all-analog design. They are 
now present only to increase dynamic 
range and can be very inexpensive. 
The DSP provides the steep-skirted 
filters. For example, a $5, 4-pole mono-
lithic filter can replace a $200, 10-pole 
filter in an SSB receiver. 

Software-Defined Transmitter 
Architecture 

Since 1960, transmitters for ama-
teur bands have tended to copy re-
ceiver architecture in order to share 
expensive analog filters and provide 
better frequency stability. The analog 
filters are now inexpensive and fre-
quency is controlled to fine tolerances 
by a PLL. There is no longer a need to 
share components in a transceiver and 
it often would increase costs to do so. 

Here is where a direct-conversion 
design can be used. Transmitter dy-

Fig 1—Superheterodyne receiver block diagram. 

Fig 2—Direct-Conversion Transmitter. 

namic-range requirements are mini-
mal, compared to a receiver, and 
signal levels are high, so there is no 
problem with 1ow-frequency noise. 
DSP can generate I and Q base-band 
signals for any desired modulation 
and simple analog low-pass filters sup-
press any spurious signals. Two 
matched digital-to-analog converters 
(DACs) are required to support this 
architecture. 

The main issue in the past has been 
the generation of quadrature RF local 
oscillator signals. At HF and below, 
digital dividers can create accurate 
signals from an oscillator at two or 
four times the carrier frequency. In the 
VHF and UHF range there are IC 
quadrature modulators with inte-
grated wide-band polyphase 90° 
phase-shift networks. See Fig 2. 

Digital Down-Converters 
Many designs have used digital 

down-converters (DDCs) to process 
the output of a high-speed ADC. This 
works well when the signal of inter-
est is narrow compared to the IF. 
When wide-band signals are digitized 
at low IFs most DDCs cannot be used. 
This is because cascaded integrator 
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Fig 3—AD6620 DDC with CIC2 and CIC5 Filters. 

comb (CIC) filters are used to perform 
the initial filtering and they support 
only very narrow pass-bands. For ex-
ample, in the AD6620 DDC, the usable 
CIC2 filter output is 0.18% of the 
sample rate for 90 dB alias rejection. 
The CIC5 filter is better at 3% band-
width. Yet, if the IF is 10 MHz and the 
signal bandwidth is 2 MHz, CIC fil-
ters cannot be used. See Fig 3. 

More flexibility is needed in the cir-
cuitry following the ADC but DSP 
chips do not provide the necessary 
processing power at a reasonable cost. 
Today’s FPGAs combine power and 
flexibility with low cost because they 
include dedicated multipliers and 
larger amounts of block RAM. The 
FPGA can easily be configured to 
implement FIR filters immediately 
following the ADC and can also per-
form operations such as fast Fourier 
transforms (FFTs) that DDCs do not 
support. 

PC Interface 
Any new radio should be able to be 

closely coupled to a personal computer. 
The PC is often the source and desti-
nation of the data, voice or video be-
ing exchanged. In addition, PCs now 
have 2 GHz processors and signal-pro-
cessing instructions so they will be 
used for source coding and decoding. 
See Fig 4. 

Traditional radios have used an 

Fig 4—Digital Communications Link. 

RS-232 interface to PCs. Even with the 
latest enhancement to 1 Mbps data 
rates, this is inadequate for multi-
media applications. The Universal 
Serial Bus (USB) is the best interface 
to use on modern PCs. Full-speed USB 
(12 Mbps) is adequate for today’s ap-
plications, but High-Speed USB 
(480 Mbps) may be needed in the fu-
ture. 

USB is not appropriate in an inter-
face between high-speed digitizers and 
modulation or demodulation software 
in the PC. USB has a built-in 1 to 
2-millisecond latency that results in 

overly large buffers and the inability 
to control timing closely. Consequently, 
a USB radio needs an internal proces-
sor to perform real-time tasks. 

Channel encoding and decoding to 
implement error detection and correc-
tion algorithms may be done in the PC 
or the external processor depending 
upon complexity. 

DCP-1 Digital Communications 
Processor 

The DCP-1 is contained on a 3.5-
inch square PCB and contains all 
necessary data converters and signal 
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processing for amateur transceivers. It 
digitizes the receiver IF at 19.2 Msps. 
This sample rate was chosen to support 
analog and digital modes in use on the 
amateur bands today and allow high
speed modes such as OFDM. 

The 19.2 Msps sampling rate sup
ports IF bandwidths up to 6 MHz. The 
UHF front end module uses a 330 MHz 
SAW filter and an image-reject down
converter to obtain a 5.4 MHz -0.5 dB 
bandwidth. This translates to a 2.1-
7.5 MHz second IF with over 90 dB of
image rejection. A low final IF fre
quency maximizes the dynamic range 
of the ADC. Other front-end modules 
have narrower roofing filters to match 
the widest signal bandwidths in their 
frequency ranges. At lower RF frequen
cies, direct conversion to a 6 MHz IF is 
used. This IF frequency was chosen to 
allow the optional use of narrow-band 
ceramic and quartz crystal filters to 
obtain narrower sampling bandwidths 
and increase dynamic range. The sam
pling rate is maintained within +/-2.5 
PPM by a low-cost TXCO. An accurate 
clock is necessary for IF sampling for 
OFDM modems with over 100 
subcarriers. It is also necessary when 
the FPGA and one DAC are used to 
implement a low-spur DDS. The TCXO 
output is buffered and made available 
to external RF modules. 

The design is built around a Xilinx 
Spartan-3 FPGA and Oki ML67Q5003 
MCU as shown in the DCP-1 block 
diagram. The FPGA and MCU are the 
144-pin TQFP packages in the center 
of the PCB photograph, Fig 5. 

The FPGA functions as a highly 
programmable high-speed DSP 
coprocessor. The XC3S200 contains 
twelve 5.8 ns 18×18 multipliers, 
216 k of 2.4 ns dual-port RAM and 
4320 logic elements (200,000 gates) 
with 750 ps propagation delays. 

An FPGA slice, consisting of two 
logic elements, is shown in Fig 7. Each 
logic element contains a four-input 
look up table (LUT) which can gener
ate any arbitrary logic function. Mul
tiple LUTs can be combined to create 
functions with more inputs. Half of the 
LUTs on the chip can also be reconfig
ured as 16-bit shift registers or 16-bit 
RAMs. To the right of the LUTs is dedi
cated carry logic to speed up arith
metic functions. Following that are 
storage elements that may be config
ured as D-type flip-flops or level-sen-
sitive latches. The flip-flops toggle at 
500 MHz. 

Four slices are grouped into a 
configurable logic block (CLB) that can 
process one byte of data as shown in 
Fig 8. The CLBs may exchange data 
directly with their neighbors or con

nect to chip-wide busses via the switch input/output blocks (IOBs) that contain 
matrix. The CLBs are combined with registers and three-state drivers. Vari
other components on the chip as ous logic families from 1.2 V to 3.3 V 
shown in Fig 9. are supported plus LVDS. 

Also contained in the FPGA are digi- The FPGA may be programmed to 
tal clock managers (DCMs) to multiply provide FIR signal filters, FFT engines 
and divide clocks and generate multi- and perform other signal processing 
phase clocks for the logic elements. tasks. The ML67Q5003 MCU, shown 
Around the periphery of the chip are in Fig 10, controls the configuration 

Fig 5—DCP-1 PCB. The ADC and DAC are in the lower left corner. Working clockwise are 
the FPGA (under heat sink), audio CODEC, USB transceiver, RS-232/485 interface and 
32-bit RISC MCU. 

Fig 6—Digital Communications Processor Module. 
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Fig 7—Spartan-3 FPGA Slice. 
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of the FPGA and provides that pro-
gramming. 

This MCU is based on an ARM7-
TDMI processor that is clocked at 
58.9824 MHz. This is a classic RISC 
CPU that uses 3-address arithmetic 
and logic instructions operating on 31 
general-purpose 32-bit-wide registers. 
Arithmetic operations include multi-
ply-accumulate for signal processing. 
Memory is accessed via load and store 
instructions that may move one or 
multiple words. Each instruction can 
be made conditional on various status 
flags and the results of arithmetic and 
logic operations. 

The FPGA JTAG interface is con-

pipeline to ensure maximum linear-
ity. It has a 90-dB dynamic range up 
to 45 MHz (as shown in Fig 12), which 
degrades to 75 dB at higher frequen-
cies. This allows sampling of 
10.7 MHz IFs from VHF or UHF ra-
dios or the 2-meter IF from a micro-
wave transverter. 

The high-speed DAC is an AD9767, 
which is a dual 14-bit device with a 
common internal voltage reference that 
is capable of running at 125 Msps. In 
this case, data for both DACs is multi-
plexed onto port 1. The DACs are highly 

linear, as shown in Fig 14, so that the 
transmitted signal can occupy less 
bandwidth than the transmitter low-
pass filters without generating exces-
sive spurs within the passband. 

A Texas Instruments PCM3501 
single-channel 16-bit audio CODEC 
(Figure 15) is provided so that analog 
voice modes may be used indepen-
dently of the PC. It uses a serial inter-
face and is capable of operating at 8, 
12, 16 or 24 ksps with an 88-dB dy-
namic range. 

An Agere USS2X1A UTMI chip, 

nected to five MCU PIO port bits to 
allow the MCU to program the FPGA. 
After programming, the MCU has ac-
cess to the FPGA logic and RAM via 
the 16-bit MCU data bus (XD0-15) and 
5 address lines (XA1-5). The two 
direct memory access controller 
(DMAC) channels are also connected 
to the FPGA to allow data transfers 
without processor intervention. 

The MCU has 32 kB of RAM and 
512 kB of flash ROM to hold software 
for the MCU and configuration data 
for the FPGA. The MCU also has a 
mask ROM that contains a bootstrap 
loader to load the flash ROM via the 
16550-compatible UART. This UART 
connects to the outside world via an 
RS-232 or RS-485 interface at up to 
230.4 kbps. This serial interface uses 
the RJ-45 connector shown in the 
PCB photograph. 

After programming, the serial port 
may be used by the MCU to control Fig 8—Spartan-3 FPGA CLB. 
other devices. A Serial Peripheral In-
terface (SPI) port (labeled SSIO) is 
also provided via the connector at the 
bottom of the PCB. This is commonly 
used to control PLL chips and config-
ure analog hardware via shift regis-
ters or CPLDs. One ADC port is also 
made available on the bottom connec-
tor along with two high-voltage high-
current open-collector drivers. Another 
ADC port is used to monitor the USB 
bus voltage. 

The FPGA also provides the neces-
sary glue logic to interconnect the 
MCU with the high-speed ADC and 
DACs, the audio CODEC and the USB 
controller. The ADC and DAC connect 
to a Spartan-3 FPGA via two 14-bit 
parallel busses and the FPGA pro-
vides all clocking for those devices. 

The high-speed ADC is an Analog 
Devices AD9244-40 (shown in Figure 
11), which is a 14-bit device. It con-
tains a fast sample-and-hold amplifier 
(SHA) capable of sampling inputs up 
to 240 MHz. The ADC uses internal 
error-correction logic in the 10-stage Fig 9—Spartan-3 FPGA Die Layout. 
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shown in Fig 16, provides the USB 
interface. It performs all serial-to-par-
allel and parallel-to-serial conver-
sions, clock and data recovery, bit 
stuffing and unstuffing and data-rate 
buffering.  It operates at either 12 or 
480 Mbps and provides a byte-wide 
interface to the FPGA. 

Development Tools 
Three types of development tools 

are used to program the DCP-1. They 

Table 1: Commonly used Sampling Rates and Corresponding Decimation 
Factors 
Application Sample Rate Decimation 

7.68 Mbps OFDM 19.2 Msps 1 
240 kbps OFDM 600 ksps 32 
128 kbpsS GMSK 256 ksps 75 

76.8 kbps FSK 153.6 ksps 125 

9.6 KBPS FSK 19.2 ksps 1000 

5 kHz Audio 12 ksps 1600 

3 kHz Audio 8 ksps 2400 

Fig 10—ML67Q500x Series MCU Block Diagram. 
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are used to configure the FPGA, pro-
gram the MCU and generate digital 
filter coefficients. All three are avail-
able for download at no charge from 
the Internet. 

FPGA development is done with 
the Xilinx ISE 6.2i development soft-
ware. The ISE 6.2i WebPACK is avail-
able for download at no charge from 
the Xilinx Web site. It supports design 
entry in schematic diagram form, 
VHDL, Verilog and state-transition 
diagrams. The system then synthe-
sizes the necessary logic, lays it out 
on the chip, routes interconnections 
and produces a configuration file. Free 
tools are also available for design 
simulation, timing analysis and test 
bench generation. The user interface 
is shown in figures 17 through 20. 

ARM7 CPU software development 
is supported by the GNU Development 
Environment (GNUDE), which is 
available for download at no charge 
from the Free Software Foundation. It 
includes a CPU simulator, debugger, 
assembler, linker, and compilers for C, 
C++, Ada, Java and Fortran. C lan-
guage utilities for embedded systems 
are also available in source code form. 

FIR filter development can be done 
using various free tools available on 
the Internet. One Web site, www. 
nauticom.net/www/jdtaft, created 
by J. D. Taft, contains Java applets for 
designing most types of digital filters. 
These include FIR and IIR low-pass, 
high-pass, band-pass and band-reject 
filters, plus Hilbert transformers, 
differentiators, notch filters and comb 
filters. 

Additional development tools are 
also available for a fee from many sup-
pliers including Xilinx, Nohau and 
Momentum Data Systems. Figure 21 
shows the MDS filter development 
software. The DCP-1 includes a con-
nector for in-circuit emulators. 

Conclusion 

The DCP-1 provides a much better 
base for software-defined transceiver 
design than commonly available devel-
opment boards. The board may used as 
an add-on to existing transceivers or 
form the basis for developing a new 
state-of-the-art radio. It provides the 
necessary analog and digital hardware 
for both narrow and wide-band trans-
ceivers in one package and the devel-
opment tools are free. 

As this goes to press, the author is 
readying an improved version of the 
DCP-1 that increases the ADC dy-
namic range to 96 dB and includes a 
more powerful and easier-to-use USB 
interface. The new board fits standard 
extruded-aluminum enclosures and 

provides fully filtered and shielded 
I/O connectors. The author will make 
PCBs and parts kits available. Pric-
ing is expected to be below $200. As-
sembly services will also be provided. 

Future articles will describe the 

Fig 11—AD 9244 ADC block diagram. 

Fig 12—AD9244 ADC output for 2-tone Input. 

analog front-end modules that com-
bine with the DCP-1 to make a com-
plete radio. 

John Stephensen, KD6OZH, has been 
interested in radio communications 
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since building a crystal radio kit at age 
11. He went on to study electronic
engineering at the University of 
California and has worked in the 
computer industry for almost 30 years 
in engineering development and 
management positions. He was a 

founder of PolyMorphic Systems, 
which started manufacturing personal 
computers in 1975, a founder of Retix, 
a communications software and 
hardware manufacturer, and Vice 
President of Technology at ISOCOR, 
which developed messaging and 

directory software. John received his 
amateur radio license in 1993 and has 
been active on amateur bands from 
7 MHz to 24 GHz. His interests include 
digital and analog amateur satellites, 
VHF and microwave contesting, HF 
DXing and designing and building 

Fig 13—AD9767 dual 14-bit DAC. 

Fig 14—AD9767 Output for four tones. 
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amateur radio gear. Recently, he has 
been experimenting with FPGA-based 
software defined radios and applying 
DSP to high-speed digital communi-
cation. John serves as the RMAN-UHF 
project leader for the ARRL HSMM 
Working Group. 

Fig 15—PCM3501 audio CODEC. 

Notes 
1J. B. Stephensen, KD6OZH, “The ATR-

2000: A Homemade, High-Performance 
HF Transceiver—Part 1”, QEX Mar/Apr 
2000, pp 3-15; Part 2, May/Jun 2000 
pp 39-51; Part 3, Mar/Apr 2001 pp 3-17.

2J. B. Stephensen, KD6OZH, “Software-De-
fined Hardware for Software-Defined Ra-

dios”, QEX, Sep/Oct 2002, pp 41-50. 
3G. Youngblood, AC5OG, “A Software-De-

fined Radio for the Masses”, QEX, Jul/Aug 
2002. pp 13-21 

4J. Scarlett, KD7O, “A High-Performance 
Digital Transceiver Design”, QEX, Jul/Aug 
2002, pp 35-44. 

Fig 16—USS2X1(W)A USB interface block diagram. 
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Fig 17—Xilinx ISE schematic entry. 

Fig 18—Xilinx ISE State Machine entry. 
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Fig 19—Xilinx ISE pin and constraint entry. 

Fig 20—Xilinx ISE floor planner. 
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Fig 21—MDS QED1000 filter design software.  
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ATX Adventures

Phil describes how a surplus PC ATX power supply


can be transformed into a 20 A 13.8 V supply

suitable for transceiver use.


Last December I cast a cold eye 
at the dead ATX switching 
supply that had destroyed my 

computer. It seemed fitting revenge to 
convert it to 13.8 V dc and put it back 
online powering my 100 W HF trans-
ceiver. This article details the long, long 
train of hurdles on the road to victory. 

I set up the ATX on the workbench 
and removed the cover. The box was 
stuffed full of components, packed in like 
sardines. Half the board area was a 
dense forest of electrolytics and power 
inductors, all pretty typical of an ATX 
supply. There were two large heatsinks, 
two 470 µF 200 V electrolytics, one large 
ferrite transformer and two tiny ones. On 
the first heatsink were a pair of 2SC4107 
high-voltage switching transistors, and 
off to the side the famous TL494 PWM 
controller IC. Excellent! This was exactly 
what I hoped to find! 

The presence of two high-voltage bi-
polar transistors combined with the 
’494 controller meant I had a push-pull 
half-bridge converter topology. This is 
a good basic design approach, well 
suited to modification. In contrast, some 
ATX power supplies are designed with 
a single-ended forward converter topol-
ogy, driven by a single transistor switch. 
Single-ended designs can be converted, 
but such an effort is not covered in this 
presentation. 

All the fuss over “switchers” boils 
down to high power density and light 
weight. You rectify 120 V ac into high 
voltage dc, chop it up at around 33 kHz, 
step that down through a transformer, 
then rectify and filter to create the de-
sired dc output. Now that the power 
transformer is running at an ultrasonic 
frequency instead of 60 Hz, you can 
shrink a 300 W transformer from the 

18140 Eccles St 
Northridge CA 91325 
818-885-6960 
zz@kj6eo.com 

By Phil Eide, KF6ZZ


size of a ripe grapefruit down to the size 
of an apricot. The whole box ends up a 
lot smaller, and weighs much less. 

This paper will review step-by-step 
all the major circuit functions from one 
end of the ATX to the other. Keep in 
mind this is an adaptation and simpli-
fication of a common design approach 
and not a brand new engineering effort 
from scratch. I changed many things 
but retained the basic factory circuit to-
pologies. Many topics are given only a 
cursory review, as exhaustive detail 
would easily double the length of this 
presentation and most likely bore you 
to death in the process. I wanted to keep 
it inter-esting. 

The Journey Begins… 
The first glaring item on the circuit 

board was a horribly burned 1/8 W re-
sistor over a large black patch; it had 
even unsoldered itself from the copper 
traces! I replaced it with a fresh 1-W 
resistor, loaded the 5-V dc output and 
slowly cranked the Variac up to 120 V 
ac. The ATX came back to life! 

All outputs were now alive and well: 
5 V, 3.3 V, 12 V, and –12 V; but at this 
point I began to notice some problems. 
There were jumper wires where critical 
components belonged, and it was begin-
ning to look like most of the major com-

ponents were over-stressed. Just for 
starters: the 120-V ac 1-A line rectifier 
diodes were running at around 2 A, and 
there were burned spots scattered in a 
half-dozen places from hot resistors. The 
heavy output rectifiers were running 
double the rated current—the claimed 
5 V output spec was 25 A and they used 
10 A rectifiers. The input RFI/EMI 
chokes and capacitors were missing. The 
locations for the small RFI clean-up 
chokes on all outputs were jumpered 
over. I realized that I was looking at a 
low-cost build of a fundamentally good 
electrical design. Using undersized 
parts seriously compromised reliability. 
No wonder it had failed! 

In spite of all this, I still saw real po-
tential in this ATX. The circuit topology 
was fundamentally sound, and the new 
application would draw low power 99% 
of the time. On receive, a typical 100 W 
HF transceiver pulls no more than 2 A; 
so the ATX will be delivering less than 
30 W, an easy ride compared to its pre-
vious duty. On transmit, it must deliver 
15 to 20 A (maximum)  for about 30 % of 
the time. As long as the switches and rec-
tifiers are robust enough to handle the 
heavy currents, the only issue left is 
overheating. If the fan keeps both 
heatsinks below 160° F we are safe. I 
speculated that this would be easy to do 
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since the RX power drain will be a frac-
tion of the original load. Typical ATX
duty in a desktop PC is over 150 W con-
tinuous; we will not even get close to that
level, so thermal stress management is
predictably a piece of cake. Later, I
reduced the fan speed to whisper quiet.
The ATX would still supply 11 A dc con-
tinuous hour after hour, and the hottest
temperature in the unit was 138° F on
the rectifier heatsink. Not bad!

With that encouragement in mind,
it was time to press on. The ultimate
goal was to convert the ATX to provide
a single 14 V dc output, fix the design
flaws and go for a solid 20 A key-down
output capability.

Thus Began the Reconstruction
I began the project by removing the

unnecessary circuit functions: the flea-
power flyback oscillator that supplied
standby power, the quad LM339 com-
parator circuit and most significantly,
all output rectifiers and filters. This
cleared the circuit board of over two-
thirds of its components. The multiple-
output filter section alone had
consumed nearly half the board area.
It was surprising how simple things
were becoming.

Switch-mode power supply design
always begins at the output terminals.
You start from the output, then back up
and design one section at a time until
you arrive at the 120 V ac input. We will
follow the agenda in our ATX adventure.
It’s all very simple. The basic switching
regulator (the academic world has
named this topology a buck regulator)
is a low-pass LC filter fed by a pulse
train. Put a zero-to-28 V square-wave
into the filter and you get out 14 V dc.

Notice in Fig 2A how the low-pass
LC filter simply extracts the dc aver-
age value of the pulse train. Output
ripple is minimal, provided the LC cor-
ner frequency is low enough—typically
about 1/20th of the switching
frequency. A good basic design guide-
line is—whatever voltage you want out,
double it on the input. Since we want
about 14 V out, we need 28 V in. The
output voltage is directly proportional
to the pulse width. Varying the width
of the 28 V pulse during the fixed
switching period is defined as pulse
width modulation. This is also known
as duty ratio control, where D is the
duty ratio defined as:

s
on

T
tD

Typical values are ton = 8 µs and
ts = 15 µs. As D goes from zero to unity,
the dc output will go from zero to
28 V. Since the goal is constant output
voltage, PWM control is used to over-
come line and load disturbances to

maintain a steady 14 V dc out. In a per-
fect world, this conversion is lossless—
100% efficient. In this world we can’t
quite achieve that, but we can achieve
85 % without too much effort.

Practical realities demand that we
consider a few other loss factors in this
otherwise ideal circuit! Added to the
28 V requirement is the diode drop of
the output rectifier. This bumps the volt-
age requirement up to about 29 V; on
top of that are resistive losses in trans-
former windings, resistive drop in the
output choke and primary winding in-
put depression from 120 Hz ripple. All
of these contribute to degrade the volt-
age level going into the LC output fil-
ter, demanding a longer duty ratio. Since
it is desirable to keep the duty ratio at
a nominal 50%, we need higher voltage
at the secondary winding than the 28 V
we first envisioned. Add all these volt-
age drops and the requirement for sec-
ondary voltage rises to around 31 V—
it’s all a big numbers game.

The ATX factory design imple-
mented the buck regulator as shown in
Fig 2—center-tapped transformer sec-
ondary windings into a full wave recti-
fier, then into the LC filter. Since the

buck regulator (Fig 2B) is fed by the
main power transformer, we now exam-
ine the previous stage.

Power Transformer Rebuild
In my experience, many ATX com-

puter supplies do not supply a solid 12
V dc to the PC motherboard. It is usu-
ally low by 0.5 V or so—they really only
deliver about 11.5 V dc. Based on this, I
strongly suspected the original factory
turns ratio would not supply a voltage
close enough to 31 V to permit re-using
this transformer without modifications.

Prior to dismantling the ATX, I had
taken the time to measure the voltage
of the various windings and noted that
the winding associated with the 12 V
output had a peak voltage of only about
25 V. Since this low voltage would widen
out the nominal pulse width and de-
grade the low ac line limit; the existing
turns ratio was marginal at best. It was
really beginning to look like a new de-
sign was essential.

It was time for deep surgery—the
power transformer had to come out!
After ten minutes of wicking solder, the
transformer was on the bench. Conti-
nuity check revealed that the factory

Fig 2—The buck regulator output stage. A shows a buck regulator voltage waveforms,
while B shows a transformer coupled buck regulator. C  shows the main power
transformer flux trajectory.

Fig 1—Basic switch-mode power supply functions.
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had wired the secondary windings in a
rather bizarre, illogical manner. This
was extremely untidy. It was obvious
that this arrangement was unsuitable
to create the 14 V dc output. I definitely
needed a new transformer design.

The next hurdle was to dismantle
the transformer. Ferrite cores are rou-
tinely cemented together with epoxy,
and since epoxy tensile strength evapo-
rates at high temperature, I wrapped
the transformer in aluminum foil to
avoid noxious fumes and cooked it at
400º F for about an hour. I then peeled
off the foil, and as I shoved an Exacto
knife between the core pieces, they just
fell apart. Then I pushed the ferrite out
of the plastic bobbin. After it all cooled
down I peeled the off the windings. First
I unwound the secondaries, discovered
an electrostatic shield of about 3 mil
copper foil buried underneath, removed
the foil and unwound the primary. Next
we move on to calculate the new design
details.

Faraday’s Law and T1 redesign
Five factors determine transformer

operation: voltage, frequency, core cross-
sectional area, core material flux
capacity and the number of turns. The
relation between these is known as
Faraday’s law and is expressed as:

E • ∆T = N • Core Area • ∆B • 1E–08
  (cgs units)

This relationship is used to calculate
the new design parameters. The ex-
pected primary voltage is 165 V dc. The
cross sectional area of the ferrite core
center leg was measured at
1.35 cm2 . I chose Bmax to be around 1000
Gauss, based on the saturation issues
covered in the next few paragraphs.
This is about 25% of typical power fer-
rite saturation flux density of about
4500 Gauss. As a bonus, choosing this
low flux level keeps the saturation time
out near 40 µs, more than double that
of base drive transformer T2. This time
disparity is extremely important for
safe start up, as we will find out later.
Now just re-arrange Faraday’s Law to
calculate the number of turns:

N = (E • ∆T) / (Core Area • ∆B •
  1E–08),

All parameters except N are known:
E = 165 V, Core Area = 1.35 cm2, ∆T = 9
µs (expected pulse width at full load),
∆B = 2 • 1050 = 2100 Gauss (from push-
pull drive).

Solving for N, we get 53 turns on the
primary side and with the ratio of 31 to
165, the secondary needs to be 10 turns.

The transformer was rebuilt as fol-
lows. The first layer onto the bare bob-
bin was the primary winding, 53 turns
of #22 magnet wire. The heavy-duty high

current secondary winding was wound
directly over that with 10 turns six-filar
#22 to provide the required the 31 V. Fi-
nally, 6 turns bifilar #32 were added to
provide the 17 V dc for the flea-power
housekeeping function. I omitted the
copper shield; I saw no reason for it. The
heavy enamel insulation is quite robust,
with a rated breakdown of over 600 V.

Now with the bobbin rewound, it was
time to reassemble the transformer. I
coated the pole piece faces with five-
minute epoxy, reassembled the core into
the bobbin and pressed the ferrite
pieces together until I felt the epoxy
oozing out between the surfaces. Then
I slathered all the edges around the
ferrite with more epoxy and bound it
together with yellow Mylar tape. The
results are shown in Fig  3. After the
epoxy set, the measured primary induc-
tance was 16 mH. Perfect—even one-
tenth of that inductance would have
been enough. Now that the windings of
the power transformer have been de-
termined, it is time to examine the
primary side switching waveforms and
circuit considerations.

Primary Converter Topology
This circuit section (Fig 4) chops up

the high voltage dc at 33 kHz and
applies it to the primary winding. The
primary winding of T1 is driven in a
push-pull fashion with an ultrasonic
165 V quasi-square wave. This is nicely
accomplished with the venerable half-
bridge topology. Standard 120 V ac
60 Hz input power is rectified by a
voltage doubler to create raw
unregulated +165 V dc and –165 V dc.
These two voltages are stored across C1
and C2, and are used as the primary
energy reservoir for the ATX supply,
implementing a bipolar version of the
classic capacitor input filter.

The 33 kHz drive of the transformer
primary is as follows: C1 and C2 pin one

end of the primary at 0 V. Q1 switches
the other end of the primary winding
from 0 V up to 165 V for 8 µs; then back
to zero for 7 µs. Then Q2 switches on and
pulls the primary down to negative
165 V for 8 µs, then back to zero for 7 µs
again, and so on. This is repeated at a
33 kHz rate. This push-pull action
applies the quasi-square-wave voltage to
the power transformer primary, and the
transformer lowers it to around 31 V on
the secondary. The diodes full-wave
rectify the 33 kHz into a 66 kHz pulse
train. Then the LC filter extracts the
14 V dc component. During all this, the
maximum expected switch currents are
just under 4 A, less than 40 % of the
device rating. Lots of margin here! I
made no changes in the Q1 and Q2 half-
bridge circuit topology, the factory
approach was fine.

Continuing on our journey through
the ATX, we now arrive at the stage that
drives the high voltage transistor
switches.

Base Drive Circuit
The base drive circuit in conjunction

with power transformer T1 is a current–
driven variant of the famous Royer Os-
cillator (circa 1954, see Fig 5), a free-run-
ning magnetic oscillator that displays an
ingenious combination of proportional
base drive, current sense imaging and
input-output ground isolation by virtue
of transformer action. It also has the
unique and valuable property that the
free-running mode can be slaved to a
PWM drive with just a few parts. When
the ATX is first energized and as C1 and
C2 charge up, the 330 kΩ collector-base
leakage resistors start both Q1 and Q2
conducting. One transistor always con-
ducts ever so slightly more than the
other, due to different betas.

For the moment, assume that Q1 con-
ducts more. This forces a small current
through the single-turn primary of T2,

Figure 3—Rewound power transformer T1.
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Fig 5—Simplified circuit of the Royer magnetic power oscillator. Fig 6—Switch current turn-on envelope.

Fig 4—Half-bridge converter topology.

and by transformer action 1/5 of that cur-
rent is driven into the base of Q1 pro-
viding positive feedback. In a fraction
of a microsecond Q1 snaps on and Q2 is
cut off. Now there is a full 165 V across
the T1 primary and T1’s core flux starts
its long slow climb. Simultaneously, the
magnetic flux in the base drive trans-
former (BDT) T2 is integrating up to the
saturation level. For a properly designed
BDT, this should take about 19 µs then
the field collapses and all windings re-
verse their polarity. Once again, from
positive feedback, Q2 snaps on and Q1
is cut off, and the flux integrates down
the other side of the BH curve, until it
saturates and flips again—flip-flop,
flip-flop, flip-flop, and so on.

After several dozen cycles the house-
keeping voltage is up to a nominal 17 V
and the PWM controller takes over. The
PWM forces the flux trajectory in little
T2 to operate on a minor loop well
within the saturation limits of the core
material. This is essential. The PWM
must run at a shorter on-time, around
13 µs max, to be able to reverse T2’s
polarity prior to saturation to achieve
pulse width control. Normal PWM con-
trol will never exceed 13 µs on-time.

Big Trouble On The ATX—
Power Transformer Saturation
During Start-Up!

During startup it is essential that
the saturation time of base drive trans-

former T2 is considerably shorter than
power transformer T1; otherwise if T1
saturates first, Q1 and Q2 will be con-
ducting into a dead short across one of
the filter caps and the collector currents
will be huge. This is a serious potential
failure mode.

This is exactly what happened in my
ATX! It was caused by a sloppy design
of T2. The factory base drive trans-
former had way too much flux capacity.
Notice in Fig 6 that Q1 and Q2 collec-
tor currents hit 35 A peaks from this
revolting development! Keep in mind
that we are viewing an envelope of doz-
ens of switching cycles, on the order of
ten times the normal switching period
of the regulator.

Obviously, the main power trans-
former is saturating before the base
drive transformer does. Note that this
phenomenon is not the inrush current
into C1 and C2. The power transformer
must never saturate, at start-up or at
any other time.

The large start-up hump occurs as
the main power stage oscillates in the
free-running mode before the PWM cir-
cuit can take control. Once the PWM
comes alive, the switching period and
duty ratio are controlled by the feed-
back loop and the current envelope sta-
bilizes at a nice safe low level as shown
in Figure 8. The BDT must saturate
first, so that the switches are only con-
ducting the magnetizing current of
power transformer T1, instead the un-
controlled dead short current of the pri-
mary dc resistance during saturation.
The main power transformer must not
saturate at all. Ever!

The factory BDT was of E-E ferrite
core construction with too much core
area and twice the number of turns it
should have had. Tests revealed satu-
ration time in excess of 70 µs. I had to
redesign it for shorter saturation time,
target 19 µs, to insure that it would
saturate first and prevent huge switch
currents. The new saturation time
would have to exceed the longest ex-
pected on time during TL494 control
(around13 µs). I wound the new T2 on
a little cheerio-size ferrite toroid from
the junkbox (actually, I cut it out of the
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Fig 7—New base drive transformer T2
(around 0.5 inches in diameter).

Fig 8—Switch current envelope with new
T2.

kitchen telephone!). This new BDT has
1/2 the core area and 1/2 the number of
turns of the factory BDT. Hence it will
saturate in about around 1/4th the time.
The new turns ratio is 18:5:1—perfect
for this application. Now for the perti-
nent calculations.

Once again, we invoke Faraday’s law,
except this time we calculate the satu-
ration time instead of the turns:

∆T = N • Core Area • ∆B • 1E-08 / E,
  all parameters except ∆T are known

E was measured around 2.7 V, Core
  Area = .118 cm2, N = 5 turns, ∆B =
  7500 Gauss (measured)

Solving for ∆T, we get about 19 µs.
Since the controlled pulse width will
never exceed 13 µs, there is adequate
margin.

With the new BDT (Fig 7) in place,
the start-up current envelope ampli-
tude is much lower. The remaining
hump is probably the output filter
charging up, and since it was no longer
a reliability issue, I did not investigate
further.

These fascinating switch current
profiles (Fig 8) were observed by install-
ing a pair of 100:1 current-sense trans-
formers in the collectors of Q1 and Q2.
The transformers were diode-ORed into
a single 100 Ω resistor to sum the al-
ternating images of the switch currents
together and produce the well known
pulsating input current profile of the
buck regulator. Since each core resets
its flux against the PRV of the 1N914
diode on a cycle-by-cycle basis, the re-
sultant voltage across the 100 Ω is truly
a dc image of the switch currents. This
cannot be done with a single core. You
need two separate cores to create a dc
image as shown in Fig 9. This technique
was invented by Dr. Loman Rensink in
1979. When you get the ATX running
okay, look for the image of the input cur-
rent at full load shown in Fig 10.

Note that the DCCT is not required
for ATX operation. I used it strictly
for diagnostic purposes. The image of
the summed switch currents is the
heartbeat of the buck regulator and is
without question the single most use-
ful waveform to judge the health of
regulator operation. Switching times,
output load and flux balance of T1 can
be instantly evaluated at a glance.

Slaving the Base Drive
Transformer to the PWM

Once the power oscillator is free run-
ning, the next step is to take control of
the switching to achieve pulse width
control. Fortunately, the Royer oscilla-
tor can easily be slaved to an external

the one-turn loop reversed, the oscilla-
tor will not start and it will not respond
to external PWM drive. I found that out!
Continuing our journey, the next stage
is the PWM controller.

The TL494 PWM Controller IC
The ATX came with the Texas In-

struments TL494, a push-pull voltage
mode PWM controller that includes two
genuine op amps, a voltage reference
and digital logic for the A and B drive.
A well designed, reliable controller, it
has enjoyed widespread use for several
decades.

The ’494 is used here to generate the
active-low PWM pulses that drive the
base drive circuit. Please refer to the
Fig 17 schematic for more detail. I will
not review the detailed timing diagrams
of the TL494 beyond that of the basic
operation of a generic pulse width
modulator. The datasheet can be down-
loaded from the TI Web site. Intimate
details of the controller function are
beyond the scope of this presentation.

Fig 12 provides the timing diagram
of the pulse width modulator function.
A periodic 66 kHz sawtooth ramp is fed
into the negative input of the compara-

Fig 9—Dc current transformer assembly.
Each toroid core is only 375 mils in
diameter.

Fig 10—Buck regulator input current
image.

waveform. Synchronizing the BDT to a
pulse width modulated waveform sim-
ply boils down to overpowering the net
magnetizing current in the core, which
reverses the magnetic flux trajectory in
the core material prior to saturation.
During the conduction pulse, the BDT
primary current amp-turns equals Ic
times one-turn plus the magnetizing
current Im ; subtract Ic /5 coming out of
the dot times 5 turns. The remaining
current is simply Im referenced to one
turn. Since this is a high permeability
core, the magnetizing current is just a
few percent of the switch current Ic. All
of this is just another example of how
for any core and coil construction, the
core material “sees” only the magnetiz-
ing current applied and nothing else.

The primary winding of 18 turns pro-
vides an 18-to-1 leverage to stop and
reverse the direction of magnetic flux
in the core. This causes T2 to operate
on a minor BH loop, forcing the mag-
netic flux to reverse on a cycle-by-cycle
basis before the core saturates, taking
only about 20 mA to flip the core. This
is really slick. Whoever invented this
circuit (see Fig 11) is a genius. This is a
truly elegant design! I have seen its
widespread use in the world of off-line
switchers. Only the base drive trans-
former T2 was modified in this section,
the rest of the factory circuit was un-
changed.

Incidentally, if you get the phase of
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Fig 11—Base drive circuit (simplified).

Fig 13—ATX control loop.Fig 12—TL494 PWM timing diagram.

tor. Control voltage Vc is fed into the
positive input of the comparator. The
comparator output goes high when the
control voltage exceeds the ramp volt-
age. The high state corresponds to a con-
duction pulse of one of the transistor
switches Q1 or Q2. Notice how the pulse
width decreases as the control voltage
Vc increases. This negative sloped PWM
introduces a 180° phase inversion into
the control loop; and forces the opamp
to be configured in the non-inverting to-
pology. This crucial detail is included
in the control loop analysis by putting
a negative sign in front of the modula-
tor slope km.

Internal steering logic alternates the
conduction pulses between the A and B
outputs to implement the push-pull
drive required by the half-bridge power
stage. If you want to run the pulse width
to zero just pull the comparator output
(pin 3) above 3.5 V.

ATX current limiting was imple-
mented by sampling the image of the
switch currents that appear at the cen-
ter tap of T2, and feeding that voltage
to the second opamp inside the ’494.
When it exceeds 5 V, the second op-amp
takes over control of the PWM compara-
tor to reduce the duty ratio and limit
the output current.

R10. adjusts the current limit.

Control Loop Considerations
The objective of the feedback control

loop is to maintain constant
13.8 V dc output under all conditions.
Since we expect variations of the nomi-
nal 120 V ac 60 Hz input power from
100 V ac up to as high as 140 V, and
load variations from zero to 20 A maxi-
mum, the control loop must adjust the
pulse width to any value necessary to
keep the output constant. In perfect
world, there would be zero error in the
13.8 V output, no matter what the de-
mands were.

Since we are not in a perfect world,
we must compromise, but we still can

set a realistic goal for loop performance
that will deliver superb dc regulation
and fast correction in response to load
or line disturbances. That demands high
loop gain at dc, and in the frequency
range of the expected disturbances, the
low audio frequencies. The worst of-
fender is the 120 Hz ripple that appears
across T1 primary caused by droop in
the main storage caps C1 and C2.

This ripple is about 25 V peak-to-
peak at maximum load, and if the feed-
back control loop did not correct for it,
this 120 Hz ripple would be trans-
formed down to 4 V p-p riding on the
13.8 V dc output level.

You can demonstrate this by control-
ling pin 3 on the TL494 with a dc bench
supply set to about 2.5 V, to manually
control the pulse width, and the 120 Hz

ripple appears on the output. When you
disconnect the clip lead, the control loop
automatically takes over and the ripple
vanishes!

The ac circuit model for a buck regu-
lator is simply the LC output filter pre-
ceded by a linear gain. The linear gain
is the product of the input voltage, turns
ratio, duty ratio (D) and km, the pulse-
width-modulator slope. This is the gen-
eral ac model for any transformer
coupled buck regulator. All that one
need do is fill in the appropriate con-
stants.

The buck regulator control loop (see
Fig 13) falls into the category of a
sampled data system, and as such, is
limited by Shannon’s sampling theo-
rem, which states, among other things,
that the maximum bandwidth is one
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half the switching frequency. It all boils
down to a rather simple criterion: if
there is adequate phase and gain mar-
gin below 33 kHz, the loop will be stable.
This is exactly the situation we have
here.

Vo / Vc = kmVm D Ns / Np • H(s), where
  Vc is the control voltage.
  = – .3 • 165 • .5 • 31 / 165 • H(s)
   = – 4.7 • H(s)

As shown, the transformer-coupled
buck regulator forward transfer func-
tion has a linear gain of negative 4.7.
The 180° phase inversion is caused by
a negative PWM slope, followed by an
LCR network. The feedback compensa-
tor is the op amp in the TL494; config-
ured as an integrator and used to close
the loop and deliver optimized perfor-
mance. The compensator has a zero
placed at the corner frequency of the
LC filter, yielding superb dc accuracy
and excellent transient response, equal
to anything a typical HF transceiver
can throw at it.

Backing up for a minute, let’s take a
closer look at the output filter as shown
in Fig 14. In the real world you need to
add a second smaller LC clean-up fil-
ter to clobber nasty little switching
spikes that sneak through the winding
capacitance of the main filter inductor.
The corner frequency of the second LC
is chosen to be ten times higher than
the first one, to keep total phase shift
manageable. It turns out this is quite
adequate. Now let’s run a computer
model of the dual-section output filter
including the inductor dc winding re-
sistance and capacitor equivalent series
resistance. Note that this is only the
two-stage output filter, the negative 4.7
scalar function is added later, in the
complete control loop model.

In any control loop, the mere pres-
ence of cascaded LC sections always
conjures up the specter of instability—
360° phase shift can make for a control
system nightmare. It didn’t happen.
Even with the two LC sections, the to-
tal phase shift is less than 135° out to
the Nyquist limit, and beyond. What a
delightful turn of events! It means that
stabilizing the loop will be easy. The
equivalent series resistances of the fil-
ter capacitors limit the ultimate phase
shift to considerably less than 360°, so
we could close the loop with a simple
linear gain if so desired.

The problem is, if we close the loop
with a gain of one, there would only be
13 dB of loop gain in the low audio fre-
quencies, where most expected distur-
bances will occur. The 120 Hz spectral
line is the big troublemaker and 13 dB
is just not enough. Even though the loop
would be stable, its error-correcting per-
formance would be woefully inadequate.

The whole purpose of feedback control
is to correct for all disturbances and
maintain a controlled output. In this in-
stance, we need a lot more loop gain in
the low audio frequencies.

What would be the best approach to
conquer this problem? Suppose there
were a way to tip up the flat slope of the
amplitude curve below the first LC cor-
ner at 700 Hz to match the single-pole
slope above 700 Hz without degrading
the phase margin ? We need more gain,
and we sure don’t need more phase lag
to bugger up the phase margin.  The so-
lution is one often used in the nether
world of classical control theory:

Why Not Artificially Increase
The Order Of The System
By One?

Yes. Make the compensator an inte-
grator with a well-planted zero. Just
plant the zero right on top of the corner
frequency of the first LC section right
at around 700 Hz, as shown in Fig 15.
In this case, the negative 4.7 factor is
modeled with an inverting amp even
though the second op-amp is not present
in the circuit.

Now we have lots of loop gain
(> 40 dB) in the low audio region, along
with superb dc accuracy, and adequate
phase margin out to and beyond one-
half the switching frequency. Fig 15 dis-
plays a zero-dB crossover at 5600 Hz

with a phase margin of 67°. With the
control loop configured as shown, per-
formance is impressive! The closed loop
totally tracks out the nasty 120 Hz
ripple; with a 20 A load, I measured the
output noise and ripple at down around
50 mV. Classical control theory predicts
that error correction is just one divided
by the loop gain at the frequency in
question. So then, since the loop gain is
40 dB at 120 Hz, we divide by 100, which
means that 4 V of output ripple is re-
duced to 40 mV. This loop also exhibits
excellent transient performance—key-
ing my Kenwood TS-430 to full power
CW steps the load current from 1.5 A to
17 A dc, and the output dips less than
100 mV, with no undershoot or ringing.

 This is impressive performance by
any standard! Keep in mind all this
mathematical machinating is only a
computer simulation; to actually mea-
sure the loop dynamics would require a
$50,000 network analyzer.

Imagine that; $50K in test equip-
ment to test a one dollar junkbox ATX.
Only in ham radio!

Output Filter Magnetics
Design Et. Al.

The original factory output filter re-
lied on multiple windings on a single tor-
oid core to satisfy the 5 V, 3.3 V, and
12 V output filter inductor requirement.
Although I could probably get away with
re-using the choke with no changes, I

Fig 14—AC model of the dual-section output filter.
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Fig 15—Total control loop model.

wanted a close look at optimizing this
part for the new 14 V, 20 A application.
Before we get into all the close detail on
inductor redesign, it is prudent to dis-
cuss the subject of ripple current in the
output inductor.

Ripple current occurs when an induc-
tor is subjected to an ac voltage. When
it is a square wave, the resulting cur-
rent is simply a triangular waveform.
Following the relation of V = L•di/dt,
the current is simply the integral of the
voltage over time, divided by the induc-
tance value, plus the constant of the dc
output current.

Notice in Fig 16 that the output
choke ripple current and capacitor
ripple current are identical but inverted
from one another. The capacitor is forced
by Kirchoff ’s current law to submit to
the inverse of the inductor current im-
age in order to maintain the output cur-
rent at a flat dc value. As we will find
out later, it is wise to choose an induc-
tance large enough to keep the ripple
current about one-tenth of the maxi-
mum expected dc load value.

Of all the constraints that affect the
output filter, ripple current is always the
most stringent. The casual observer
would never expect this, but it turns out
that ripple current is an extremely im-
portant consideration. It impacts con-
trol loop dynamics, inductor core loss,
output voltage ripple, minimum load cri-

teria, and determines the selection of
the filter capacitor connected to it.  Mini-
mum load is the criterion that sets the
inductance value.

I chose 1.2 A dc as the minimum load
value, since that is what my TS-430
pulls on receive.

Ripple current is double the dc mini-
mum load:

∆I = 1.2 • 2 = 2.4 A p-p

Now calculate L:

L = V • dt/di = 14 V • 9 µs / 2.4 A =
  52 µH

The next step is to see if we can first
achieve a 52 µH build on the original
factory core at the low current level of
1.5 A, then re-calculate the inductance
at the full 20 A load.

First, I cut off all the windings, re-
vealing a yellow-white core; this color
coding identified it as a Micrometals
powdered iron #26 material, widely used
for dc inductor applications. Lots of flux
capacity; Bsat almost 13 kilogauss, more
than three times the saturation level of
ferrites. We can make a nice compact
choke with this!

After measuring the core dimensions,
a quick check of the Micrometals cata-
log identified the core as T90-26.
Micrometals specifies the T90-26 core
Al value at 70 µH per turns squared.
Now armed with all core parameters

and material characteristics, it was time
to design a new output choke. The ob-
jective was to get 52 µH at low current,
then recalculate the inductance at a dc
bias of 20 A; and see if we still have
enough left to have adequate voltage
attenuation, and that we haven’t moved
the LC corner frequency too high to jeop-
ardize the loop stability.

L = Al • N2 = (31 turns)2 • 70 nH /T2 =
  53 µH, this is close enough.

Now we calculate the reduction in
inductance at the 20 A level using
Amperes law:

Hc = .4π • N • Idc / lc

where Idc is expected max dc current and
lc is the path length of the core.

Hc = 0.4π • 31 turns • 20 A / 5.8 cm  =
134 Oersteds

Micrometals’ permeability chart re-
veals that the -26 material retains 24%
of original permeability at 134 Oersteds,
leaving us only around 13 µH at full
load. Two things occur in this condition:
the ripple current goes up by a factor of
four and the corner frequency moves up
by a factor of two. Turns out that both
of these are of little consequence and can
be easily tolerated. Although not pre-
sented here, the loop dynamics change
slightly but there is still adequate phase
margin, and the ripple current, although
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Fig 16—Ripple current in the output filter
components.

now up to 10 A p-p occurs only for short
duty cycles and will not cause excessive
heating in the windings or the ESR of
the output filter capacitor.

Output Filter Capacitor
Considerations

The next step is to select the output
capacitor—why not just re-use the
1000 µF capacitor left over from the 12
V output circuit ? For a quick check of
attenuation—53 µH and 1000 µF yield
a corner frequency of around 700 Hz.
This is greater than 90 times lower than
the 66 kHz PRF—we’ve got plenty of
voltage attenuation. Even at maximum
load the corner frequency will go up to
1400 Hz, and this is still low enough. A
typical ripple current spec for this
part (1000 µF / 16 V dc) in aluminum
electrolytic is about 2 A p-p. I had to
wonder—can the output capacitor with-
stand the 2.4 A p-p ripple current ? Well,
so far it has.

Fig 18A—Schematic of modified
power supply.

Fig 17—Output filter section.
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Several hundred hours of operation
and it doesn’t even get warm. Nor has
it failed. It seems to me that excessive
ripple current would overheat the ca-
pacitor, however, we are not experienc-
ing any overheating. It does not even get
warm to the touch. So it looks like the
2.4 A of ripple current will cause no real
harm.

For those interested, you can view
the image of the inductor ripple current
that passes through the ESR of the big
filter capacitor by simply looking at the
miniscule ripple voltage across it! Set
your Scope to ac coupled at about
100 mV per division and clip the probe
across the capacitor. Now load the ATX
to 3 to 4 A, and observe a triangular
voltage waveform shaped much like
those in Fig. 16, plus the inevitable
switching spikes that lurk inside all
switching supplies. The amplitude will
be about 100 mV or so. Now step the
load up to 18 to 20 A. The peak-to-peak
amplitude will triple, demonstrating
how the choke drops in value under
heavy dc current; causing the ripple cur-
rent to increase by the same factor. As
stated before, this phenomenon will
cause no real degradation in ATX
performance.

Test Results
The output voltage was adjusted to

13.8 V dc via R5. The output maintained
a constant 13.8 V as the ac input was
cranked up from 95 to 140 V ac. The
lowest I could go and still maintain
regulation at 20 A load was 95 V ac. This
is more than adequate and will outper-
form a linear supply “hands down.” Be-
low 95 V, the duty ratio maxed out, and
120 Hz ripple began to show up on the
output. Try to pull 20 A out of your RS-
20 at 95 V ac input and see what you
get! Noise and ripple at a 20 A load was
less than 100 mV p-p. Transient re-
sponse to a step load was less than
100 mV change for a step load of 1.5 to
17 A. In my opinion, this performance
is far and away more than adequate for
any modern 100 W HF transceiver.

Thermal Overload Considerations

Even though the electrical design of
the ATX can accommodate a 20 A load,
it will overheat if loaded to 20 A con-
tinuously due to heat transfer limita-
tions. The heatsinks and fan are
inadequate to get the heat out of the box.
To make the fan noise tolerable, I slowed
it down to whisper-quiet (7 V dc) with a
series resistor. The factory heatsinks are
low-cost aluminum stampings that re-
quire lots of air movement to dissipate
heat. Extruded heatsinks are great per-
formers, but cost a lot more than el-
cheapo stampings. My ATX had the
stampings. Bench testing the ATX withFig 18B—Schematic of modified power supply.
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an 11 A dc resistive load resulted in the 
output rectifier heatsink rising to and 
stabilizing at 140° F. The output 
rectifier heatsink is the ATX hot spot! 
Running all day long at 11 A, the tem-
perature never exceeded 140° F. The 
typical 100 W HF Transceiver draws 
roughly 10 A average during SSB TX. 
Current drain varies in the 3 to 20 A 
range, but averages typically around 
10 A. With the possible exception of 75-
meter phone nets, no one engages the 
PTT button 100% of the time, hour af-
ter hour. So then, for the sake of argu-
ment, let’s say the most extreme load is 
10 A, 50% of the time—5 minutes TX, 5 
minutes RX. This is still a lighter load 
than a continuous 11 A load, and conse-
quently, the ATX will not overheat in 
normal transceiver use. 

I tested three 100 W HF transceiv-
ers—TS-120, TS-430 and Corsair II—for 
their current drain while running full 
power into a 50 Ω dummy load. Even 
for a windbag like me with speech pro-
cessing engaged, the average current 
level hovered around 10 A. I placed ther-
mocouples inside the ATX to monitor the 
most critical components’ temperatures 
and found that the heatsink for the out-
put rectifiers exhibited the greatest 
temperature rise. 

Even during effusive monologues, it 
never got above 120° F. This is quite 
safe. I have not tested the ATX at 
15 A full time—it will never be stressed 
to that level while powering a 100 W 
SSB transmitter. Admittedly, this is an 
area that needs more consideration, but 
the ATX performance as described is to-
tally adequate to meet my original de-
sign objective. At a later date I may add 
a simple thermostat circuit to switch the 
fan to high speed if the box gets too hot. 

EMI / RFI Victory 
During the long weeks of bench test-

ing, I would monitor 40 meters on my 
HF radio across the room. The receiver 
would howl and screech from the har-
monics and spurs radiated by the ATX. 
The original factory circuit had no RFI/ 
EMI filters on the ac input. As men-
tioned earlier, choke locations were 
jumpered over with bare wires. First I 
installed separate 11 µH chokes (these 
were the former 12 V output chokes) in 
each leg of the ac just before the 60 Hz 
mains rectifier, and shunted a .47 µF 
capacitor across the ac line. There was 
no improvement, so on a whim I added 
a junkbox common-mode choke in the 
ac line. The RF hash nearly vanished. I 
was astounded! I never expected such 
dramatic improvement. I added another 
common-mode choke in the 14 V output 
lines and all RF hash disappeared. 

I’m still testing, but methinks we got 
this one clobbered. There is a lot more 

to common-mode filtering than meets 
the eye. I also added ferrite beads right 
at the red and black binding posts for 
good measure. In recent days I have had 
occasion to inspect several commercial 
grade off-line switch-mode power sup-
plies and they had two cascaded com-
mon-mode filter stages on the ac input. 
Looks like someone else has been down 
this road before. 

Failure Department 
The biggest pothole on the ATX Vic-

tory Road was Schottky rectifier failure. 
With the first snap-on start up with the 
new transformer, the main ac fuse blew. 
The Schottky output rectifiers were 
dead shorted, and as a bonus Q1 and 
Q2 were blown open circuit. It turned 
out that re-using the original factory 
Schottkys for the main high current 
output rectifiers over-stressed their re-
verse voltage rating. For a 5 V output 
configuration, a common PRV value for 
high current Schottky rectifiers is 
around 40 V. With our 31 V secondary 
windings the diodes must withstand 
62 V (plus a bit more for inevitable 
switching spikes). A 100 V rating would 
be reasonable. I substituted 20 A, 200 V 
fast-recovery silicon rectifiers from my 
junkbox. They exhibit a bit more for-
ward voltage drop, but this failure mode 
has not re-occurred. 

Conclusions and 
Recommendations 

This ATX journey has been an en-
grossing adventure. What a kick it was 
to take a crumb from the table and make 
a unique project out of it. This has been 
one of my most fun projects in a long, 
long time. There were so many sur-
prises! I never expected that the con-
trol loop would be so fast that the 
120 Hz ripple is effectively cancelled out. 
I was really impressed that the output 
voltage drop from a 17 A step load was 
less than 100 mV. Offhand, one would 
not expect such excellent performance 
from an LC output filter with small en-
ergy storage. In fact, the diminutive size 
of the two output capacitors really 
amazed me. I still don’t see how such 
small parts can deliver such superb 
filtering. This is a marvelous demonstra-
tion of a fast, wideband control loop do-
ing all the hard work, proving that you 
don’t need a lot of stored energy in the 
output filter to respond to fast and 
heavy current demands. 

Another pleasant surprise had to do 
with the housekeeping power. The fac-
tory design powered the TL494 with a 
nominal 15 to 20 V dc from flea power 
windings on the main power trans-
former. Those windings were simply 
peak rectified and run into the ’494 with 
a minimal RC decoupling filter. I would 

have expected logic disruption from 
switching spikes getting into the PWM 
controller, but that has not happened. 
Since it worked, I left it alone. I am most 
impressed with the stout behavior of the 
TL494 in this regard. 

As to RFI / EMI issues, the calming 
effect of common-mode chokes on both 
the inputs and outputs was truly amaz-
ing, I never would have expected such 
superb filtering. This phenomenon de-
mands more research! 

The overall ATX performance is most 
impressive and exceeds the require-
ments of any modern 100-W HF trans-
ceiver. This is not the ultimate power 
supply nor was it ever intended to be. 
This project was a compromise! I started 
with a junkbox ATX, incorporated a few 
minor 5-minute mods and ended up 
with a switching supply that will hold 
its own with any commercially available 
unit. The ATX transient response far 
and away outperforms my Astron 
SS-18 and SS-30 boxes. 

What do I recommend ? Well let’s 
see—if you have an interest in pursu-
ing an ATX conversion, I recommend 
finding a candidate with the earmarks 
of quality engineering and construction. 
Look for a unit with the TL494 control-
ler, 470 µF main filter capacitors, an ac 
rectifier bridge of at least 4 A or so, and 
RFI filter chokes on inputs and outputs. 
If they bothered to put in a common-
mode choke on the ac input, then the 
rest of the ATX will be of good quality. 
Look for 2SC4107 or 2SC2625 switch-
ing transistors. If you have gotten this 
far, you are on the right track. 

Dead ATX boxes can be obtained for 
pennies from computer repair shops or 
hamfests. Three or four of them should 
provide all the parts you need. Don’t for-
get safety. There are lethal voltages on 
the circuit board! You can really get 
“fried” with 340 V dc! I taped a 5-mm 
plastic sheet to the foil side to limit the 
possibility of electrocution. I only got bit 
a couple of times while poking around! 

It is also prudent to run the TL494 
from a bench supply until the loop is 
stable and working correctly before you 
snap on the ac switch! I found a Variac 
to be invaluable.

 Keep on homebrewin’! 

Old ’ZZ wound coils in the magnetics lab 
of a now-defunct aerospace company for 
many long years, exploring hidden 
worlds, desperately seeking to part the 
veil of ignorance held by a coercive force. 
He is now retired with his memories, his 
cigars, and his shortwave radio. You can 
contact the author at the addresses 
shown at the beginning of this article, 
or find him on 7198.6 kHz during most 
daylight hours in Southern California. 
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A New Approach to Modulating

the Class E AM Transmitter


Homebrew a high performance modulator using switch-mode 

technology. There’s a movement going on to populate the 

AM bands using low-cost technologies. Get on 

board with a tall signal for short money. 

The method commonly used to 
modulate a class E/F AM trans-
mitter requires a dc power 

supply and an open-loop audio modu-
lator. While this method is easily 
implemented and can produce quality 
audio, it is an expensive proposition. 
The expense resides in the power sup-
ply transformer and filtering capaci-
tors. A large 60-Hz transformer is used 
to provide isolation and reduce the 
voltage to a level required by the 
class-E RF deck. The reduced voltage 
is then rectified and filtered. The 
filtering requirements are quite strin-
gent in that any 60- or 120-Hz compo-
nents of power supply ripple on the dc 

21 Moorland Drive 
Uxbridge, MA01569 
yzordderrex@verizon.net 

By Bob LaFrance, N9NEO


bus will be observed in the demodu-
lated audio. This filtering requirement 
translates into cost, volume and 
weight issues related to both the fil-
ter capacitors and power transformer. 

The new approach is to use high fre-
quency switching technology with a 
closed feedback loop. The need for a 
large 60-Hz transformer and a large 
bank of filter capacitors disappears 
when this approach is chosen. In ad-
dition to these benefits, the modulat-
ing voltage is easily selectable by 
simple turns ratio adjustment con-
trolled by the builder. The high fre-
quency transformer can be wound in 
a step-down or step-up configuration. 
Class-E mobile operation can be eas-
ily implemented with a step-up design. 

The full bridge, phase shifted, ZVS 
resonant supply topology was chosen 
to implement the modulation in a 

300-W (PEP) push-pull class-F trans-
mitter. This supply can easily be scaled 
to provide full legal limit power capa-
bility. The cost of putting a high fre-
quency modulator together should be 

Fig 1—Schematic of simplified full-bridge 
switching arrangement. 
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Fig 4—Current directions. 4A—in active state, 4B in zero state.

Fig 3—Key voltage waveforms.

Fig 2—Full bridge with MOSFET switches and transformer primary load.

near $100, regardless of the power
level chosen. Fortunately for us there
exists a class of power supply control
chips required to implement this
modulation strategy, so our job be-
comes that much easier.

Theory of Operation
Fig 1 depicts a full bridge switch-

ing arrangement. It consists of a dc
source and four switches wired in an
H configuration with a resistor load.
A square-wave output can be easily
produced across the resistor. If we turn
on switches A and D we will apply the
full dc voltage across the resistor in
one direction. If we turn on switches
B and C we will apply the full dc volt-
age across the resistor in the opposite
direction. If we toggle between these
two states we will effectively produce
an alternating square wave voltage
across the resistor. Both of these states
are called active states in that power
is being transferred to the load. There
are also two states the switches may

be in where no power is being trans-
ferred to the load. These states are
with switches A and B both on, or
switches C and D both on. These are
called zero states. It is with a precise
combination of active states and zero
states that we are able to create the
necessary modulating voltages to

drive the class-E transmitter.
It is worth mentioning that

switches A and C or switches B and D
should never be on at the same time.
These states are to be avoided, as they
will cause a large current to flow
through the pair and will certainly
destroy the switches. The particular
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QX1104-Lafrance06

Fig 5—Circuit with auxiliary commutating
inductor.

Fig 6—Bus structure layout (drawn by Robin LaFrance).

implementation chosen uses pulse
transformers to drive the MOSFETs.
This method will ensure these un-
wanted states are avoided.

Armed with both active states and
zero states, we have all that is neces-
sary to create any voltage we desire.
The manner in which we create a par-
ticular voltage is by changing the
phase relationship between the switch
pairs. As previously described we can
create a square wave of maximum
amplitude by toggling between the two
active states. Similarly we can create
zero voltage across the resistor by tog-
gling between the two zero states. No-
tice that when we toggle between the
two active states the switching be-
tween the left pair of switches and the
right pair of switches is 180° out of
phase. When we toggle between the
two zero states the phase relationship
between the two pairs of switches is
zero. If we control the switching so that
the phase relationship between the two
switch pairs is 90°, we will still see the
full bus voltage across the resistor, but
for only half of the time. We are effec-
tively controlling the voltage across the
load by controlling the phase relation-
ship between the switch pairs. It is this
method of controlling the voltage that
gives us the name Full Bridge Phase
Shifted power supply topology.

In Fig 2 we have replaced the re-
sistor load with the primary of a trans-
former, the switches have been re-
placed with MOSFETs and the sec-
ondary side of the transformer is
rectified and filtered before being con-
nected to the load. Notice the diodes
connected anti-parallel to the
MOSFETs. These diodes, called body
diodes, are intrinsic to the MOSFET
manufacturing process. That is, we get
them for free. You will soon see that
these diodes are very useful.

Fig 3 shows the voltage waveforms
observed across the transformer pri-
mary, rectifier output and filter out-

put with varying phase relationships.
It should now be evident that with
rectification and filtering we can cre-
ate any voltage that we wish.

There are some interesting subtle-
ties concerning switching from one
state to another which you should be
aware of. Zero Voltage Switched (ZVS)
converters, much like a class-E RF
deck, depend on the voltage across the
transistor being zero when switched
on. This condition reduces switching
losses and makes high frequency op-
eration possible. Another benefit of the
resonant switching is a reduction of
spurious noise. This noise can cause
havoc with control circuits.

Refer to Fig 4A. Assume that we are
in an active state with MOSFETs A and
D on, and current is flowing in the pri-
mary path as shown. We will enter a

zero state by turning MOSFET D off.
Since the transformer path is of an in-
ductive nature, the current through it
must continue to flow. The current that
was flowing through MOSFET D will
now commutate to the body diode across
MOSFET B. It is the body diodes that
clamp the transformer voltage to the dc
bus. Without them MOSFET destruc-
tion is assured. There are parasitic
capacitances related to both the trans-
former and MOSFETs B and D that
must be charged before the diode across
MOSFET B will become forward biased
and conduct. The resonating inductor
helps to store the energy required to
charge these capacitances. A finite
amount of time is required to charge
the parasitic capacitances and this time
varies based upon the current level.
Resonant switching requires that we
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Fig 7—Schematic, resonant modulator control board.
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Fig 8—Schematic, resonant modulator power section.

Fig 10—Triangle wave—upper is output, lower is reference.Fig 9—Commutating inductor current, 1A/div.

wait until the diode across MOSFET B
is conducting, and the voltage across the
MOSFET is very small, before we turn
on MOSFET B.

Attention must be paid to these tim-
ing considerations, called commutation
delays, in order to successfully imple-
ment resonant switching. Luck is once
again on our side and this is a relatively
easy task to manage. Since the RF deck
appears as a resistive load to the modu-
lator, the output current of the modu-

lator is then proportional to the audio
input command. We can then directly
modulate the commutation delays with
the audio signal. Assume that we are
now in a zero state with MOSFETs A
and B on—no energy is being trans-
ferred to the output. The current will
circulate along the path of MOSFET A,
diode B, and the transformer primary.
When it is time to enter the other ac-
tive state MOSFET A will turn off, and
after the programmed commutation

delay, MOSFET C will turn on.
MOSFETs B and C are now supplying
energy to the output. Notice that the
zero states are entered when MOSFET
D or MOSFET B turns off, and active
states are entered when MOSFETs A
or C are turned off.

There is always more primary cur-
rent circulating in the transformer
when the active state is left, rather than
when it is entered. The commutation
delays can be adjusted for this differ-
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Fig 11—Square wave—upper is output, lower is reference. Fig 12—4 kHz sine wave—upper is output, lower is reference. 

ence in resonating current. The com-
mercially available control chips are 
capable of programming these delays 
independently. At very low current lev-
els there may not be enough energy 
stored in the magnetic components to 
properly commutate the switches. 

The argument has been made that 
the switching losses will be low at low 
currents so it becomes less of a concern. 
I disagree with this philosophy—as 
noise is as much a concern as MOSFET 
losses, especially at the relatively low 
powers associated with ham radio com-
munications. This problem can be eas-
ily remedied by splitting the bus into 
two series capacitors. A commutating 
inductor is then connected between the 
center point of these two capacitors and 
the drain of MOSFET C, as shown in 
Fig 5. This inductor insures there will 
always be enough energy to commutate 
the passive to active transitions. The 
inductor should be chosen to provide 
about 1 A of commutation current. 

The output filter design is worth a 
few words. The filter capacitance is cho-
sen based on both the audio modulat-
ing frequency and the input impedance 
of the RF deck. It should be understood 
that the modulator is not capable of 
driving the voltage down on the output 
capacitor. It is the input impedance of 
the RF deck that discharges the capaci-
tor. The time constant of the output ca-
pacitor and RF deck impedance must 
be fast enough to prevent distortion at 
the bottom of the modulating sine wave. 
A time constant between 10 µs and 
20 µs, based on the RF deck input 
impedance, seems to provide a good bal-
ance between audio quality and switch-
ing noise. If switching noise is allowed 
to pass to the RF deck, there will be un-
wanted sidebands produced at mul-

tiples of the switching frequency. The 
filter inductor is then chosen to roll off 
the switching noise. The inductor 
should be chosen so that the filter poles 
are placed near 10 kHz. Do not place 
the filter poles any lower. This, along 
with a strategically placed resistor in 
series with the output filter capacitor, 
will prevent the filter phase angle from 
approaching 180° of phase shift and 
causing modulator oscillations. 

A series trap filter on the modula-
tor output, tuned to the switching fre-
quency, is used to further reduce the 
switching noise. Noise levels ap-
proaching 68 dB down at the switch-
ing frequency have been observed with 
the trap in use. 

Circuit Description 
U3-A is a differential audio ampli-

fier that takes a line-level input and 

Fig 13—Spectrum 
analyzer output. 
Switching noise at 270 
kHz is 67 db down. 

provides both gain and offset to drive 
the modulator input pin. The gain is set 
to about 2.5, while the offset is set to 
2.5 V by R15. A line level audio input 
signal will drive the modulator input 0 
to 5 V. Other strategies are easily imple-
mented and may prove more attractive 
based upon your particular audio pro-
cessing methods.  C14 and C20 provide 
a low pass filter function to roll off 
higher frequencies and provide immu-
nity to switching noise. 

U3-B is a differential amplifier that 
provides output voltage feedback to the 
controller. The pulse width modulator 
uses this feedback signal to keep the 
output voltage tracking the audio com-
mand signal. It is precisely this func-
tion which filters out the 120-Hz ripple 
voltage on the dc bus. The gain of this 
circuit determines the output voltage 
swing. I’ve chosen a 0-5 V input signal 
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to command a 0-60 V modulator out-
put. The gain necessary is then 60/5 or 
12. C16 and C24 provide switching
noise immunity. Care must be taken 
that these capacitors are not so large 
as to roll the feedback off early. If we 
prematurely lose the feedback, the 
modulator will increase the output volt-
age to compensate for the reduced 
gain—we will end up with an unwanted 
high frequency boost in the audio. While 
both the input and output circuits are 
at earth ground and theoretically a 
simple voltage divider would have 
worked as well, I’ve chosen to use a dif-
ferential amplifier in an effort to elimi-
nate any potential noise problems. R8, 
R9, and C13 provide compensation to 
prevent the system from oscillating. 

U2-A, U2-B, Q5, Q6 and the associ-
ated circuitry modulate the commu-
tation delay set pins on the controller. 
At low output currents, the delays are 
longer to provide the MOSFETs 
enough time to commutate. 

Component selection 
Control chip 

I’ve chosen to use the Unitrode/TI 
UC3875N power supply controller as 
it has integrated the necessary func-
tions, with the least amount of periph-
eral components. One precaution that 
should be taken is to insure that the 
amplifiers interfacing with the control 
chips can operate to near zero on both 
inputs and outputs. This will minimize 
any distortion at the bottom of the 
modulating envelope. Choose a rail-to-
rail type of op amp. In an effort to make 
the design suitable for mobile opera-
tion, I’ve chosen to use a single 12 V 
supply. 

MOSFETs 
When operating from 120 V mains, 

choose a MOSFET with a minimum 
voltage rating of 250 V. The current rat-
ing shouldn’t be larger than necessary. 
A smaller part will have less capaci-
tance and be easier to commutate. I’ve 

had success running the International 
rectifier IRFI644 parts. These parts are 
in a plastic overmold type package and 
require no insulating pad. The IRFI644 
part should do full legal power using a 
heatsink with less than 300 square 
inches area. 

Rectifiers 
Choose an ultra-fast rectifier with 

a peak voltage rating of 4 times the 
maximum modulator output voltage. 
The rectifier current rating should be 
near the maximum modulator output 
current. The rectifier losses can be 
substantial, so heatsinking is neces-
sary. 

Transformer 
The transformer design is straight-

forward, and almost any platform will 
do. I’ve run the ETD-44 platform using 
3F3 material, and toroids using both J 
material, and an EMI core of unknown 
permeability. Keep the flux swing to a 

Photo 2—Front panel showing indicators for bus voltage and 
modulation. 

Photo 1—Two little cores will support full PEP out. 

Photo 3—Back view showing audio input and output jacks for 
nanocompressor input and output. The BNC connector is the 
output to RF deck and monitor scope. The wires are to TB for Photo 4—Bottom view. The main transformer is on the right side 
transmitter keying. with the white dot on top 
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reasonable level and all is well. Some 
designers will insert a small gap in the 
core to prevent flux-walking. This oc-
curs when there is a dc offset in the 
core due to an asymmetrical driving 
of the core. The same can be accom-
plished with a small film cap in series 
with the primary. Adjust the turns 
ratio so that the peak output voltage 
can be reached under low line condi-
tions with maximum bus ripple volt-
age. Skin effect requires us to pay 
attention to the wire gauge we choose 
when operating at high switching fre-
quencies. One solution is to use mul-
tiple strands of magnet wire. Another 
solution is to wind with a large gauge 
wire if the inner core of the wire is left 
unused. A 16- or 14-gauge wire should 
work well at full power. 

Resonating inductor and 
commutation inductor 

Gapped ferrite or powder iron rings 
would be appropriate. Choose the in-
ductances so that under low current 
conditions there is enough energy 
stored to resonate the MOSFET ca-
pacitances. I’ve chosen 40 µH for the 
resonating inductor, and 100 µH for 
the commutating inductor. Some ex-
perimenting into the merits of elimi-
nating the resonating inductor in fa-
vor of two commutating inductors may 
be worthwhile. 

Current sense transformer 
A small ferrite ring is the best plat-

form for the current sensor. The exact 
ratio is not critical, but it must be 
known that the smaller the turns 

ratio, the larger will be the loss in the 
terminating resistor. The CT is used 
for protection only, not for controlling 
the output voltage. This makes the de-
sign of the part less critical. 

Pulse drive transformers 
A ferrite ring will make a good 

pulse transformer. I’ve chosen a small 
ring core with 14 turns wound trifilar. 
The leakage inductance needs to be 
minimized, and a trifilar winding style 
is appropriate. A small gauge tele-
phone type wire might be good for this. 
Insure that the insulation is in good 
condition. 

Bus capacitors 
The value of capacitance is only 

critical in that there must be enough 
voltage headroom to drive the trans-
former primary. Choose a value of ca-
pacitance that will give you 10 to 20 V 
of ripple. A full legal limit modulator 
will need about 5000 µf. A series par-
allel combination of 4700 µf 100 V ca-
pacitors may work well. 

Conclusion 

The intent of this paper is to intro-
duce the technology and provide a 
basic understanding of the full bridge 
topology as applied to modulating the 
class-E  transmitter. Each transmit-
ter design will have its own unique set 
of requirements, but the principles 
outlined here apply to any set of oper-
ating conditions. I’ve had good reports 
on the audio quality when using an 
inexpensive homebrew audio chain 
while driving a class F push-pull RF 

deck. There is an abundance of mate-
rial available on this particular topol-
ogy, as it is very popular with the 
power supply crowd. I hope this plat-
form will provide a basis for contin-
ued experimentation with both 
modulation strategies and resonant 
MOSFET transmitters in general. 
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A Method of Measuring Phase

Noise in Oscillators


How to dig deep for phase noise measurements

with an easy-to-find test setup


Ihave tried to find a suitable 
method to measure phase noise in 
oscillators over many years as a 

constructor of HF and VHF amateur 
equipment. The equipment normally 
used by professionals for this 
measurement is too expensive for many 
amateurs. I have an elderly spectrum 
analyzer at home, and a more modern 
one that I can borrow from my 
workplace; however, the dynamic range 
is too limited on both of them. When it 
comes to measuring noise only a few 
hundred hertz away from the carrier 
with a level 130-150 dB higher, a 
dynamic range of 80-90 dB is not useful. 
This is a problem that’s very hard to 
solve. 

PAØJOZ wrote an article1 for the 
Jan/Feb 1999 issue of QEX describing 
a method for measuring phase noise 
using a known-clean crystal oscillator 
or a good signal generator as a refer-
ence. He mixes this with the oscilla-
tor under test by phase locking them 
both to the same frequency. This re-
sults in a zero IF (baseband) signal 
consisting of only the noise. With fil-
ters of 1 kHz, 10 kHz and 100 kHz we 
can measure the phase noise with 
1Notes appear on page 59. 

Petersborggt. 6 
Tromso, Norway 9009 
la2ni@online.no 

By Kjell Karlsen, LA2NI 

quite good results. He also suggests 
using a PC sound card as a spectrum 
analyzer for this measurement, but I 
had not found any software that could 
do the job until recently.2 The measur-
ing bandwidth must be 1 to 10 Hz and 
the dynamic range must be in the 
140-160 dB range. Without usable 
software for a PC sound card analyzer, 
I had to find another means to do 
phase measurements. 

Making It Happen With 
the Help of a Parts Bin 

One day when I was looking 
through some old parts in one of my 
scrap boxes, I found a crystal filter on 
38 MHz with a bandwidth of 5.4 kHz 
and 50-Ω impedance in and out. Could 
this be used to expand the dynamic 
range of my old Hewlett-Packard 
8558B Spectrum Analyzer? 

I have a Marconi 2019A signal gen-
erator with specifications that should 
make it a candidate for phase-
noise measurement. On 90 MHz 
Marconi claims –110 dBc at 1 kHz and 
–135 dBc (measured in a bandwidth 
of 1 Hz) at 10 kHz. Could this be mea-
sured by using the crystal filter to get 
rid of the carrier and letting the noise 
go through to be displayed on the ana-
lyzer? See Fig 1. 

I calibrated the setup by injecting 
the signal in the middle of the filter 
passband, adjusted the attenuator on 

the generator to have an indication at 
the top of the display. Then the fre-
quency was moved up until there was 
a drop in level of 3 dB and then back 
to the top edge of the filter. This fre-
quency is used as the reference, and 
then the generator was moved 10 kHz 
further up. The output reading 
dropped around 90 dB. The output of 
the generator was then increased 
30 dB to the maximum output of the 
2019A. I could now see the carrier near 
the –60 dB line on the analyzer and 
10 to 16 kHz lower; the noise through 
the filter is visible at –75 dB. See 
Fig 2. As the output has been in-
creased by 30 dB after calibration, the 
noise is –105 dB below the carrier. This 
is measured in a bandwidth of 1 kHz, 
and by subtracting 30 dB we get the 
noise in 1 Hz BW. Marconi claims 
–135 dBc/Hz for the 2019A. After that 
I moved the carrier down so that the 
slope of the carrier just straddles the 
noise. Now we can see the noise from 

Fig 1—Initial noise measurement using 
Marconi generator with carrier 10 kHz from 
filter center frequency. 
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Fig 2—Measurement with 38-MHz filter and 
carrier moved up 10 kHz from the filter 
passband, level increased by 30 dB. The 
noise is at –105 dBc/kHz (–135 dBc/Hz) 
from 10 to 16 kHz, recorded using a HP 
8558B spectrum analyzer with vertical 
resolution of 10 dB/div. The reference line 
is at –30 dBc. Horizontal resolution is 
5 kHz/div. 

Fig 3—Measurement with a 38-MHz filter 
and carrier moved as close to the filter 
pass band as possible. We can see the 
noise from 5 to 10 kHz at –100 to –105 dBc/ 
kHz (–130 to –135 dBc/Hz). Measurement 
parameters as those in Fig 2. 

Fig 4— Measurement made with the 
5.2-MHz filter. The oscillator frequency has 
been moved so near that we can observe 
the noise from 2 to 4 kHz. This picture also 
shows the limitation using the HP-8558B. 

–5 to –10 kHz at –100 to –110 dB 
(–130—135 dBc/1Hz). This is also in 
accord with the specifications. See 
Fig 3. 

This was very promising, but I am 

Fig 5—The attenuation of the carrier by the filter. Here the carrier is attenuated 70 dB, 
and we may increase the level the same amount without overdriving the spectrum 
analyzer. This results in a theoretical dynamic range of 140 dB. 

also interested in measuring the noise 
from 100 Hz to 1 kHz away from the 
carrier. The 38 MHz crystal filter is 
not steep enough to get the necessary 
attenuation so near the carrier. Using 
the Tektronix 492AP with a 100 Hz 
bandwidth, I can measure down to 
around 600-700 Hz. 

I then dug further down into my 
scrap boxes and discovered two LSB 
filters from a commercial HF trans-
ceiver that I worked on 30 years ago. 
By connecting them in series and 
matching them to 50 ohms, I achieved 
the result I wanted. Even using only 
one filter can be sufficient, as they are 
symmetrical with 30 dB of attenua-
tion 300 Hz away from the pass-band 
edge on the steepest side. As I had two 
filters available, I decided to use both 
in my setup. 

I now have a filter with a band-
width of 2.4 kHz at –3 dB, and with a 
shape factor of 1:1.66 from –3 dB to 
–100 dB! The attenuation outside 
±5 kHz is better than 120 dB with the 
lids on the box. This is sufficient to 
measure at a distance of 2 kHz from 
the carrier with the HP-8558B, and 
down to around 100 Hz with a better 
spectrum analyzer. See Fig 4. 

Until now, we could only measure 
oscillators at the same frequency as 
the filter. To make this method usable 
on any frequency we have to add a 

mixer into the system. Another search 
in my old spare parts bin turned up 
some mixers taken from old OMEGA 
receivers. These were Mini-Circuits 
SRA-3H mixers designed to operate at 
the 17 dBm level and covering the fre-
quency range from 50 kHz to 200 MHz, 
just right for my project. 

To be able to measure noise levels 
down to –135 to –50 dBc/Hz, you may 
need amplifiers ahead of the mixer 
both in the signal and LO path. Today 
you will find excellent low-noise am-
plifiers from several manufacturers. I 
use Mini-Circuits ERA-5 in the signal 
path and ERA-6 for the LO. A step 
attenuator is also necessary in both 
paths to calibrate the levels into the 
mixer. Use the recommended drive 
level for your particular mixer, and if 
you have to buy a new one, the SRA-
3H is priced at $25. A 13-dBm level 
mixer such as the TUF-3MH is avail-
able for $10. If you want to operate at 
an even higher level, the RAY-6 is a 
23-dBm mixer priced at $41, but it can 
be worth the money if you do experi-
ments with new direct digital synthe-
sizers. They may have phase-noise lev-
els down to –140 dBc at 1 kHz and – 
150 dBc and better at 10 kHz. See Fig 
6 for a schematic. 

Not every ham experimenter has a 
spectrum analyzer, but a good receiver 
might also be used. Nearly every re-
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Fig 6—Schematic of the low-noise amplifiers, the mixer and the filters. Attenuators may be needed ahead of amplifiers to adjust for
optimum levels to the mixer.

ceiver today can receive on all HF
frequencies. I tried using my ICOM
IC-756, and I got the same results, but
make sure to take into account the
bandwidth used. My narrowest filter
is 500 Hz wide, but some of the newer
rigs go down to 100 Hz, so then you
must correct the readings by 20 dB in-
stead of 30 dB when the bandwidth is
1 kHz. Remember that the filters must
be in the IF, not LF.

Procedure for Using a Receiver
Instead of a Spectrum Analyzer

Use a receiver with a narrow band-
width to improve frequency resolution
and it becomes a manually tuned spec-
trum analyzer. You must then adjust
your results for the noise bandwidth
of the receiver. Usually the 3-dB band-
width points of a filter provide a good
approximation. For example, the
500 Hz CW filter in my receiver re-
quires a correction of 26 dB to convert
the measurements to dBc/Hz. Using
the RF amplifier provides as much
sensitivity as possible. Set the fre-
quency of the generator to the upper
–3 dB point of the filter, and then down
to maximum again. This is the refer-
ence frequency. Set the output level to
the maximum minus 30 dB, (in my
generator maximum is +13 dBm, so I
use –17 dBm) then decrease the out-
put until the S-meter shows S1. In my
case it is –100 dBm. The difference is
83 dB. Let the receiver stay on the
reference frequency, move the genera-
tor 1 kHz up and increase level to
–17 dBm. If your filters and oscillator
are good, you should have a reading
of less than S1 on the meter. Increase
the level (or decrease, if the oscillator
is noisy) until the meter shows S1. For

Fig 7—Marconi 2019A measured at 5.2 MHz using the ICOM IC-756.

example, I read –7 dBm giving a dif-
ference of –93 dB –26 dB=–119 dBc/
Hz, then go up to +5 kHz. Increase the
generator level until the S-meter reads
S1. I now had +4 dBm from the gen-
erator giving a difference of –104 dB,

–26 dB = –130 dBc/Hz. At + 10 kHz. I
had to increase the level to –111 dBm,
–26 dB = –137 dBc/Hz. All results are
the same as specifications given for
the 2019A signal generator ±3 dB, ex-
cept at 1 kHz off, where they are
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9 dB better than specified. That is 
probably due to the frequency. On 
5.2 MHz the noise is much lower than
on 90 MHz. See Figures 7 and 8 for 
results using this method. 

One limitation of the mixing 
method is that you are really measur-
ing the noise of both the oscillator 
under test and the local oscillator. 
When you are measuring oscillators 
with noise levels higher than the noise 
in your signal generator you can use 
the generator as the LO, but if you are 
testing a really quiet oscillator you 
must use an even quieter crystal 
oscillator as the LO. 

Remember that you always will 
have the sum of the noise from both 
oscillators as a result. If the two oscil-
lators are equal, the noise from each 
of them is 3 dB lower than the mea-
sured value. If the difference is more 
than 10 to 15 dB, the additional noise 
from the best can be neglected. 

I have not made any PC boards for 
this project because of the old parts I 
used. I think most people will also use 
parts they already have. If you must buy 
the filters, for a narrow filter, you may 
find that two cascaded Murata 
CFJ455K5 may do the job. If you can 
get a pair of the old XF-9B filters from 
KVG, they are perfect. Also filters for 
modern Japanese-made transceivers 
are very good. 

The matching to 50 Ω in and out 
can be done with toroid transformers 
wound with 2, 3 or 4 twisted parallel 
wires connected in series to get imped-
ance transformation factors of 4, 9 or 
16 (50 Ω to 200, 450 or 800 Ω). If I 
remember right, the filter I use has 
an impedance of 640 Ω in parallel with 
20-30 pF. I use the 800 Ω tap and a 
trimmer and the filter response is with 

less than 2-dB variation in the pass- pare different oscillators and tell if one 
band. Between the filters I use direct is better than the other. I tried to mea-
coupling with a parallel LC circuit. sure the noise in an old Wavetek Model 

This technique is not perfect for 3002 and compare it with the 2019A. 
absolute measurements of phase I knew that the 3002 was quite noisy, 
noise, but it has made me able to com- but a difference of 30 dB was more 

Fig 8—Marconi 2019A at 53.2 MHz mixed down to 5.2 MHz with a crystal oscillator on 
48 MHz. Measured using an ICOM IC-756. 

Fig 9—Measurements as described in text. Carrier frequency Fig 10—Measurements as described in text. Carrier frequency 
53.2 MHz to 0.5 kHz. Noise level at 0.5 kHz, –115 dBc/Hz, at 53.2 MHz + 2.5 kHz. Noise level at 2.5 kHz –125 dBc/Hz, at 
2.0 kHz, –122 dBc/Hz. 4.5 kHz, –132 dBc/Hz. 

58 Nov/Dec 2004 



Karlsen.pmd 10/1/2004, 1:04 PM59

Fig 11—Measurements as described in text. Carrier frequency 
53.2 MHz + 4.5 kHz. Noise level at 4.5 kHz, –132 dBc/Hz, at 
6.5 kHz, –134 dBc/Hz.

Fig 13—Measurements as described in text. Carrier frequency 
53.2 MHz + 8.5 kHz. Noise level from 8.5 kHz to 10.5 kHz around 
–138 dBc/Hz. We have about reached the limit of the setup. 

Fig 12—Measurements as described in text. Carrier frequency 
53.2 MHz + 6.5 kHz. Noise level from 6.5 kHz to 8.5 kHz around 
–135 dBc/Hz. 

Fig 14—Measurements as described in text. Carrier frequency 
53.2 MHz+10.5kHz. Noise level from 10.5 kHz to 12.5 kHz around 
–140 dBc/Hz. We have reached the limit of the setup since an 
additional offset of 100 Hz will not result in further decrease. 

than I expected. I also compared the 
original PLL synthesizer I made in 
1995 for a HF transceiver with a new 
DDS driven PLL synthesizer con-
structed recently. The first measure-
ment showed more noise in the new 
one, but after correcting some prob-
lems, the new is as good as it can be 
with the commercial VCO I used. Af-
ter replacing this VCO with one made 
after the description in an article by 
Ulrich Rohde, KA2EUW, some years 
ago, I got much better results with the 
new one. Now I can experiment with 
different solutions, measure and com-
pare and have the result without 
guessing as I did before. 

Figs 9 through 14 illustrate the re-
sults achieved using a Tektronix 492 
AP spectrum analyzer, 48-MHz crys-
tal oscillator with the 2019A as an RF 

source on 53.2 MHz. The reference line 
on the analyzer is at –50 dBc. The ana-
lyzer bandwidth is 100 kHz, meaning 
that we need to add 20 dB to get re-
sult in dBc/Hz. On the first picture we 
see the carrier near the pass band, 
but on the rest, the carrier is outside 
the picture and even invisible due to 
the attenuation as we move the ana-
lyzer up in frequency. 

The last two pictures show that we 
have reached the measuring limit for 
this setup. If we try to move the oscilla-
tor a further 100 Hz up, we will see that 
the noise does not decrease further. 

Kjell Karlsen, LA2NI, has been a ham 
since 1962, but began his interest years 
before as a 12-year old when a neigh-
bor built a receiver from a kit and 
made it work. Kjell has worked as an 

avionics engineer for the last 20 years, 
installing and maintaining electronic 
equipment in helicopters and fixed-
wing aircraft. His primary amateur 
interest is in constructing VHF and HF 
equipment, including his first digital 
synthesizer in 1968. In 1995, he built 
a small 25 W HF transceiver that was 
used by Norwegian adventurer Børge 
Ousland during a solo Antarctic cross-
ing. His current project is a direct digi-
tal synthesizer that he hopes to offer 
as a kit in the near future. 

Notes 
1van der List, J.F.M., PAØJOZ, “Experiments 

with Phase-Noise Measurement,” QEX 
Jan/Feb 1999, p 31. 

2After I wrote this article I found software on 
the Internet that may do the job, and as soon 
as I get time I will try it out and possibly make 
a PCB and publish it in QEX.  
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Letters to

the Editor


Digital Voice Articles 
(QST, Jan-Feb 2002) 
Doug, 

Nice articles in QST Jan/Feb ’02. 
You did an excellent job of walking the 
reader through the fundamentals of 
PSTN codecs through APCO-25 and 
up to the current challenges of digital 
voice over an HF link. 

I have been trying to overcome in-
ertia to get my license and have been 
around ham radio folks since I was 
this high. My father’s interest in 
Amateur Radio contributed to my be-
coming an EE. Now it seems that it is 
coming full circle. I work constantly 
in RF engineering projects with digi-
tal networks from VHF up to 39 GHz. 
One of my current projects is the de-
sign, installation and startup of a 
FHSS telemetry system in Sevier 
County (your neighborhood) for the 
electric utility. 

HF has always fascinated me, and 
digital voice modes on narrow-band-
width links, across a fading propaga-
tion path would be really cool work. 
Your articles have given me further 
incentive to get off my butt and get 
the Morse code stuff done. I grew up 
with a purist ham and heard so much 
grief about “no-code tickets” that if I 
am going to do it, I am going to do it 
“right.” Besides, Amateur Radio needs 
more women in its ranks. 

Thanks—Tisha A Hayes, Senior 
Communications Systems Engi-
neer, Edison Automation Inc, 
Nashville, Tennessee; thayes@ 
edisonautomation.com 

Resistance—The Real Story (Jul/ 
Aug 2004) 
Hi Doug, 

I enjoyed your article in the July/ 
August QEX. The only part of the ar-
ticle that is difficult for me is the ex-
pression near the end of the third col-
umn on page 51. The expression in 
question, “(charge/cm2)/(charge/cm2 

– s)=s!”, is shown as printed. There 
seems to be a conflict of units. Specifi-
cally, subtracting time from charge per 
centimeter squared would have gotten 
me a red check mark in my freshman 
physics class, as an invalid use of 
units, as would the alternative ar-
rangement of parentheses. I suppose 
another way to explain my question 
would be to answer how time can be 
subtracted from field strength or area? 
By the way, I’m interpreting it with 

either all parentheses in place, 
“(charge/(cm2 – s))” [time subtracted 
from area] or “(charge/cm2) – s” [time 
subtracted from field strength]. 

Thanks again for the article Doug. I 
enjoy QEX immensely. I’m still waiting 
for the article about “spooky action at a 
distance” and photon entanglement!— 
Sincerely, Wayne Quernemoen, KØRCH; 
wpq@rea-alp.com 

Author’s reply: 
Hi Wayne, 

That is supposed to be a hyphen, 
not a subtraction sign. We had a bit of 
last-minute confusion during editing 
that resulted in inconsistent represen-
tations like that. I’m sorry for the con-
fusion. I suppose we could have just 
written cm2s without too much 
trouble.—73, Doug Smith, KF6DX, 
QEX Editor; kf6dx@arrl.org 

Networks for 8-Direction 4-
Square Arrays (Sep/Oct 2004) 

Hello Doug,I just received my com-
plimentary copies of the Sept/Oct is-
sue of QEX, which contains my article. 
I’m pleased with the way it turned out, 
but I noticed a couple of small typo-
graphical errors. 

1. On page 35, in the final para-
graph in the left-hand column, nine 
lines up from the bottom, it should say, 
“Equalizing the input resistances is 
accomplished. . .” 

2. There are several places scat-
tered throughout the text where I 
mention parallel combinations of im-
pedances. For lack of an appropriate 
symbol, the notation “11” was used to 
represent “in parallel with.” Thus, Za 
in parallel with Zb would be repre-
sented as “(Za)11(Zb)” within the body 
of the text. 

3. I chose to use the prime (′) nota-
tion in conjunction with some of my 
input parameters and this notation is 
used correctly in most of the text. On 
several occasions, however, an apos-
trophe was used instead. The first 
place I noticed this is on page 40, for 
Vss′, and it appears on page 43 for 
Vff′′. 

4. On page 44, in the right-hand
column of text, two lines above Table 
6, it should say “0.25-WL phasing 
lines...” Somehow, an upper-case Greek 
letter Omega crept in there. 

5. Also on page 44, in Fig 11, the “Z 
Match” heading should be placed be-
neath the impedance-matching net-
work, which consists of the 1611-pF 
capacitor and the 0.33-µH inductor. 

6. In Fig 15, in the small box that 
lists the relays, the first line should 
read, “ K1, K2, K4, K5, K7-K10 = 
DPST” 

Thanks and 73—Al Christman, 
K3LC; amchristman@gcc.edu 

Letters (Sept/Oct 2004) 
Dear Mr. Smith, 

I was most impressed by your re-
sponse to Mr. Czuhajewski’s letter. 
Some time ago the then QEX editor 
posed a question about what could be 
done to reenergize Amateur Radio— 
was that you? I could not bring my-
self to write a non-critical answer. So 
it is probably good I did not write. 

Your answer suggests that maybe 
a word or two might be helpful. 

From what I can see, QST has two 
types of articles: “Gee this commercial 
radio is great” and “let me tell you how 
to solder the wires on this connector.” 
Gone are the “you can build it” and 
“this is how it works” stuff.... Why is 
this? It seems to me that perhaps all 
organizations get pretty comfortable 
with the status quo: If we just don’t 
rock the boat, we will continue to get 
paid and get lots of free lunches and 
other perks. Then, one day we will re-
tire and live happily ever after. 

Thus, when I first became aware of 
it, I particularly appreciated QEX. It 
has real content about real stuff. So 
much so, that I bought the CDs of back 
issues only to learn that unless I 
loaded the right version of Microsoft 
software, I could not meaningfully 
read them! 

So, who let that happen? Oh—And 
yes, it would be nice if that problem 
were fixed! 

Anyway, that is why I decided to 
write you a thank-you for your simple 
reply. I hope that was followed by an 
unwritten [reply]: “I’ll try not to let this 
happen again in my magazine.” Thanks 
for your hard work and dedication. 

Regards—John Harrison, NI1B; 
jmh5@nei.mv.com 

Improved Remote Antenna 
Impedance Measurement 
(Jul/Aug 2004) 
Doug: 

Thank you for promptly starting 
my subscription to QEX. Issues for Jul/ 
Aug 2004 and Sept/Oct 2004 arrived 
yesterday. I’m enjoying reading them. 

In QEX for Sept/Oct 2004, on page 
59, Ron Barker indicates that the 
spreadsheet described in his article 
appearing in the previous issue is 
posted on the ARRL Web site www. 
arrl.org/qexfiles. My check of this 
site this morning didn’t turn up Ron’s 
spreadsheet. Has the posting not yet 
taken place or is it in another location? 

Thanks—Dale Covington; dwcov 
@bellsouth.net 
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Hi Doug, 
Letters to the Editor of the Sept/ 

Oct 2004 QEX indicated that Ron 
Barker’s spreadsheet for his article 
“Improved Remote Antenna Imped-
ance Measurement’ in the Jul/Aug 
would be in the QEX files section of 
the ARRL Web page. I checked today 
and I could not find it. Am I looking in 
the wrong place? 

I enjoy your magazine! Please in-
clude information on where we can get 
parts or kits for the projects mentioned 
in the articles. It’s frustrating to read 
an interesting article and find that the 
parts mentioned are not longer avail-
able.—73, Mike St. Angelo, N2MS; 
mstangelo@comcast.net 

Hi guys, 
Sorry, we got behind on our postings 

but it is now there. Regarding kits and 
parts, we do make sure you have con-
tact information for the author, and 
your best bet is to contact Ron directly. 
He’ll likely be glad to help you. 
—73, Doug 

On Signal-to-Noise Ratio and 
Decision-Making 
Hi Doug, 

I have been musing over the appli-
cation and value of SNR in aural CW 
and in the decision-making taking 
place in data communications. SNR is 
defined in the texts as Eb/No, where 

Eb is the energy per bit and No is the 
noise power density. Energy in joules 
=watt-seconds [a hyphen, not a sub-
traction sign—Ed.] with dimensions of 
power times time. Noise power den-
sity is watts/hertz. As Hz has the di-
mension of 1/time, the units cancel and 
thus SNR is dimensionless. This is all 
very well for textbooks, but it doesn’t 
seem to me to fit well with practical 
communications. 

Take the case of CW. For a fixed 
bandwidth, what I hear with my ears 
is an improved SNR when the signal 
energy is increased by lengthening the 
dots. The noise appears bandwidth-
dependent and not time-dependent as 
it would by obeying the SNR formula. 
Somehow, our acoustic powers differ-
entiate between the coherent signal 
and the random noise in a way not 
suggested by Eb/No. 

I also understand that some DSP 
“de-noise” filtering algorithms also 
exploit the different character of sig-
nals and noise. Doesn’t Shannon have 
something to say about entropy? If any 
of this makes sense perhaps it is worth 
some discussion from you in QEX?— 
73, Ron Skelton, W6WO; ron-skelton 
@charter.net 

Hi Ron, 
Yes, that is a fascinating subject. I 

went into it a little bit in an article a 
few years back during my research 
into human hearing: “PTC: Perceptual 

Transform Coding....” in QEX, May 
2000. I guess the main obstacle to 
quantifying those things is that you 
can only ask questions of the listener 
and try to glean something from the 
responses. CW as received by ear may 
be an exception because the listener 
is required to copy the code. Then one 
would need to be sure that the 
listener’s basic code-copying ability 
with strong signals was beyond re-
proach to remove bias. It would be 
interesting to see the spread in noisy-
signal copying ability from one listener 
to the next. 

I notice that EME (moonbounce) 
fans are up against some of the tough-
est conditions in this area and I guess 
they do indeed slow their code speeds 
quite a bit. On a path where fading or 
multipath is present, the SNR may be 
changing and then the difficulty with 
CW becomes one of judging the dura-
tion of each element. Therefore, it 
seems that reducing speed beyond the 
fading rate produces another issue. 

It is unclear to me whether the ear-
brain combination does anything like 
what we do in DSP noise-reduction 
algorithms, but I suspect that it does. 
The basic idea is that noise does not 
repeat itself exactly over relatively 
long time frames and the desired sig-
nal does. Coherent CW fans have over-
come some of the general difficulties, 
I think. Thanks for the suggestion! 
—73, Doug  
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Reductio Ad Absurdium and the Square Root of Two 
The following is a partial reproduction of the proof from Appendix 1 of 

Carl Sagan’s book Cosmos (Random House, 1983, ISBN 0-39471-596-9).
 “We assume √2 is a rational number: √2=p/q, where p and q are integers, 

whole numbers. They can be as big as we like and can stand for any integers 
we like. We can certainly require that they have no common factors. If we were 
to claim √2=14/10, for example, we would of course cancel out the factor 2 and 
write p=7 and q=5, not p=14. q=10. Any common factor in the numerator or 
denominator would be canceled out before we start. There are an infinite num-
ber of ps and qs we can choose. From √2=p/q, by squaring both sides of the 
equation, we find that 2=p2/q2, or, by multiplying both sides of the equation by 
q2, we find p2=2q2. 

p is then some number multiplied by 2. Therefore, p2 is an even number. But 
the square of any odd number is odd (12=1, 32=9, 52=25, 72=49, etc). So p 
itself must be even, and we can write p=2s, where s is some other integer. 
Substituting for p we find p2=(2s)2=4s2=2q2. Dividing both sides of the last 
equality by 2, we find q2=2s2. 

Therefore q2 is also an even number, and, by the same argument as we just 
used for p, it follows that q is even too. But if p and q are both even, both divis-
ible by 2, then they have not been reduced to their lowest common factor, con-
tradicting one of our assumptions. Reductio ad absurdium. But which 
assumption? The argument cannot be telling us that reduction to common fac-
tors is forbidden, that 14/10 is permitted and 7/5 is not. So the initial assump-
tion must be wrong; p and q cannot be whole numbers; and √2 is irrational. 

What a stunning and unexpected conclusion! How elegant the proof! 
But the Pythagoreans felt compelled to suppress this great discovery.” 

In the next issue of 
QEX/Communications 

Quarterly 
We had to hold Randy Evans, 

KJ6PO’s PLL article for our first is-
sue of 2005. Randy takes a close look 
at traditional PLL designs with an eye 
toward optimized noise performance. 
Tradeoffs between loop bandwidth 
and noise are duly considered through 
thorough analysis. Randy developed 
an Excel spreadsheet to do the calcu-
lations and gives a complete design 
example. In an appendix, he derives 
equations for single-sideband noise 
power from VCO sensitivity and noise 
phase deviation.  
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